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Abstract

Knowledge Graph (KG)-to-Text generation
aims at generating fluent natural-language text
that accurately represents the information of
a given knowledge graph. While significant
progress has been made in this task by exploit-
ing the power of pre-trained language mod-
els (PLMs) with appropriate graph structure-
aware modules, existing models still fall short
of generating faithful text, especially when the
ground-truth natural-language text contains ad-
ditional information that is not present in the
graph. In this paper, we develop a KG-to-
text generation model that can generate faith-
ful natural-language text from a given graph,
in the presence of noisy reference text. Our
framework incorporates two core ideas: Firstly,
we utilize contrastive learning to enhance the
model’s ability to differentiate between faith-
ful and hallucinated information in the text,
thereby encouraging the decoder to generate
text that aligns with the input graph. Secondly,
we empower the decoder to control the level of
hallucination in the generated text by employ-
ing a controllable text generation technique.
We evaluate our model’s performance through
the standard quantitative metrics as well as
a ChatGPT-based quantitative and qualitative
analysis. Our evaluation demonstrates the su-
perior performance of our model over state-of-
the-art KG-to-text models on faithfulness.

1 Introduction

A knowledge graph (KG) is a structured representa-
tion of information as a network of interconnected
real-world entities, and relationships. The task of
KG-to-text generation has been proposed (Ribeiro
et al., 2020a; Koncel-Kedziorski et al., 2019) to
make this structured information more accessible
to humans, aiming to generate fluent, informative,
and faithful natural-language sentences that should
describe the contents of an input KG. Recently,
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this task plays a significant role in a variety of ap-
plications such as knowledge-grounded dialogue
generation (Zhou et al., 2018; Zhao et al., 2020),
story generation (Guan et al., 2019; Ji et al., 2020),
event narration (Colas et al., 2021a), and question-
answering (Agarwal et al., 2021; Chen et al., 2023;
Saxena et al., 2020).

Significant progress has been made in the
KG-to-text generation task by utilizing a set
of Transformer-based (Vaswani et al., 2017)
pre-trained language models (PLMs) such as
BART (Lewis et al., 2019), TS (Raffel et al., 2020)
or GPT (Radford et al., 2019) with appropriate
graph structure-aware modules (Ke et al., 2021; Co-
las et al., 2022; Han and Shareghi, 2022). However,
ensuring the faithfulness of KG-to-text generation,
i.e. reducing hallucinations (Ji et al., 2022; Wang
et al., 2022; Raunak et al., 2021; Rebuffel et al.,
2022), is an under-explored problem, and existing
KG-to-text models fall short of generating faith-
ful text when the ground-truth text of the training
dataset contains wrong or extra information that is
not consistent with the input.

Figure 1 shows an example of a small KG about
a house, which contains information on its internal
features and neighborhood, and the corresponding
ground-truth reference text, from a real-world real-
estate KG (Das et al., 2021). The ground-truth text,
while summarizing the features of the house accu-
rately, also mentions some information that is not
available in the input KG (i.e. extrinsic hallucina-
tion, highlighted in red).

When a KG-to-text model is trained with such
hallucinated reference text, it is likely to produce
text that is also hallucinated. This hallucination
problem significantly reduces the faithfulness and
thus trustworthiness of the generated text. Thus,
the ability to reduce hallucination in the presence
of noisy reference text is important for the practi-
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cal application of KG-to-text and other NLG tech-
niques, especially in mission- and safety-critical
domains such as medical diagnostics and scientific
research.

A number of techniques have been proposed (Ji
et al., 2022) to control this hallucination problem
in abstractive summarization, table-to-text gener-
ation, generative question-answering, neural ma-
chine translation, and knowledge-grounded dia-
logue generation (Wang et al., 2022; Tang et al.,
2022; Rebuffel et al., 2022; Krishna et al., 2021;
Zhou et al., 2021; Zhang et al., 2022). However,
to the best of our knowledge, controlling halluci-
nation in graph-to-text generation with noisy refer-
ence text has not been investigated.

In this paper, we propose a novel framework
to address this important and practical problem.
Our framework combines contrastive learning tech-
nique and controllable text generation. Contrastive
learning enables the model to distinguish between
faithful and hallucinated text and guides the de-
coder to generate faithful text instead of halluci-
nated text. The controllable text generation tech-
nique learns the level of hallucination from noisy
training text and controls (i.e. minimizes) the level
of hallucinated information in the generated text.
Our framework can be employed in any KG-to-Text
encoder-decoder model to generate faithful natural
language text from a given KG, in the presence of
noisy reference text.

Our contributions are as follows:

* We propose a framework to deal with the
hallucination problem in KG-to-text genera-
tion task. Our framework comprises two core
ideas: (i) Employing contrastive learning to
enable the KG-to-text generation model to
better differentiate between faithful and hallu-
cinated information in the reference text and
guide the decoder to generate text that is faith-
ful to KG. (ii) Controlling the level of halluci-
nation while generating text from KG using a
controllable text generation technique.

* We conduct experiments and evaluate perfor-
mance using a standard quantitative analy-
sis with automatic metrics. Our comprehen-
sive evaluation on two noisy datasets demon-
strates the superior performance of our pro-
posed model over the state-of-art KG-to-text
generation models on faithfulness metrics.

* We further propose and perform novel
ChatGPT-based quantitative and qualitative

evaluations to assess the performance of our
model more comprehensively. The evaluation
also shows our model’s effectiveness in gen-
erating faithful text over existing KG-to-text
generation models.

2 Related Work

2.1 Knowledge Graph-to-Text Generation

KG-to-text generation techniques (Koncel-
Kedziorski et al., 2019; Guo et al., 2020; Ribeiro
et al., 2020b; Chen et al., 2020) utilize graph
neural networks (Veli¢kovi¢ et al.) and graph
Transformers (Vaswani et al., 2017) to effectively
encode a graph’s structural information. With
the rapid advancement of pre-trained language
models (PLMs) (Lewis et al., 2019; Raffel et al.,
2020; Radford et al., 2019), researchers have
started adapting and fine-tuning these models to
KG-to-text generation tasks and obtained better
results compared to previous models (Ribeiro
et al., 2021; Chen et al., 2020; Kale and Rastogi,
2020). Recently, researchers further improved the
KG-to-text models’ performance by integrating
pre-trained language models with appropriate
graph-structure-aware modules (Ke et al., 2021;
Colas et al., 2022) and employing some graph
masking pre-training tasks (Ke et al., 2021; Han
and Shareghi, 2022).

However, we have empirically observed that
although these state-of-art KG-to-text generation
models (Ke et al., 2021; Colas et al., 2022; Han and
Shareghi, 2022) introduce graph aware encoders
and/or apply graph masking pre-training strategies
to enhance graph-text alignments, still these models
are struggling with hallucination problems when
trained with noisy input ground-truth text.

2.2 Controlling Hallucinations in Text
Generation

This hallucination problem is well explored in
other natural language generation tasks such as
in table-to-text generation, summarization, dia-
logue generation, question-answering, and neural
machine translation. Planning (Su et al., 2021)
or skeleton-based method (Wang et al., 2021),
joint learning strategy (Xu et al., 2021), Bayes
training framework (Tian et al., 2019), table-text
optimal-transport matching strategy (Wang et al.,
2020), control token approach (Filippova, 2020) are
widely used in controlling hallucinations in table-
to-text generation tasks. Most recently, Rebuffel et
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(a) House knowledge graph

(b) Ground-Truth Text

Figure 1: A sample knowledge graph for the House dataset with its ground-truth text. The red colored text in the
ground-truth text represents extrinsic hallucination information.

al. (Rebuffel et al., 2022) proposed a multi-branch
decoder approach to control hallucination at decod-
ing time in this area.

Prior works have also focused on minimizing
hallucinations in summarization, dialogue gen-
eration, question-answering and neural machine
translation areas. Some of the recent hallucina-
tion mitigation techniques are based on control
token approach (Filippova, 2020; Rashkin et al.,
2021; Wang et al., 2022), contrastive learning ap-
proach (Cao and Wang, 2021; Tang et al., 2022),
generate then-refine strategy (Dziri et al., 2021), a
routing transformer based approach (Krishna et al.,
2021) and self-training of neural machine transla-
tion based approach (Zhou et al., 2021). To the
best of our knowledge, no work has been done
in graph-to-text generation tasks with hallucinated
ground-truth text.

2.3 Evaluation using ChatGPT

Large language models such as ChatGPT have re-
cently been employed for evaluating the quality
and factual consistency of the generated text in
NLP tasks with respect to the source input through
ranking, rating, and entailment inference (Kocmi
and Federmann, 2023; Wang et al., 2023; Luo et al.,
2023). Luo et al. (2023) closely investigated Chat-
GPT’s ability under a zero-shot setting with three
factual consistency evaluation tasks: binary entail-
ment inference, summary ranking, and consistency
rating. Experimental findings show that ChatGPT
generally performs better than previous evaluation
metrics across the three tasks, demonstrating its
significant potential for factual consistency evalu-
ation. However, they also point out some limita-
tions of ChatGPT such as its preference on lexi-
cal similarity instead of semantic entailment, false

reasoning, and poor understanding of instructions.
Moreover, while these approaches can compute an
overall faithfulness score of the output text, they
fall short in terms of explaining the score e.g., by
quantifying the amount of hallucination (out of all
the output facts, how many are hallucinated?), pre-
cision (out of all the output facts, how many are
input facts?) and recall (out of all the input facts,
how many appear in the output?). In this work,
we use ChatGPT to quantify each of these values
and obtain a finer-grained explanation of what a
faithfulness score entails.

3 Proposed Model

3.1 Problem Formulation

Let G = (V, E) represent a knowledge graph, where
V' = {e1,e2,...,e;y|} represents the entity set
and E = {r;;} CV x V represents the relations
connecting the entities, the task of KG-to-text aims
to generate a passage of text Y = (Y1,Y2, -+ Yn),
that faithfully represents the information contained
in a graph G. The model is given a training set
D = {(G;,Y;)}, in which the reference text Y;
may contain hallucinated information.

3.2 Our Framework

Standard fine-tuning approaches use a cross-
entropy loss to maximize the similarity between the
ground-truth text and the output text. Thus, if the
ground-truth text contains hallucination, the model
trained through fine-tuning also learns to generate
hallucinated text. To overcome this hallucination
problem, we introduce an effective fine-tuning ap-
proach that combines a contrastive loss function
and a controllable text generation technique with
the cross-entropy loss function. As a result, our
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method can train a KG-to-text generation model to
generate faithful text from a KG.

Figure 2 depicts the overall architecture of our
proposed model. The following two subsections
illustrate our two proposed techniques in detail.

C OUTPUT:
Faithful Text

L §

{ Graph Encoder Autoregressive Decoder ]
+—> »

P: Positive N: Negative
Samples

Samples
Control Feature Token

Knowledge A
TaB Tse

Graph B

Figure 2: The overall framework of our KG-to-text
model.

3.3 Minimizing Hallucinations with
Contrastive Learning

Contrastive learning is a popular and effective rep-
resentation learning method. Originally proposed
for computer vision tasks (Khosla et al., 2020;
Yang et al., 2022), contrastive learning has been
successfully applied to learn representations for
sentences/documents (Gao et al., 2021; Zhang
et al., 2021), abstractive summarization (Liu and
Liu, 2021; Cao and Wang, 2021; Wan and Bansal,
2022) and dialogue generation (Tang et al., 2022;
Dziri et al., 2022; Geng et al., 2022). Inspired by
them, we have utilized this learning framework to
reduce hallucinations while generating text from
knowledge graphs. It enables the model to differ-
entiate between faithful information and halluci-
nated information in the text, which then assists the
decoder in generating text that should be free of
hallucinations.

For an input pair of a graph and an anchor ref-
erence text (G, Y;) from the training data D, P,
represents a set of positive samples and /V; repre-
sents a set of hallucinated summaries (i.e. negative
samples). The contrastive learning objective func-
tion is formulated as follows in Equation 1:

exp(cos(hi, hyj))

Ler = — Z Zlog

(GiY)EDYiEPi iy,

(1
Here, Yj is a positive sample from the set F;, Y},
is a negative sample from the set N;, and h;, hj,
hy, are the BART decoder representations of Y5, Y,

and Y}, respectively.

2. exp(cos(hi, hy))

This contrastive objective function encourages
the model to learn a preference for positive (faith-
ful) summaries over negative (hallucinated) ones.
While the ground-truth text in the training data D
is noisy, it is reasonable to assume that each refer-
ence text is more faithful to the paired graph than
a randomly sampled text from D. Based on this
observation, we carefully select the positive and
negative samples to ensure the effectiveness of our
contrastive learning technique.

Positive sample construction. Back-translation
(Mallinson et al., 2017) is an effective approach
for preserving meanings and providing linguistic
diversity. Hence, we use NLPAug (Ma, 2019) to
translate each anchor text to German and back to
English and take the translated text as a positive
sample for the anchor passage.

Negative sample construction. For the anchor
text of a given graph, we treat the text of any other
graph in D as a potential negative sample. We
randomly select four such text to construct N for
each anchor text. Dataset-specific knowledge can
be easily incorporated in this approach to improve
the quality of contrastive learning. For the House
dataset, we adopt a simple heuristic for construct-
ing the negative sample set. Here, we give more im-
portance to the six major features of a house graph:
(1) house location (2) house address (3) number
of bedrooms (4) number of bathrooms (5) number
of parking spaces, and (6) house property type. If
all of these major features of a house differ from
the anchor house, then the house’s paired text is se-
lected as the negative sample for the anchor house.
We choose these six features as major features be-
cause information of these features is available in
almost every house (91%) in the training set.

3.4 Controlling Hallucinations with Control
Feature Token

In contrastive learning, we use the ground-truth
reference text as a positive sample. As the ground-
truth text contains hallucinations, when training
with contrastive learning for generating text, the
output text still contains some hallucinations. Thus,
we employ a controllable text generation approach
to further enhance the faithfulness of our model.
Specifically, we append controllable features to the
input graph in training in order to control the level
of hallucination in the generated text.

Control feature token. Control feature token is
a hallucination measure that quantifies how much
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the given ground-truth text is faithful to the source
graph. We linearized the knowledge graph (Chen
et al., 2020) into a list of verbalized triples and
employ BARTScore (Yuan et al., 2021) as the mea-
sure of faithfulness between the linearized graph
and the corresponding ground-truth text, as it has
been shown that it is closely associated with human
evaluations of faithfulness (Yuan et al., 2021).

Linearized | ‘ ‘
KG
T

; L,
BARTScore ‘—{ Ground-Truth Text }—'

KG

Training Phase:

KG-to-Text
Model

Control Feature Token
Halyg

\ )

Control Feature Token

kG Inference Phase:

# Generate text by

Minimizing Hallucinatio!

\

KG-to-Text
Model

-

: ”HG/“,W”

Figure 3: Controllable Text generation with Control
Feature Token

Controllable generation. According to the
BARTScore of the training samples, we split the
samples into three buckets, where each bucket con-
tains a list of training samples at a specific range
of BARTScore. This range is chosen in a manner
that ensures each bucket contains approximately
an equal number of samples. These three buckets
are represented using the following hallucination
tags, Halyag={Haljow, Halmedium and Halpign }
following existing work (Filippova, 2020; Zhang
etal., 2022). At training time, we append the cor-
responding hallucination tag to the input sample
according to its BARTScore. These three hallucina-
tion tags represent the three control feature tokens
that act as a special input to control the level of
hallucination during text generation.

Figure 3 illustrates the fine-tuning process with
the control tokens. Let G and Y = (y1, Y2, -, Yn)
be the input sample graph and its corresponding ref-
erence text, and H be the hallucination tag (i.e. con-
trol feature token) for this input sample. Formally,
we define the objective function of our fine-tuning
strategy with the control token as follows:

n
Lop.cmirok = — »_logP(yily<i, G, H)  (2)
i=1

Thus, during training, the model learns the map-
ping between the graph-text pair (G, Y) and its
corresponding control token H. The model then
becomes an expert at evaluating samples according
to the control token. At inference time, the control

ns
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token is set to the desired hallucinated value i.e.,
low (Haljyy,) to generate faithful text from the KG.
The overall training objective of our proposed
model is the sum of the contrastive loss and the
cross-entropy loss with the control token:

3)

Thus, during training, instead of blindly follow-
ing the ground-truth text, the model gives more
focus on the faithful parts of the text instead of the
hallucinated ones. Moreover, the decoder is encour-
aged to generate text by minimizing hallucinations
through controlled measures.

L =Lcr + Log_cwiTok

4 Experiments

4.1 Dataset

We conduct experiments and evaluation on two KG-
to-text generation datasets: the House dataset (Das
et al., 2021) about real-estate house listing and the
GenWiki dataset (Jin et al., 2020). In both datasets,
the ground-truth text contains a significant amount
of hallucinated information, making the task of gen-
erating faithful text especially challenging. Thus,
these datasets are the most appropriate to evaluate
the performance of our proposed model. Table 1
shows the statistics of these two datasets in detail.
Note that we use the “FINE” version (Jin et al.,
2020) of GenWiki.

Dataset #Relations #KG-Text Pairs
(Train / Valid / Test)

House 68 33K /10K /10,219

GenWikiping 287 750K /7,152 /1,000

Table 1: Statistics of the datasets, including the total
number relations and the data split

House. The dataset is prepared from the large
real-estate and POI datasets of Melbourne, Aus-
tralia (Das et al., 2021). It includes 53, 220 records
of house sales transactions from 2013 to 2015. It
consists of three types of point-of-interests (POIs),
namely regions, schools, and train stations, along
with their corresponding features. Every sample in
the dataset includes a ground-truth advertisement
text describing the features of the house. However,
the given ground-truth text contains a significant
level of hallucinated information.

GenWiki. It is a large-scale non-parallel (Co-
las et al., 2021b) dataset prepared by matching
Wikipedia articles with DBpedia entities (Jin et al.,
2020).



House Dataset

Comparison with ground-truth text

Comparison with linearized graph

Model
BLEU1T METEOR{ ROUGE-L1 BARTScore FactCC 1
Ground-truth text (5K samples) - - - -4.564 48.48
JointGT (Ke et al., 2021) 3.61 11.96 18.62 -3.685 49.53
GAP (Colas et al., 2022) 3.47 12.05 18.16 -3.666 52.71
GMP (Han and Shareghi, 2022) 3.09 10.73 16.23 -3.941 48.47
Our Full Model 2.54 11.06 16.86 -3.245 63.61
Control token only 2.88 11.2 17.35 -3.567 52.97
Contrastive learning only 2.56 11.04 16.89 -3.247 63.04
GenWiki Dataset
Model Comparison with ground-truth text Comparison with linearized graph
BLEUtT METEOR1 ROUGE-Lt BARTScore 1 FactCC 1
Ground-truth text (5K samples) - - - -3.464 53.80
CycleGT (Guo et al., 2020) 41.59 35.72 63.31 -3.276 76.86
JointGT (Ke et al., 2021) 37.93 32.60 59.06 -2.299 79.94
GMP (Han and Shareghi, 2022) 35.43 32.68 57.63 -1.601 76.62
Our Full Model 37.48 32.70 60.40 -2.182 82.85
Control token only 37.01 32.38 59.57 -2.268 81.98
Contrastive learning only 35.19 31.33 57.89 -2.309 81.48

Table 2: Results on the House and GenWiki datasets. We have used BART-base and T5-base for House dataset and
Genwiki dataset respectively. Bold fonts denote the best results.

4.2 Baseline Models

We evaluate the performance of our proposed
model against graph-to-text generation models that
are based on an encoder-decoder architecture. On
the House dataset, we choose three state-of-the-art
models: JointGT model (Ke et al., 2021) that jointly
learns the graph structure and text; GAP (Colas
et al., 2022) that is aware of the graph structure; and
GMP (Han and Shareghi, 2022), a self-supervised
graph masking pre-training model. On the Gen-
Wiki dataset, we compare the results of the fol-
lowing models: the state-of-the-art unsupervised
model CycleGT (Guo et al., 2020) for Genwiki
dataset, JointGT (T5) model (Ke et al., 2021) and
GMP (Han and Shareghi, 2022). Note that in ad-
dition to the existing state-of-the art model, GMP,
we also include CycleGT as it has the best reported
performance on GenWiki dataset.

4.3 Experimental Settings

We adopt JointGT (Ke et al., 2021) as our base
model for fine-tuning. JointGT is initialized with
the Hugging Face’s pre-trained BART-base check-
point! for House Dataset. For GenWiki dataset
the model is initialized with the Hugging Face’s
pre-trained T5-base checkpoint’. We select the pre-

"https://huggingface.co/facebook/
bart-base

https://huggingface.co/t5-base
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trained LM BART-base or T5-base in order to do a
fair comparison with the baseline models.

JointGT is pre-trained with a KGTEXT dataset
(Chen et al., 2020). For contrastive learning, we
use two positive samples and four negative samples
for each training sample. For the House dataset,
we fine-tune our model for 5 epochs; for the Gen-
Wiki dataset, we fine-tune our model for 4000 steps.
The batch size is set to 32. The maximum length
of linearized input graphs is 600 and the maximum
length of text sequences is set to 128 tokens. We
adopt Adam (Kingma and Ba, 2015) as the opti-
mizer and set the learning rate to be 3e-5. We used
one A40 48GB GPU and one A10 24GB GPU for
the experiments

4.4 Main Results

We use automatic metrics to measure both flu-
ency and faithfulness of generated text. Follow-
ing existing KG-to-text work, we employ stan-
dard metrics BLEU (Papineni et al., 2002), ME-
TEOR (Banerjee and Lavie, 2005), and ROUGE-
L (Lin, 2004). These metrics are usually used to
measure accuracy and fluency of the generated
text with respect to the ground-truth text. How-
ever, as the ground-truth text contains hallucina-
tions, we cannot verify the faithfulness of the
generated text by comparing with these metrics.
Thus, we use BARTScore (Yuan et al., 2021) and


https://huggingface.co/facebook/bart-base
https://huggingface.co/facebook/bart-base
https://huggingface.co/t5-base

FactCC (Kryscinski et al., 2020) for comparing the
generated text with the linearized input graph for
measuring faithfulness. These two metrics have
been widely used for measuring faithfulness in
other NLP tasks (Tang et al., 2022; Gao and Wan,
2022; Cao and Wang, 2021; van der Poel et al.,
2022).

The faithfulness of the reference text of the
House dataset and the GenWiki dataset is also re-
ported in Table 2, as measured by BARTScore and
FactCC score. As can be seen, the reference text of
both datasets contains significant amounts of hallu-
cination (low BARTScore and FactCC scores).

Table 2 presents the results on the House and
GenWiki datasets. From the results on the House
dataset, we can observe that our full model achieves
best results on faithfulness measures (i.e. when
compared with the linearized graph), outperform-
ing the best baseline models on BARTScore and
FactCC score by 0.421 and 10.9 absolute points re-
spectively. The performance delta on the GenWiki
dataset is smaller, where our model achieves the
best performance on FactCC of 1.55 points and sec-
ond best performance on BARTScore. We posit the
larger performance delta on the House dataset is
due to it being significantly more noisy evidenced
by lower BARTScore and FactCC scores.

For BLEU, METEOR and ROUGE-L, the base-
line models perform modestly better than our
model when comparing with the ground-truth text.
This result is expected and reasonable as compared
with our model, the other models tend to generate
text with higher similarity with the ground-truth
text, resulting in higher values as measured by these
metrics. At the same time, due to the noisy nature
of the reference text, a high similarity also indicates
high hallucination, as discussed above.

In Section 4.5 below, we further measure the
faithfulness and fluency of generated text with
ChatGPT as the oracle, where we demonstrate
that our model achieves superior faithfulness while
maintaining fluency.

Table 3 shows a sample ground-truth text and the
text generated by different models, where correct
facts are highlighted in blue and hallucinated text
is highlighted in red. More examples can be found
in Appendix C.

4.5 ChatGPT-based Evaluation

We propose to utilize ChatGPT to further measure
the factual consistency and fluency of the generated

85.
Avg. 86.54
Fluency
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Hallucination
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Precision

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

@ our Full Model 7] GMP Model [l GAP Model [ JointGT Model Wl Ground-truth Text

Figure 4: ChatGPT-based evaluation on 50 samples
from the House test set.

text with respect to the input graph. We randomly
sample 50 houses from the House test set, and per-
form evaluation on the text generated by different
models.

To measure fluency, similar to (Wang et al.,
2023), we prompt ChatGPT to score the fluency of
the generated text. To measure factual consistency,
we carefully design prompts to instruct ChatGPT
to enumerate facts in the (linearized) graph (# in-
put facts), the common facts between the graph and
generated text (# common facts), and the hallucinated
facts in the generated text (# hallucinated facts), re-
spectively. By enumerating facts that are correctly
generated, missing, or hallucinated, our ChatGPT-
based evaluation provides better explainability of
models’ faithfulness. Details and examples of our
prompts and ChatGPT’s responses can be found in
Appendix A.

In addition to enumerating the facts, ChatGPT-
based evaluation provides a way to measure quanti-
tative metrics such as precision, recall, and hallu-
cination rates. We randomly sample 50 graph-text
pairs from the test House dataset, and measure the
precision (P), recall (R) and amount of hallucina-
tion (H) in generated text of these samples, which
are formulated as follows: P = %,

__ #common facts _ #hallucinated facts
R = # input facts and H = # output facts

The number of output facts (# output facts) is com-
puted by summing up the number of hallucinated
facts (# hallucinated facts) and the number of common
facts (# common facts).

Figure 4 shows the results of this analysis. It can
be seen that our model outperforms all the base-
line KG-to-text generation models on precision,
recall and faithfulness (i.e. low hallucination) and
achieves competitive scores in terms of fluency.

To determine the gap between our model and the
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Ground-truth text:

Exceptional potential with elevated outlook:Set on the high side in a wonderfully quiet and convenient cul-de-sac
location, this clinker-brick home provides an ideal opportunity to renovate and extend, rebuild or redevelop (STCA) and
capture the city skyline views. Immediately comfortable, the home currently offers five bedrooms (two with built-in
robes) and central bathroom, two living areas and well-appointed kitchen. Other features include heating and cooling,
expansive backyard, plus garage and carport via full-length side driveway. Close to Rosehill Road/Hoffmans Road buses,
shops and cafes, walking distance to St Bernard???s College and Rosehill Secondary College. Currently tenanted at
$1653.00pm. Land size 15.8m x 42.1m ??? 665sqm (approx). This is the one!

JointGT model:

AUCTION THIS SATURDAY AT 11:30AM!:In one of Niddrie’s most sought-after pockets, this solid-brick home
presents an exciting opportunity to renovate and extend (STCA) on a deep block of land (approx 690sqm). Current
floorplan includes five bedrooms (all with built-in robes) and central bathroom, formal lounge through to the kitchen/meals
area, as well as a separate toilet. Other features of the home include gas heating and split-system air conditioning, plus a
north-facing backyard complete with double garage (remote-controlled

GAP model:

Spacious family home in a sought-after Niddrie location!:Set on a large block of land (approx 697sqm), this solid-
brick home presents an exciting opportunity to renovate, extend or redevelop (STCA). Current floorplan includes five
bedrooms (two with BIRs) and central bathroom, open-plan living/meals area and updated kitchen with stainless steel
appliances. Other features include split-system heating/cooling, polished floorboards, polished hardwood floors and a
double garage with internal access. Close to schools, shops and public transport, it’s a must-see

GMP model:

Exceptional family living in a prime Niddrie location!:In a quiet cul-de-sac close to schools, shops and transport, this
impressive home offers an immediately comfortable family lifestyle with plenty of scope to further improve and extend
(STCA). Beyond its attractive facade, the home’s inviting interior comprises five bedrooms (all with built-in robes) and
stylish central bathroom, spacious lounge through to the kitchen/meals area and adjoining family room. Other highlights
include ducted heating and evaporative cooling, polished hardwood floors, plus a double garage (with

Our model:

SOLD by Frank Dowling Real Estate: Located in a quiet pocket of Niddrie, this immaculately presented family
home is sure to impress. Comprising of 5 good sized bedrooms with BIRs, master with WIR and walk in robe, central
bathroom, open plan living and dining area, central kitchen with stainless steel appliances, family bathroom and separate
toilet. Other features include gas heating, evaporative cooling, split system air conditioner, double garage with internal

access and a large rear yard with rear access. Close to schools, shops and transport.

Table 3: An example of ground-truth and generated text on the House dataset. Here red colored text represents
hallucinated information and blue colored text represents the faithful information.

most capable language models, we also compare
our model with ChatGPT on a set of 1,000 random
samples from the House dataset in different set-
tings. A comprehensive analysis of this experiment
is presented in Appendix B. As can be expected,
ChatGPT achieves significantly better performance
in faithfulness in zero-shot setting. However, when
given noisy ground-truth text as few-shot examples,
ChatGPT generates hallucinated text similar to the
ground-truth text, showing that it is also prone to
noise in the reference text. Our model outperforms
ChatGPT in this (3-shot) setting in terms of preci-
sion and hallucination (i.e., lower hallucination).

4.6 Ablation Studies

To investigate the effect of contrastive learning and
control token techniques individually, we experi-
ment on both datasets with two configurations of
our full model: one with control token only and the
other one with contrastive learning only.

As we see in Table 2, both model components
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contribute to our model’s better faithfulness, with
contrastive learning making a larger impact in
House dataset.

5 Conclusion

In this paper, we have proposed a novel approach
to generate faithful text from a knowledge graph
having noisy ground-truth text. To ensure faith-
ful text generation, we have introduced two key
ideas: (i) contrastive learning to better differentiate
between faithful and hallucinated information, (ii)
control token to regulate the level of hallucination
in the generated text. Experimental results on two
noisy KG-to-text datasets demonstrates that KG-
to-text model with our framework outperforms all
the baseline models in terms of faithfulness met-
rics. Moreover, we have proposed a novel Chat-
GPT based evaluation technique for an in-depth
quantitative and qualitative analysis, which further
verifies the superior performance of our model on



precision, recall and faithfulness.

Limitation and Future work We have applied our
proposed framework only in PLM based KG-to-
text encoder-decoder model. In future, we plan to
explore the hallucination problem in AMR (Ab-
stract Meaning Representations) graph datasets,
which can also preserve a number of meaningful
semantic relations and widely used in NLP areas.

Ethical Considerations

Our model utilizes existing pre-trained language
model based KG-to-text generation model, thus
the ethical concerns associated with these models
would also be applicable to our proposed frame-
work.
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A Prompt Design for ChatGPT-based
Evaluation

The prompt templates are shown in Figure 5.

Listing the facts of a graph: Here we give Chat-
GPT an input linearized graph and ask it to “list the
features one by one from the INPUT” (Figure 5-
Left). Figure 6 shows an example of this prompt
to ChatGPT and its response for a sample from the
House test set. ChatGPT has made no error in all
50 test samples of House data.

Listing the common facts: ChatGPT was un-
able to correctly list the common facts between
the linearized input graph and the generated text.
Hence, we prompt ChatGPT for each fact listed
in the input, whether that fact is included in the
output. Here, each fact (or “feature”) represents a
single triple of the input linearized graph (Figure 5-
Middle). Then, we count the answer with a “yes”
response from ChatGPT. On average, ChatGPT
makes 2-3 mistakes per sample. Figure 7 shows
an example of this prompt and and ChatGPT’s re-
sponse. The red colored text indicates the mistakes
done by ChatGPT.

Listing the hallucinated facts: Here, we prompt
ChatGPT to list both the extrinsic and intrinsic hal-
lucination facts in the generated text by providing
ChatGPT with an input (linearized graph) and an
output (generated text). Firstly, to list the extrinsic
hallucination facts we instruct ChatGPT to “List
the features one by one from the OUTPUT that is
not mentioned in the INPUT”. Secondly, to list the
intrinsic hallucination facts we instruct ChatGPT to
“List the features one by one from the OUTPUT that
is contradictory to the INPUT” (Figure 5-Right).
Here, ChatGPT makes no mistakes in the 50 House
test samples. Figure 8 illustrates the steps with an
example and ChatGPT’s response.

B Comparing Our Result with ChatGPT

We randomly take 1000 sample graphs from the
House dataset. Our experiments are conducted us-
ing the API of Chat- GPT (gpt-3.5-turbo) model.
We input ChatGPT the sample graphs in a lin-
earized format and asked to summarize the lin-
earized graphs in a real-estate advertising format.
We experiment with ChatGPT-ZeroShot (without
giving any reference text) , ChatGPT-k-FewShot,
(where k represents the number of noisy ground-
truth text sample is given to ChatGPT as a refer-
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ence in addition to the input linearized graph) and
compare these with our full model.

Table 4 shows that in terms of faithfulness met-
rics (BARTScore), ChatGPT-ZeroShot has the best
performance. This is because, ChatGPT is a large
model and ChatGPT-ZeroShot generates text with-
out taking any noisy ground-truth text as a ref-
erence. Whereas, our model is a small (BART-
base/T5-base) language model and the model is
trained with the full noisy training House dataset.
We also notice that the performance of ChatGPT-
k-FewShot drops with the increase of number of
noisy reference text samples. Thus, the more we
increase the number of noisy ground-truth texts as
a reference to ChatGPT, the more ChatGPT gener-
ates hallucinated text similar to ground-truth text.
That’s why the BLEU, METEOR and ROUGE-L
scores increase and BARTscore, FactCC scores
decrease with the increase of few shot samples.

We also compare the results using ChatGPT-
based evaluation. Table 5 shows the average of
precision, recall and hallucinations which we com-
pute using ChatGPT. The results also show that
ChatGPT-ZeroShot performs best in all metrics
as usual. Our model outperforms ChatGPT-3-
FewShot in terms of precision (higher precision)
and hallucination (lower hallucination).

Performance Based on Salient Facts: We rank
in descending order the features (type-wise) of the
house graph based on their frequency of occurrence
in the House trainining dataset. We take top ten
features as salient facts. The salient facts are: 1)
house_location, 2) house_property-type, 3) num. of
bedrooms, 4) num. of bathrooms, 5) num of park-
ing spaces, 6) has_ac, 7) has_dining, 8) has_heating,
9) has garage_spaces and 10) nearest_train_station.
Using ChatGPT, we enumerate the presence of
these facts and measure salient precision, Pgqjient
and salient recall, R,j;0nt as follows.

# salient common facts
# output facts

“

Piatient =

# salient common facts

Rsalient -

(6))

# salient input facts

The results from Table: 6 shows that our model
achieves the best average salient precision, Psgjient,
and ChatGPT-ZeroShot achieves the best average
salient recall. The reason behind this result is that
ChatGPT-ZeroShot generated output text contains
mostly all the facts from the input graph, whereas



Consider the Following INPUT and OUTPUT:

Consider the Following OUTPUT: INPUT: Linearized Graph
OUTPUT: Generated Text OUTPUT: Generated Text

Consider the Following INPUT:
INPUT: Linearized Graph QL. Is the feature ‘X’ supported by the OUTPUT? | | |jct the features one by one from the OUTPUT that is not
Q2. Is the feature ‘Y’ supported by the OUTPUT? mentioned in the INPUT.

List the features one by one from the INPUT.

(a) Template-1 Here, X" and ‘Y" are features from INPUT List the features one by one from the OUTPUT that is
(b) Template-2 contradictory according to INPUT.

(c) Template-3

Figure 5: Prompt templates for enumerating facts using ChatGPT. Template-1 (left) is to enumerate facts in the
input (linearized graph). Template-2 (middle) is to enumerate common facts between the input (linearized graph)
and the output (generated text). Template-3 (right) is to enumerate hallucinated facts in the output (generated text).

Here are the features listed in the INPUT:

1. Location: Elwood
2. Property type: Apartment
INPUT: This house location Elwood. This house property type Apartment. This house 3. Addresﬁ: 6/4 Poets Grove, Elwood VIC 3184, Australia
address 6/4 Poets Grove, Elwood VIC 3184, Australia. This house sold price 334000. 4. Sold price: 334000
This house leased date Mon 18-May-15. This house agency name Gary Peer & 5. Leased date: Mon 18-May-15
6
7
8
9

Consider the Following INPUT:

Associates - Caulfield North. This house agency address 348 Orrong Road Caulfield . Agency name: Gary Peer & Associates - Caulfield North
North Vic 3161 . This house number of bedrooms 1. This house number of bathrooms - Agency address: 348 Orrong Road Caulfield North Vic 3161
1. This house number of parking spaces 1. This house has intercom yes. This house Number of bedrooms: 1

has its nearest park yes. This house number of carport spaces 1. This house nearest Number of bathrooms: 1

Train station Ripponlea Railway Station. This house distance to closest railway station 10. Number of parking spaces: 1
15 mins walking distance. This house nearest school Elwood College. Elwood College 11. Has intercom: yes
gender-type CoEd school. Elwood College school-type Secondary. Elwood College 12. Has nearest park: yes
ranking 252. Elwood College Total Enrolled Students 124. 13. Number of carport spaces: 1

14. Nearest train station: Ripponlea Railway Station

List the features one by one from the INPUT 15. Distance to closest railway station: 15 mins walking distance
(a) Prompt to ChatGPT 16. Nearest school: Elwood College

17. Gender-type of school: CoEd school

18. School-type: Secondary

19. Ranking of school: 252

20. Total enrolled students: 124

(b) Response from ChatGPT

Figure 6: An Example of Template-1

Consider the Following OUTPUT: Q1. Yes, the feature 'This house location Elwood.' is supported by the OUTPUT.

OUTPUT: AUCTION THIS SATURDAY AT 11.00AM:This one bedroom apartment s a must see | | O2- Yes: the feature This house property type Apartment."is supported by the

for first home buyers, investors or those looking to downsize. Located in one of Elwood's OUTPUT.
most sought afte\r/treye lined streets, this a artng'lent is wi!hm.walkin distance to Ripponlea Q3. Yes, the feature 'This house address 6/4 Poets Grove, Elwood VIC 3184, Australia.'
: : ’ & PP is supported by the OUTPUT.

train station, Elwood Village and the beach. Comprising of a spacious living room,
kitchen/meals area, bedroom with built in robes, bathroom with separate toilet, intercom
entry and car space on title. This is an opportunity not to be missed.

Q4. No, the feature 'This house sold price 334000." is not supported by the OUTPUT.
Q5. No, the feature 'This house leased date Mon 18-May-15." is not supported by the
OUTPUT.

Q6. Yes, the feature 'This house agency name Gary Peer & Associates - Caulfield North."
is supported by the OUTPUT.

Q7. Yes, the feature 'This house agency address 348 Orrong Road Caulfield North Vic
3161 ."is supported by the OUTPUT.

Q8. Yes, the feature 'This house number of bedrooms 1." is supported by the OUTPUT.
Q9. Yes, the feature 'This house number of bathrooms 1. is supported by the OUTPUT.
Q10. Yes, the feature 'This house number of parking spaces 1." is supported by the
OUTPUT.

Q1. Is the feature 'This house location Elwood.” supported by the OUTPUT?

Q2. Is the feature 'This house property type Apartment.' supported by the OUTPUT?
Q3. Is the feature 'This house address 6/4 Poets Grove, Elwood VIC 3184, Australia.'
supported by the OUTPUT?

Q4. Is the feature 'This house sold price 334000." supported by the OUTPUT?

Q5. Is the feature 'This house leased date Mon 18-May-15." supported by the OUTPUT?
Q6. Is the feature 'This house agency name Gary Peer & Associates - Caulfield North.'

supported by the OUTPUT? e . '
Q7. Is the feature 'This house agency address 348 Orrong Road Caulfield North Vic 3161 .' Q1L Yes, the feature ,Th!s house has !ntercom ves. Is supRorted by the OUTPUT.
supported by the OUTPUT? Q12. Yes, the feature 'This house has its nearest park yes." is supported by the OUTPUT.
Q8. Is the feature "This house number of bedrooms 1." supported by the OUTPUT? Q13. Yes, the feature 'This house number of carport spaces 1." is supported by the

: . OUTPUT.

. 'This h f bath ' ?
giolist’::efef::::-e .T:j‘s EzZesen:ummbE;roo?;;rLCi’:gmsSp:c:sulp?(::t::o?re:]:yotlrj\:PClOJJTPUT? Q14. Yes, the feature 'This house nearest Train station Ripponlea Railway Station." is

: ) ) supported by the OUTPUT.

Q11. Is the feature 'This house has intercom yes.' supported by the OUTPUT?

Q12. Is the feature 'This house has its nearest park yes." supported by the OUTPUT?

Q13. Is the feature 'This house number of carport spaces 1." supported by the OUTPUT?
Q14. Is the feature 'This house nearest Train station Ripponlea Railway Station.' supported

Q15. Yes, the feature 'This house distance to closest railway station 15 mins walking
distance.' is supported by the OUTPUT.
Q16. Yes, the feature 'This house nearest school Elwood College.' is supported by the

OUTPUT.
by the OUTPUT? . '
Q15. Is the feature 'This house distance to closest railway station 15 mins walking distance.' 311:0’[“]?}:[:‘: feature 'Elwood College gender-type Cod school."is not supported by
supported by the OUTPUT? N . -
Q16. Is the feature 'This house nearest school Elwood College.' supported by the OUTPUT? 3?[;:]? the feature ‘Elwood College school-type Secondary."is not supported by the

Q17. Is the feature 'Elwood College gender-type CoEd school.' supported by the OUTPUT?
Q18. Is the feature 'Elwood College school-type Secondary.’ supported by the OUTPUT?
Q19. Is the feature 'Elwood College ranking 252.' supported by the OUTPUT?

Q20. Is the feature 'Elwood College Total Enrolled Students 124." supported by the OUTPUT?

(a) Prompt to ChatGPT

Q19. No, the feature 'Elwood College ranking 252." is not supported by the OUTPUT.
Q20. No, the feature 'Elwood College Total Enrolled Students 124." is not supported by
the OUTPUT.

(b) Response from ChatGPT

Figure 7: An Example of Template-2
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Consider the Following INPUT and OUTPUT:

INPUT: This house location Elwood. This house property type Apartment. This house address
6/4 Poets Grove, Elwood VIC 3184, Australia. This house sold price 334000. This house
leased date Mon 18-May-15. This house agency name Gary Peer & Associates - Caulfield
North. This house agency address 348 Orrong Road Caulfield North Vic 3161 . This house
number of bedrooms 1. This house number of bathrooms 1. This house number of parking
spaces 1. This house has intercom yes. This house has its nearest park yes. This house
number of carport spaces 1. This house nearest Train station Ripponlea Railway Station. This
house distance to closest railway station 15 mins walking distance. This house nearest
school Elwood College. Elwood College gender-type CoEd school. Elwood College school-
type Secondary. Elwood College ranking 252. Elwood College Total Enrolled Students 124

OUTPUT: AUCTION THIS SATURDAY AT 11.00AM:This one bedroom apartment is a must see
for first home buyers, investors or those looking to downsize. Located in one of Elwood's
most sought after tree lined streets, this apartment is within walking distance to Ripponlea
train station, Elwood Village and the beach. Comprising of a spacious living room,
kitchen/meals area, bedroom with built in robes, bathroom with separate toilet, intercom
entry and car space on title. This is an opportunity not to be missed.

List the features one by one from the OUTPUT that is not mentioned in the INPUT.
List the features one by one from the OUTPUT that is contradictory according to INPUT

Features not mentioned in the INPUT but mentioned in the
OUTPUT:

1.

2.

N v

There are no features in the OUTPUT that are contradictory
according to the INPUT.

. The apartment is within walking distance to Elwood

. The apartment has a bedroom with built-in robes
. The bathroom has a separate toilet

. The apartment has intercom entry

. The car space is on title

The apartment is a "must see" for certain types of
buyers (first home buyers, investors or downsizers)
The apartment is located on one of Elwood's most
sought after tree-lined streets

Village and the beach

(a) Prompt to ChatGPT

(b) Response from ChatGPT

Figure 8: An Example of Template-3

Generation Model

Comparison with ground-truth text

Comparison with linearized graph

BLEUt METEOR{ ROUGE-L1 BARTScore t FactCC 1
ChatGPT-ZeroShot ~ 1.21 11.86 12.91 -2.389 71.02
ChatGPT-1-Shot 1.95 12.73 15.02 2.872 76.34
ChatGPT-2-Shot 2.06 12.67 15.58 2.937 72.02
ChatGPT-3-Shot 2.25 13.31 15.76 -3.036 73.88
Our Full Model 2.68 11.21 17.10 -3.246 62.84

Table 4: Results on 1000 test samples from the House dataset. Bold fonts denote the best results.

Generation Avg. Avg. Avg.
Model Precision Recall Hallucination
ChatGPT-ZeroShot 73.28 88.21 26.71
ChatGPT-3-Shot 65.45 64.39 34.55
Our Full Model 67.06 58.81 32.94

Table 5: ChatGPT Evaluation Results based on 50 sam-
ples from the House Dataset. Bold fonts denote the best
results.

our model generated output text gives more focus
on the salient facts.

C Generated Samples

Figure 9 and Figure 10 show qualitative exam-
ples of sample graphs, the ground-truth texts and
the texts generated by different models on House
dataset and Genwiki dataset, respectively.
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Generation Avg. Avg.
Model Salient Precision | Salient Recall
ChatGPT-ZeroShot 26.75 92.66
ChatGPT-3-FewShot 30.27 86.36
Our Full Model 31.64 77.16

Table 6: ChatGPT Evaluation Results based on 50 sam-
ples from the House dataset considering salient features.
Bold fonts denote the best results.



House Knowledge Graph:

property-type location O
House < Brunswick West
CJ ’\{

. J— —
landsize " 444 sqm (approx) >

@Sydney Road agency address %% sqm (approx)
Coburg Vic 3058 . leased date < sat 10_0c@
1091000 sold price
( 3 ) num. of
- bedrooms
num. of
— bathrooms

gender-type Co-Ed
num. of t ‘:
1 e ype
=" parking spaces \__ House nearest Brunswick l—’@
@4"#[ school Secondary College num. of enrolled e
T " students

agency name

T
_ Barry Plant - Coburg >
ol ARCIURE LR

address <//103/ Shamrock St, Brunswick
~__ WestVIC 3055, Australia

num. of A .
@T —ﬂfb Anstey Railway ranking 95
o train-station Station

" secu system e has |
< secured alarm-system >
TSy StC

/ -
— heating system
___heating system

distance to 17 mins walking
train-station distance

e
<\\¢iining_w/,>‘ num. of ( 1 >
— is arage spaces —
Gucted - g gis P —

< fully renovated >

has -

Ground-truth text:

AUCTION THIS SATURDAY 10TH OCTOBER AT 1PM: Superbly blending charm with a modern sensibility
and fresh infusion of light, this fully renovated three bedroom Californian Bungalow offers stylish family living in
a sought after locale.An expansive open plan lounge and dining room provides spacious living while showcasing a
marvellous kitchen boasting 700mm stainless steel appliances, abundant storage and feature island bench, ensuring
effortless entertaining.A serene second living room, boasting leafy garden views offers retreat from the bustle of family
life.Three spacious bedrooms are serviced by a modern bathroom, which cleverly incorporates an oversized European
laundry.Brilliantly positioned to transport, schools, cafes, vibrant Sydney Road, CityLink and featuring ducted heating,
alarm, split system air-conditioning, BIR’s, ceiling fans and carport with OSP, stylish family living starts here.

JointGT model:

AUCTION THIS SATURDAY AT 11:00AM: This renovated three bedroom brick veneer home is sure to appeal to
first home buyers, downsizers and investors alike.The home comprises of three double bedrooms (all with built-in robes),
spacious lounge and dining room, renovated kitchen with stainless steel appliances, separate laundry, ducted heating,
evaporative cooling, alarm system and a single garage with internal access.The property also features a large rear garden
with established gardens and a bungalow.

GAP model:

Renovated And Ready To Move In: This beautifully renovated brick veneer home is ready to move in and enjoy.
Featuring a spacious living/dining area, renovated kitchen with stainless steel appliances and adjoining meals area, three
double bedrooms with built-in robes, central bathroom and separate laundry. Other features include ducted heating,
evaporative cooling, alarm system, double garage with internal access, polished floorboards, polished hardwood floors,
security shutters and much more. Close to Sydney Road shops, schools, public transport and easy access to CBD.

GMP model:

SOLD BY HARRY KONTOSSIS: Sale by SET DATE 10/10/2015 (unless sold prior) Situated in a quiet cul-de-sac in
the heart of Brunswick West, this immaculately presented three bedroom, two bathroom home is sure to appeal to first
home buyers, investors and downsizers alike.Accommodation includes a formal lounge and dining room, well-appointed
kitchen with stainless steel appliances, adjoining family/meals area, three double bedrooms with built-in robes, central
bathroom, separate toilet.

Our framework:

Renovated Family Home in the Heart of Brunswick West: This beautifully renovated family home is set on a generous
allotment of 444 sqm (approx) and is ideal for first home buyers, downsizers or investors looking for a low maintenance
lifestyle. Comprising of 3 spacious bedrooms (master with WIR and walk in robe), formal lounge and dining room,
updated kitchen with stainless steel appliances, central bathroom and laundry. Other features include ducted heating,
evaporative cooling, split system air conditioner, ducted cooling, alarm system, double garage and much more.

Figure 9: Example of generated text on the House dataset. Here red colored text represents hallucinated information
and blue colored text represents the faithful information
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Genwiki Knowledge Graph:

The Beat Farmers

formerBandMember

birthDate deathDate
May 11, 1955 November 8, 1995
Daniel Monte name Country Dick hometown
——— ., I
McLain Montana California
occupation birthPlace
musician Carmel

Ground-truth text:

Daniel Monte McLain ( May 11, 1955 — November 8 , 1995 ), known by the stage name Country Dick Montana , was a
musician best known as a member of The Beat Farmers . Montana was born in Carmel , California .

JointGT model:
Montana was born on May 11, 1955 in Carmel , California .

CycleGT model:

Daniel Monte McLain ( May 11, 1955 in Carmel , Montana — November 8 , 1995 in Carmel , California ) was a musician
, best known as the founder of the band Country Dick Montana .

GMP model:

Daniel Monte McLain ( May 11, 1955 — November 8, 1995 ), known professionally as Country Dick Montana, was an
American singer, songwriter, and musician.

Our framework:

Daniel Monte McLain ( May 11, 1955 — November 8 , 1995 ) was an American musician .

Figure 10: Example of generated text on the Genwiki dataset. Here red colored text represents hallucinated
information and blue colored text represents faithful information.
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