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Abstract

Text style transfer (TST) involves transform-
ing a text into a desired style while approxi-
mately preserving its content. The biggest chal-
lenge in TST in the general lack of parallel
data. Many existing approaches rely on com-
plex models using substantial non-parallel data,
with mixed results. In this paper, we leverage
a pretrained BART language model with mini-
mal parallel data and incorporate low-resource
methods such as hyperparameter tuning, data
augmentation, and self-training, which have
not been explored in TST. We further include
novel style-based rewards in the training loss.
Through extensive experiments in sentiment
transfer, a sub-task of TST, we demonstrate
that our simple yet effective approaches achieve
well-balanced results, surpassing non-parallel
approaches and highlighting the usefulness of
parallel data even in small amounts.1

1 Introduction

Text style transfer (TST) aims to modify the style
of a given text while preserving its underlying con-
tent (Shen et al., 2017; Prabhumoye et al., 2018;
Li et al., 2018) (see Figure 1). The limited avail-
ability of parallel training data is a major obstacle
in TST, as acquiring large-scale aligned datasets
for specific style pairs is often impractical or un-
feasible (Jin et al., 2022; Hu et al., 2022). The
only TST study using parallel data and sequence-
to-sequence learning known to us by Jhamtani et al.
(2017) is a very specific application: converting
modern English to Shakespeare’s style, where ex-
tensive aligned paraphrases happen to exist for the
purposes of literature research. Most recent TST
research shifted to using non-parallel datasets and
unsupervised learning (Hu et al., 2017; Zhao et al.,
2018; Li et al., 2018). While it shows promising
results, it does suffer a performance penalty and

1Our code and related details are available at:
https://github.com/souro/low_tst.

Figure 1: An example of sentiment transfer as a TST
task.

cannot avoid the data problem completely, as large
quantities of non-parallel style-specific data are still
hard to come by (Li et al., 2022b).

In this paper, we address the challenges of TST
in low-resource scenarios by proposing methodolo-
gies that capitalize on minimal parallel data. Due
to parallel data availability, we focus on sentiment
transfer, a prominent sub-task within the realm of
TST (Jin et al., 2022; Mukherjee et al., 2022; Luo
et al., 2019a), in our experiments.2 However, our
model does not rely on a specific kind of textual
styles and can be applied to TST in general.

In summary, our contributions are (1) building a
TST system with low-resource parallel data, (2)
applying multiple low-resource adaptation tech-
niques, (3) and a novel style reward approach. This
helps us achieve well-balanced results, surpass-
ing previous non-parallel approaches on both au-
tomatic and human evaluation. Our experimental
code is available on GitHub.1

2 Related Work

TST with Parallel Data TST can be modeled as
a sequence-to-sequence task and trained on pairs of
texts with similar content but different styles. Here,
Jhamtani et al. (2017) used a sequence-to-sequence
model with a pointer network to translate modern
English into Shakespearean English. However, this

2The task of sentiment transfer is related to sentence nega-
tion (Sarabi et al., 2019; Hosseini et al., 2021; Hossain and
Blanco, 2022), but distinct from it, specifically aiming the
scope of meaning change to sentiment only and going beyond
using simple negation particles (cf. Table 3 in the Appendix).

https://github.com/souro/low_tst
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approach to TST is inherently challenging due to
the scarcity of parallel data (Hu et al., 2022).

Non-Parallel Approaches to TST Two main
strategies were employed to avoid reliance on par-
allel data: (1) Straightforward text replacement,
where style-specific phrases are explicitly identi-
fied and replaced (Li et al., 2018), (2) Implicit style-
content disentanglement via latent representations
through techniques such as backtranslation and au-
toencoding (Shen et al., 2017; Zhao et al., 2018;
Fu et al., 2018; Prabhumoye et al., 2018; Hu et al.,
2017), adversarial learning was shown to improve
the results of both approaches (Lample et al., 2019;
Dai et al., 2019; Li et al., 2019; Luo et al., 2019b).
Despite a lot of progress, non-parallel approaches
tend to produce mixed results and often require
large amounts of non-parallel data, limiting their
practical applicability (Li et al., 2022b).

3 Method

Our work sits between the parallel and non-parallel
approaches, using parallel data but in very small
amounts, in order to maximize performance while
minimizing annotation costs. We build on transfer
learning by finetuning a pretrained BART model
on our task (Lewis et al., 2020). We further explore
five techniques aimed at this low-resource scenario:

Hyperparameter tuning: As the effectiveness
of Transformer models on low-resource data highly
depends on hyperparameters (Araabi and Monz,
2020), we adapt our model, focusing on dropout
regularization (Sennrich and Zhang, 2019) and la-
bel smoothing (Müller et al., 2019).

Prompt-guided generation: To align the style
transfer finetuning with pre-training, we adopt us-
ing textual prompts, following Li and Liang (2021)
and Li et al. (2022a). By adding prompts like

“POS:” for positive sentences and “NEG:” for neg-
ative sentences, we provide explicit guidance to the
decoder during fine-tuning.

Data augmentation: We use data augmentation
by paraphrasing (see Section 4.2) to generate more
training examples and improve data diversity (Shen
et al., 2020; Qiu et al., 2020).

Self-training: To further expand our data, we use
self-training, i.e., training on synthetic data gener-
ated by the model itself (He et al., 2020; Chai et al.,
2022). To improve the quality of the synthetic
data, we filter them using style classifier accuracy,

BLEU, and embedding similarity (cf. Section 5).
We use a geometric mean of all three metrics as a
sentence score, then choose a portion of the gener-
ated data with the top k highest scores.

Style reward: To make our generator better fo-
cus on the target style accuracy, we incorporate
rewards from a style classifier into the training loss.
We use a simple reward R, which is +1 for in-
stances where the generated output matches the
target style, and −1 where it does not. We then
modify the basic cross-entropy generation loss LCE

in the following way to get the overall loss L:

L = α · norm(R) + (1− α) · LCE (1)

norm denotes normalization (zero mean, unit stan-
dard deviation), and α is a weight parameter.

4 Experiments

4.1 Dataset

We experiment on a small parallel sentiment trans-
fer dataset of Yelp reviews by Li et al. (2018), com-
prising 500 positive-to-negative and 500 negative-
to-positive sentences. The data was intended as an
evaluation set only, but we repurpose it as a full
low-resource set and split it into 400 examples for
training, 100 for development, and 500 for testing.
For self-training, we additionally use non-parallel
sets of 2000+2000 positive and negative sentences
from Li et al. (2018)’s development set.

4.2 Settings

We use BART-base (Lewis et al., 2020) from the
HuggingFace library (Wolf et al., 2020).

Hyperparameter tuning: We ran three small-
scale random searches for optimal values of in-
dividual parameters, resulting in the following
changes from the defaults based on development
set results: (1) We adjusted the learning rate (LR)
(5e− 5 → 1e− 5) and batch size (8 → 3). (2) We
increased the Dropout rate (0.1 → 0.15) and intro-
duced additional attention and activation dropout
(both 0.1). (3) We introduced L2 regularization
with a value of 0.01 and label smoothing with a
value of 0.05.

Prompt-guided generation does not have any
specific settings; we only add the prompts on the
input as described in Section 3.
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Data augmentation: We used the following op-
erations from the NLPAug library (Ma, 2019): sub-
stitute words with a Spelling mistake from a dic-
tionary, Insert or Substitute words based on BERT
embedding similarity, substitute words with a Syn-
onym from WordNet, Swap or Delete words ran-
domly, Split words into two tokens randomly. Addi-
tionally, we used Back-translation (Sennrich et al.,
2016; Prabhumoye et al., 2018) via German using
the online translation tool of Košarko et al. (2019).

We apply an augmentation to each training data
example at random with a 50% probability (i.e.,
roughly 200 additional instances per augmentation
type). We also consider an “All” setting where we
include all augmented data.

Self-training: We generated parallel synthetic
data of various sizes up to 2k examples. We fur-
ther applied our filtering via automatic metrics (see
Section 3) to choose the best 1k out of 2k examples.

Style reward We train a simple BERT-based (De-
vlin et al., 2019) sentiment classifier for this exper-
iment, only using the same limited training set as
for the main task. Its accuracy on our test set is
95.8%. We use this classifier for the style rewards,
with a α = 0.5, i.e., even split between the base
cross-entropy loss and the style rewards.

4.3 External baselines

We compare our approaches to well-performing
systems for sentiment transfer using large non-
parallel datasets.3 Our goal is to demonstrate the
effectiveness of leveraging low-resource parallel
data. We compare to Shen et al. (2017)’s cross-
aligned autoencoder with style-specific decoders,
Prabhumoye et al. (2018)’s system based on back-
translation via French, and Li et al. (2018)’s text-
replacement-based approach.

We also compare to state-of-the-art instruction-
finetuned large language models: ChatGPT4 and
HuggingFace Chat.5 We prompt them with a task
specification and 10 randomly chosen examples
from the training set. We only report results for
ChatGPT, as HuggingFace Chat did not adhere to
the given task, and its outputs were not parsable
with our evaluation scripts.

3We faced difficulties when attempting to run some other
recent approaches on our data (Xiao et al., 2021; Lee, 2020).

4https://openai.com, model gpt-3.5-turbo.
5https://huggingface.co/chat/, model OpenAssist-

ant/oasst-sft-6-llama-30b (Köpf et al., 2023).

5 Evaluation & Results

We evaluate three main dimensions: style transfer
accuracy, content preservation, and fluency.

We measure sentiment accuracy using Distil-
BERT (Sanh et al., 2019) finetuned for sentiment
analysis on the SST-2 dataset (Socher et al., 2013).6

Following prior work (Jin et al., 2022; Hu et al.,
2022), we evaluate content preservation using
BLEU score (Papineni et al., 2002) and embed-
ding similarity (Rahutomo et al., 2012) against the
input sentences. We use Sentence-BERT (Reimers
and Gurevych, 2019) and cosine similarity for the
embedding similarity. We use GPT-2’s (Radford
et al., 2019) perplexity to estimate fluency.

We also run a small-scale in-house human evalu-
ation on a random sample of 100 sentences from the
test set (50 for each direction – positive-to-negative
and negative-to-positive). Outputs are rated on a
5-point Likert scale for style transfer accuracy, con-
tent preservation, and fluency.

5.1 Automatic Metrics Results

Table 1 shows automatic metrics results. Our base
BART model (experiment 01) performs decently in
all metrics, but style accuracy is further improved
via hyperparameter tuning (02-04), with a slight
drop in BLEU score. Adding prompts (05) fur-
ther increases style accuracy and makes up for the
content similarity drop.

Data augmentation (06-14) leads to further im-
provements, especially for replacing Synonyms
from WordNet (09), random word Deletion (10),
and Back-translation (11). The best performance
is achieved using All (14) data augmentation types
(which also means a larger number of augmented
examples). Augmentation generally leads to a style
accuracy increase; perplexity rises, but BLEU and
embedding similarity is preserved, indicative of
less frequent expressions, but not much change in
content.

Self-training with synthetic data (15-20) main-
tained the performance across the board with a
slight improvement in BLEU score, but synthesiz-
ing too many examples does not lead to further
improvements (18-19), likely due to an imbalance
between original and synthetic data. The best re-
sults are achieved using 1k synthesized instances
filtered using automatic metrics (20).

6https://huggingface.co/
distilbert-base-uncased-finetuned-sst-2-english

https://openai.com
https://huggingface.co/chat/
https://huggingface.co/distilbert-base-uncased-finetuned-sst-2-english
https://huggingface.co/distilbert-base-uncased-finetuned-sst-2-english
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ID Models ACC BLEU CS PPL

Baseline

01 BART-base 55.4 ± 2.6 33.8 ± 0.2 65.5 ± 0.9 127.7 ± 2.4

Hyperparameter tuning

02 01 + LR & batch size 61.7 ± 3.1 33.1 ± 0.2 67.6 ± 1.4 126.4 ± 1.6
03 02 + Dropout 61.1 ± 2.7 33.3 ± 0.3 67.4 ± 1.3 126.1 ± 1.2
04 03 + L2 & label smoothing 61.6 ± 3.1 33.2 ± 0.3 67.6 ± 1.4 126.9 ± 1.4

Prompt-guided generation

05 04 + Prompt 67.7 ± 2.6 33.3 ± 0.3 70.1 ± 1.0 126.7 ± 1.8

Data augmentation

06 05 + Spelling 71.1 ± 2.5 33.6 ± 0.4 70.0 ± 1.2 132.2 ± 2.2
07 05 + Insert 71.6 ± 2.4 33.1 ± 0.4 70.8 ± 1.4 131.5 ± 0.9
08 05 + Substitute 70.9 ± 3.5 33.2 ± 0.6 69.9 ± 1.2 131.9 ± 1.3
09 05 + Synonym 71.5 ± 2.7 33.5 ± 0.5 71.2 ± 2.1 131.9 ± 0.9
10 05 + Delete 72.0 ± 1.9 33.0 ± 0.5 70.7 ± 1.8 132.6 ± 0.8
11 05 + Back-translation 72.7 ± 2.5 32.9 ± 0.7 70.6 ± 1.3 132.7 ± 1.6
12 05 + Swap 71.1 ± 3.3 33.5 ± 0.1 70.1 ± 1.0 131.9 ± 1.4
13 05 + Split 70.8 ± 4.5 33.5 ± 0.4 70.5 ± 1.4 133.5 ± 0.7
14 05 + All 74.2 ± 3.2 33.2 ± 0.7 70.6 ± 2.7 132.5 ± 1.5

Self-training

15 05 + 250 68.4 ± 2.5 33.4 ± 0.2 69.4 ± 1.5 132.5 ± 0.4
16 05 + 500 70.5 ± 5.0 33.6 ± 0.5 71.4 ± 2.3 132.3 ± 2.2
17 05 + 1k 71.5 ± 4.8 34.1 ± 0.4 70.5 ± 2.7 131.0 ± 2.8
18 05 + 1.5k 70.1 ± 5.0 34.2 ± 0.2 70.8 ± 2.8 132.4 ± 1.2
19 05 + 2k 70.0 ± 4.6 34.3 ± 0.2 70.2 ± 2.2 132.4 ± 1.6
20 05 + 1k filtered 72.6 ± 4.4 34.2 ± 0.4 71.5 ± 2.3 132.7 ± 1.3

Style reward

21 14 + reward 78.8 ± 2.7 33.1 ± 0.7 72.4 ± 2.4 132.8 ± 1.5
22 20 + reward 78.4 ± 2.9 33.9 ± 0.7 72.2 ± 1.9 132.6 ± 1.2

External baselines

23 Shen et al. 64.4 6.7 46.0 338.5
24 Li et al. 71.9 11.6 55.3 366.6
25 Prabhumoye et al. 72.4 3.0 41.7 318.8
26 ChatGPT 95.4 19.4 61.4 115.3

Table 1: Automatic evaluation results. We measure the sentiment classifier accuracy (ACC), BLEU score, Content
Similarity (CS), and Fluency (PPL), see Section 5. The model names follow a format of experiment ID + Model
name, indicating that the current model is built upon a base model from that particular ID. All our models’ scores
are averages of five runs with different random initializations, with standard deviations shown after “±”.

Models Style Content Fluency

Li et al. 2.36 1.57 1.58
ChatGPT 4.48 2.75 4.49

Ours 3.98 3.96 4.45

Table 2: Human evaluation of 100 randomly selected
outputs on style transfer accuracy (Style), Content
Preservation (Content), and Fluency (see Section 5).

Using style rewards and combining them with
data augmentation (21) or self-training (22) brings
further improved style accuracy, with other metrics
staying approximately the same. Since both experi-
ments 21 and 22 perform very similarly, we choose

22 as the best model for further evaluation because
the self-training approach does not require addi-
tional tools, unlike the data augmentation toolkit
needed for 21.

Compared to unsupervised approaches (23-25),
our experiments show similar or better style accu-
racy while maintaining content preservation and
fluency, both of which are very low for unsuper-
vised systems. ChatGPT (26) excelled in style
transfer accuracy and fluency, but also lacked in
content preservation. Table 3 (see Appendix A)
shows a few illustrative examples, comparing our
chosen best model (22) with external baselines.
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5.2 Human Evaluation
For the human evaluation, we compared our cho-
sen model (experiment 22) with Li et al. (2018)’s
work (24) and ChatGPT (26), chosen for their best
automatic metrics results of the external models.
The results in Table 2 largely confirm the automatic
metrics results – the unsupervised system shows
relatively poor performance, and while ChatGPT
excels in hitting the target style, our approach is
best on content preservation.

6 Conclusion

We showed that leveraging minimal parallel data in
text style transfer can yield a good balance of style
transfer accuracy, content preservation, and fluency.
Standard low-resource approaches (hyperparameter
tuning, data augmentation, self-training), improve
results, while further improvement is achieved by
using style classifier rewards. In future research,
we plan to extend the range of low-resource tech-
niques used and apply our approach to other style
transfer tasks.
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A Appendix: Sample Outputs

Negative → Positive Positive → Negative

Source terrible menu, high prices, bad customer service . it ’s a much better option than the club scene .
Gold nice menu , good prices , great service - for both

dinner and breakfast !
i would rather go to the club than here .

Shen et al. fantastic selection of great customer ! it ’s a good experience for the whole airport i would
.

Li et al. no nonsense in service . it ’s a much better than the club scene .
Prabhumoye
et al.

bad customer service with the food of this location . she did n’t go back with this place .

ChatGPT marvelous entertainment, budget-friendly choices,
exceptional atmosphere.

absolutely disastrous, it’s worse than the late-night
traffic.

Ours
(exp. 22)

great menu, high prices, great customer service . it’s a terrible alternative to the club scene .

Source the bad news that my vision had deteriorated made
the visit even worse .

all of my clothes are returned in sparkling condition
!

Gold the good news that my vision had improved made
the visit even better .

all of my clothes are returned in terrible condition !

Shen et al. the good thing i have the whole nails made my whole
gem !

all of my car here are nothing in any room .

Li et al. the problem was the red deal by handles the night
my questions did n’t .

all of my clothes are returned in my condition !

Prabhumoye
et al.

the worst time i have ever had to get a disappoint-
ment .

all of the food is not very good in all .

ChatGPT the remarkable revelation of my surprise birthday
party plans made the visit even more special.

The condition of all my belongings is extremely
terrible!

Ours
(exp. 22)

the good news that my vision had improved made
the visit even better .

all of my clothes are returned in terrible condition !

Source it’s located in a slum scottsdale area and isn’t acco-
modating.

my father has decided to upgrade my mothers en-
gagement ring this xmas .

Gold it ’s located in a great part of scottsdale and was
really accommodating .

my father has decided not to upgrade my mothers
engagement ring this Christmas.

Shen et al. cute shop in a sunday area and desert ! my son did to have my whole card to celebrate my
appointment off .

Li et al. no bueno in the north nonsense and not acknowl-
edged a word or anything .

my father has decided to upgrade paint now .

Prabhumoye
et al.

minutes later for the food and not worth the food . my husband ordered me to get the worst service in
the food .

ChatGPT this place is family-owned, but it could greatly bene-
fit from improving their staff.

my father has decided to downgrade my mother’s
engagement ring.

Ours
(exp. 22)

it’s located in a slum scottsdale area and is accomo-
dating.

my father has decided not to upgrade my mothers
engagement ring this xms.

Table 3: Example output comparison on samples from the test set. Sentiment marker words are colored. Note that
our model balances well between style transfer accuracy and content preservation, better than others.


