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Abstract
In this article, we report the findings of the
second shared task on Automatic Minuting
(AutoMin) held as a Generation Challenge at
the 16th International Natural Language Gen-
eration (INLG) Conference 2023. The sec-
ond Automatic Minuting shared task is a suc-
cessor to the first AutoMin which took place
in 2021. The primary objective of the Au-
toMin shared task is to garner participation
of the speech and natural language process-
ing and generation community to create au-
tomatic methods for generating minutes from
multi-party meetings. Five teams from diverse
backgrounds participated in the shared task
this year. A lot has changed in the Genera-
tive AI landscape since the last AutoMin espe-
cially with the emergence and wide adoption
of Large Language Models (LLMs) to differ-
ent downstream tasks. Most of the contribu-
tions are based on some form of an LLM and
we are also adding current outputs of GPT-
4 as a benchmark. Furthermore, we examine
the applicability of GPT-4 for automatic scor-
ing of minutes. Compared to the previous in-
stance of AutoMin, we also add another do-
main, the minutes for EU Parliament sessions,
and we experiment with a more fine-grained
manual evaluation. More details on the event
can be found at https://ufal.github.io/
automin-2023/.

1 Introduction

Automatic Minuting (Shinde et al., 2022) refers to
the task of automatically creating meeting minutes
from multi-party meeting conversations. Since the
pandemic, a significant portion of the global work-
force, especially those in Information Technology
(IT) and IT-enabled services, has gone virtual or
preferring a hybrid mode of work.1

196% of U.S. employees surveyed preferred to work
on a hybrid basis as per https://www.forbes.com/
sites/edwardsegal/2021/09/20/26-of-surveyed-
employees-dont-plan-to-work-onsite-again-most-
still-prefer-hybrid-arrangements/

Meetings have always been important to ensure
smooth coordination and success of projects, but
the proportion of sessions which combine remote
and onsite workforce and collaboration between
geographically distant members has grown mani-
fold. Undeniably, frequent meetings create signif-
icant cognitive workload on people. To document
the discussions, updates, tasks planned, minuting
is an essential activity in meetings (be it online,
in-person, or hybrid). Usually minutes are jotted
down by some member(s) in the meeting but due
to the lack of any fixed standards for minuting, dif-
ferent minute-takers may have different perspec-
tives depending on their background. Despite that
minutes of the same meeting by different authors
may differ in certain aspects and content (Ghosal
et al., 2022c), this activity can be automated to
some extent.

There has been a body of research in this topic
since the AMI (Mccowan et al., 2005), ICSI (Janin
et al., 2003) and Calo Meeting Assistant (Voss
and Ehlen, 2007) projects. Some interesting re-
cent works on meeting and dialogue summariza-
tion include those by Zhu et al. (2020); Feng et al.
(2021); Zhong et al. (2022); Prasad et al. (2023).
We summarize our efforts on Automatic Minut-
ing in Ghosal et al. (2022a); Singh et al. (2022,
2021). From the previous AutoMin shared task
(Ghosal et al., 2021a), top-performing systems
from Shinde et al. (2021); Yamaguchi et al. (2021)
showed the usability of a BART-based (Lewis
et al., 2020) system trained on SAMSum corpus
(Gliwa et al., 2019) for the task. An exhaustive
survey of abstractive meeting summarization re-
search could be found in Rennard et al. (2022);
Yang and Zhu (2023); Kumar and Kabiri (2022).

For long, resource creation for meeting sum-
marization was difficult because of privacy rea-
sons (AMI and ICSI were the only publicly avail-
able ones and later we introduced ELITR Minut-
ing Corpus (Nedoluzhko et al., 2022)). However

https://ufal.github.io/automin-2023/
https://ufal.github.io/automin-2023/
https://www.forbes.com/sites/edwardsegal/2021/09/20/26-of-surveyed-employees-dont-plan-to-work-onsite-again-most-still-prefer-hybrid-arrangements/
https://www.forbes.com/sites/edwardsegal/2021/09/20/26-of-surveyed-employees-dont-plan-to-work-onsite-again-most-still-prefer-hybrid-arrangements/
https://www.forbes.com/sites/edwardsegal/2021/09/20/26-of-surveyed-employees-dont-plan-to-work-onsite-again-most-still-prefer-hybrid-arrangements/
https://www.forbes.com/sites/edwardsegal/2021/09/20/26-of-surveyed-employees-dont-plan-to-work-onsite-again-most-still-prefer-hybrid-arrangements/
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quite recently, we see few datasets are made avail-
able to support research in this topic, incl. e.g.
Tardy et al. (2020); Zhong et al. (2021); Kim et al.
(2023); Hu et al. (2023); Chen et al. (2021).

Recently, with the “generative AI revolution”,
pre-trained large language models (LLMs; Brown
et al., 2020; Touvron et al., 2023; Devlin et al.,
2019) have been employed for this task (Yang
et al., 2023; Sándor, 2023; Chen et al., 2023),
demonstrating amazing output quality. Based on
the general public sentiment about the capabili-
ties of LLMs, one could assume that automatic
minuting belongs to one of the tasks that have sud-
denly become essentially solved. To verify the
status in a rigorous way and to search for any
open challenges that need to be addressed and also
to assess how far we evolved since the last Au-
toMin (Ghosal et al., 2021b), we continued with
the second iteration of the AutoMin shared task.
A related effort along this direction was the Di-
alogSum Generation Challenge (Chen et al., 2022;
Bhattacharjee et al., 2022) at INLG 2022.

We proposed the second iteration of the Au-
toMin shared task as a Generation Challenge for
INLG 2023 (Ghosal et al., 2022b). Essentially,
with the current iteration of AutoMin, we wanted
to find out:

• What are the current state-of-the-art ap-
proaches to minuting?

• What role LLMs play in these approaches;
what benefits and risks they bring?

• Can we refine our manual evaluation of can-
didate minutes so that we have more reliable
scoring techniques?

• What are the differences between different
minuting domains? In addition to the same
style of “project meetings” as used in Au-
toMin 2021, we included EU Parliament ses-
sions in the task this year.

We describe our shared task and present our find-
ings in the remainder of the paper.

2 Tasks Description

We offered four tasks (Task A, Task B, Task C, and
Task D) to AutoMin participants (Ghosal et al.,
2022b). Tasks A–C were known from the previous
AutoMin instance, Task D was new and focused
on evaluation of minutes.

In the end, all the teams decided to take part
only in the first and most important task, namely
minuting from diarized transcript (Task A). To
compensate for the lack of participation in Task D,
we experimented with automatic evaluation using
LLMs, see Section 6.3.

2.1 Task A

The main task consists of automatically gener-
ating minutes from multiparty meeting conversa-
tions provided in the form of transcripts. The
objective is to generate minutes as bulleted lists,
summarizing the main contents of the meeting, as
opposed to usual paragraph-like text summaries.

Task A was run in two domains. In English
and Czech, we again relied on the meetings in the
ELITR Minuting Corpus 1.0 (Nedoluzhko et al.,
2022) but created a new test set for 2023 (meeting
transcripts which were not previously published).
For English, we added EuroParlMin 1.0,2 a new
resource we curated from the European parliamen-
tary sessions, see Section 3 below.

Participants were free to submit their minutes
for any selection of these test sets.

Note that the nature of meetings as well as the
reference minutes are very different in the two
datasets (technical project meetings vs. parlia-
mentary sessions).

2.2 Task B

Given a pair of a meeting transcript and a
manually-created minute, the task is to identify
whether the minute belongs to the transcript.

During our data preparation from meetings on
similar topics, we found that this task could be
challenging due to the similarity of the discussed
content and anchor points like named entities, e.g.,
in recurring meetings of the same project on the
one hand, and the differences in the style of minut-
ing, on the other hand. Another reason is that some
minutes do not capture the central points in the
meeting because the external scribes did not un-
derstand the context correctly and created minutes
that miss significant issues discussed in the meet-
ing or are simply too short.

2.3 Task C

Task C is a variation of Task B. Given a pair of
minutes, the task is to identify whether the two

2https://github.com/ufal/europarlmin

https://github.com/ufal/europarlmin
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Lines Words
ELITR Minuting Corpus
Transcript (EN) 728.3± 389.9 7078.9± 3741.6
Minutes (EN) 45.8± 31.5 395.6± 388.5
Transcript (CS) 1198.7± 449.7 8748.6± 3023.2
Minutes (CS) 43.5± 26.9 277.9± 26.9

EuroParlMin
Transcript (EN) 227.2± 257.0 8138.5± 10460.7
Minutes (EN) 48.6± 87.6 278.8± 534.2

Table 1: Summary across all data (training, develop-
ment and test sets) used for AutoMin 2023. The figures
correspond to mean±standard deviation.

minutes belong to the same meeting or to two dif-
ferent ones. This task is important as we want to
uncover how minutes created by two different per-
sons for the same meeting may differ in content
and coverage.

2.4 Task D (New Task)

Given a meeting transcript, a candidate minute,
and a set of one or more reference minutes, as-
sign a score indicating the quality of the candidate
minute.

The participating evaluation methods could fo-
cus on diverse aspects of minutes quality, such as
the coverage of content discussed, the adequacy of
the description, the readability, etc.

The original plan was to evaluate the submit-
ted scores with respect to correlation with hu-
man judgements in terms of adequacy, fluency and
grammatical correctness from AutoMin 2021 hu-
man evaluations, and possibly in terms of addi-
tional criteria.

3 Dataset Description

The datasets for AutoMin 2023 cover three types
of data: project meetings in both English and
Czech, as well as parliamentary sessions in En-
glish.

Basic statistics of the data are in Table 1.
The project meeting data was prepared from

our own sources, while the parliamentary sessions
were taken from the European Parliament mostly
as-is, we merely selected data which was useful
for our purposes.

3.1 Project Meeting Data

For the project meeting datasets, the partipants
were advised to use ELITR Minuting Corpus
(Nedoluzhko et al., 2022) as training data, with
the option to use any other training data of their

Train Dev Test-I Test-II Test-2023
ELMI EN 85 10 18 10 12
ELMI CS 33 10 10 6 11
EuroParl 2065 187 – – 242

Table 2: Task A meeting counts used this year. ELMI
stands for ELITR Minuting Corpus.

choice. We prepared new testsets for both lan-
guages, containing 12 new meetings for English
and 11 new meetings for Czech. This new test set
is again from technical project meetings and city
planning meetings, the same as ELITR Minuting
Corpus and the test set used in AutoMin 2021. The
format is also identical.

Table 2 shows our train-dev-test splits for Task
A. Test-I and Test-II were made public already in
2021, Test-2023 reference minutes were not made
available to anyone before the shared task was
over.

The data preparation was completed in the fol-
lowing steps (same as in the past):

1. We obtained raw audio recordings of meet-
ings and preliminary consent from their par-
ticipants to process the data and publish it in
a deidentified form.

2. The recordings were automatically tran-
scribed using our ASR systems.

3. Our team of annotators was provided with
the audio recordings and the automatic tran-
scripts and was tasked with correcting the
transcripts so as not to contain any mistakes.
The next task was to break the transcript
down into segments of similar length and to
add speaker tags. The segments are approx-
imately correspondent to sentences, although
sentence boundaries are not always clearly
defined in speech. Speaker tags are given
at the beginning of each speaker’s section in
round brackets.

4. The same annotator who prepared the tran-
script was then asked to create reference min-
utes for the meeting.

5. One of the main concerns in our data prepa-
ration is privacy. Publicly released data
must adhere to EU GDPR standards. There-
fore in the next step, the annotators had to
deidentify all personal identifiable informa-
tion. This was mainly the names of per-
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sons, projects and organizations. Each in-
stance was replaced with a tag in the for-
mat of [PERSONnumber], [ORGANIZA-
TIONnumber] or [PROJECTnumber]. The
speaker tags are deidentified as well, in the
format (PERSONnumber). The numbers are
consistent for each person, project and orga-
nization within one meeting, but are purpose-
fully shuffled between different meetings,
even if some of the participants are the same.
Annotators also removed any potentially sen-
sitive or offensive utterances completely and
replaced them with a <censored/> tag.

6. The final step was to create alignments be-
tween the transcripts and their respective ref-
erence minutes. This is an annotation we
were hoping would be useful especially dur-
ing the evaluation process. The alignment
maps utterances from the transcript onto the
minutes line which summarizes them (if any),
and/or assigns a remark for why the utter-
ance is not suitable to be in minutes or oth-
erwise problematic (e.g. small-talk or un-
intelligible). The utterances are aligned as
to map whole conversations about a topic
onto the appropriate minutes line, not just the
part where the topic is introduced. Each ut-
terance can be aligned to at most one line
in the minutes. This is a simplification we
chose for ease of annotation and processing,
even though occasionally more lines would
be more appropriate.

Generally, the whole process for a single meet-
ing was carried out by the same annotator, but
sometimes, the meeting had to be reassigned to a
different annotator part-way through due to orga-
nizational complications.

A sample meeting summary in the ELITR
Minuting Corpus style is provided in Appendix A.

3.2 Parliamentary Sessions
We created EuroParlMin 1.0 for the purposes of
AutoMin 2023 and released it publicly at the be-
ginning of the campaign.3 EuroParlMin comes
from the archives of the EU parliament.4 We
downloaded the transcripts and minutes and con-
verted them to plaintext. Only very little text pro-
cessing beyond dropping XML tags was done.

3https://github.com/ufal/europarlmin
4https://emeeting.europarl.europa.eu/emeeting/

committee/en/archives

For the purposes of AutoMin, it was necessary
to select sessions with desirable properties. Some
of the sessions in the original dataset had little
content. For some others, the provided minutes
contained a large amount of extra text not related
to the transcript. We therefore filtered for ses-
sions with (a) sufficiently long transcripts, and (b)
a good compression rate from transcript to min-
utes. We then split this selection into training,
development and test sets (generally choosing the
sessions best in (a) and (b) for the test set) and pro-
vided the training and development sets publicly.
Privacy was not a concern, since the data is public,
so there was no need for de-identification, making
this our only data which had real names.

It is important to mention that the reference
minutes in EuroParlMin are the original texts as
provided by the parliament. As such, they often
lack the actual content or more details about the
decisions met in the meetings and only focus on
formalities like aspects and voting.

Also note in Table 1 the big standard de-
viations in EuroParlMin data and the low line
count in EuroParlMin transcripts, despite com-
parable word count to ELITR Minuting Cor-
pus. This documents the domain difference where
EuroParlMin contains long and often prepared
speeches whereas ELITR Minuting Corpus is
much more interactive.

4 Shared Task Timeline

The second AutoMin followed this timeline:

• ELITR Minuting Corpus Training Data
Available: well before

• EuroParlMin Training Data Available:
March 3, 2023

• Test Data Release: March 3, 2023

• System Output Submission Deadline: May 1,
2023

• System Report Due: May 15, 2023

• Review Notification: July 7, 2023

• Camera-Ready for Reports: July 25, 2023

• Event Date: September 11-15, 2023

Registered participants were invited to access
our private Github repository to access the test
sets.

https://github.com/ufal/europarlmin
https://emeeting.europarl.europa.eu/emeeting/committee/en/archives
https://emeeting.europarl.europa.eu/emeeting/committee/en/archives
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System outputs as well as system reports were
submitted by e-mail to the organizers.

5 Evaluated Systems

We evaluate submissions from the participants,
baselines we obtained using LLMs and also the
reference minutes.

Kindly refer to Appendix B for samples of the
automatically created minutes.

5.1 Participating Teams

Of the 10 teams who registered for AutoMin, 5
teams eventually took part in the shared task. We
had participating teams from academia as well as
industry.

We briefly discuss the approaches of our partic-
ipating teams (ordered alphabetically):

• Team Darbarer (Rousseau et al., 2023)
adopted a modular strategy (four modules)
for the automatic minuting task. According
to them, since each participant in a meet-
ing communicates differently than others,
they first use a text simplification model,
mBarthez by Kamal Eddine et al. (2021) to
standardize the utterances in the conversation
and compress the input to focus on informa-
tive content. In the next module, they first do
linear segmentation of the transcript followed
by using a BART-model (Lewis et al., 2020)
trained on the XSum (Narayan et al., 2018)
and SAMSum (Gliwa et al., 2019) datasets
for summarization. In the next step, they
propose a titling module to add a short de-
scription for each summarized block. Fi-
nally in the post-processing module, they
employ some rule-based heuristics to im-
prove the readability of the minutes. Over-
all, team Darbarer followed the similar steps
as Shinde et al. (2021) and Yamaguchi et al.
(2021) from the First AutoMin (Ghosal et al.,
2021a), with an added pre-processing step of
Text Simplication.

• Team Synapse (Klesnilová and Eliza-
beth, 2023) followed a similar approach:
pre-process→segment→summarize→post-
process. They perform brute-force segmen-
tation of the transcripts (into pre-defined
token-lengths) to manage the length of the
long transcripts for the subsequent summa-
rizer module. In the summarizer module,

they experimented with variants of BART
trained on several summarization datasets:
XSum, AMI, SAMSum, DialogSum (Chen
et al., 2021), and CNN/DM (Nallapati et al.,
2016).

• Team Iterate (Kmječ and Bojar, 2023)
adopted an iterative approach where their
summarization model is fed with a chunk of
a transcript together with several previously
generated minute points to both satisfy the
input length constraint of Transformer mod-
els while providing the needed context for the
minutes. With their “iterative” motivation to
imitate human way of taking notes in a meet-
ing (jotting minutes while keeping in mind
previous points), they experimented with sev-
eral models: BART, Longformer (Beltagy
et al., 2020), and the large language model
Llama-based Vicuna (Chiang et al., 2023).
They found that even without fine-tuning,
Vicuna shows promise to generate coherent
minutes from zero-shot prompting.

• Team NTR’s (Borisov and Mikhaylovskiy,
2023) minuting pipeline consists of two
stages: segmentation and summarization.
They perform semantic segmentation of the
meeting transcripts to assist the subsequent
transformer-based summarization stage to re-
ceive the input in the desired token length
range. However, they found that their se-
mantic segmentation approach does not per-
form better than the naive segmentation tech-
nique. In the summarization stage, they ex-
periment with prompting a large language
model Dolly (Conover et al., 2023) and found
comparable performance with their mBART
(Liu et al., 2020) + BERTopic (Grootendorst,
2022) method.

• Team Zoom (Schneider and Turchi, 2023)
used Content Vector Segmentation (CVS)
(Alemi and Ginsparg, 2015) to segment the
meeting transcripts. They used GPT-3’s
text-da-vinci model to generate additional
data for training. Finally, they employed
a bart_large model trained on XSum and
SAMSum datasets for summarizing the meet-
ing conversations. The authors claim that
CVS significantly improved the downstream
minuting task as opposed to using length-
based segmentation.
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5.2 GPT-4 and GPT-3 Baselines

In addition to submissions by participating teams,
we decided to also evaluate outputs obtained using
large language models, as we thought this could
yield useful comparison and insight as to the us-
ability of LLMs in the meeting minuting task.
We used both OpenAI’s GPT-4 and text-davinci-
003 (sometimes referred to as GPT-3).5 See Ap-
pendix C for sample GPT-4 and GPT-3 outputs.

Our transcripts are significantly longer than the
maximum allowed length of prompts, we therefore
had to split each one into smaller sections, have the
LLMs process these sections separately, and then
simply concatenate the results. We have not used
GPT4-32k for this task.

For English project meetings, the prompt we
used was “Summarize the following project meet-
ing in the form of 5 - 10 bullet points: <meeting
transcript section>”. This prompt yielded results
in a format very close to what we were looking
for.

Similarly, for European Parliament data, we
used the prompt “Summarize the following meet-
ing in the form of 5 - 10 bullet points: <meeting
transcript section>”.

For Czech project meetings, however, we had
to make a data-specific adjustment to ensure that
GPT would keep our deidentification tags in-
tact (i.e. wouldn’t translate e.g. “PERSON4”
into Czech). The prompt we used was therefore
“The following project meeting contains identi-
fiers in the format PERSONnumber. Summarize
the meeting in 5 - 10 bullet points in Czech, keep-
ing the original identifiers: <meeting transcript
section>”.

6 Evaluation

In this section, we describe the evaluation process
carried out for AutoMin 2023. We used human
evaluations, traditional automatic evaluations as
well as evaluations using LLMs.

6.1 Manual Evaluation

We had our annotators carry out two kinds of
evaluation – one at the document level and an-
other alignment-based one at hunk level using
our ALIGNMEET tool (Polák et al., 2022). All
human evaluation was done using Likert scales
from 1 (worst) to 5 (best). The submissions were

5https://platform.openai.com/docs/model-
index-for-researchers

Dist. Ann. Judged Doc-l. Hunk-l.
Pr. Data (EN) 3 9 81 2048
Pr. Data (CS) 2 4 16 920
EuroParlMin 1 6 36 98
Total 3 19 133 3066

Table 3: Numbers of distinct annotators, total judged
meetings and individual judgements by dataset. Doc-
level judgements are one per meeting-submission (or
reference) pair. Hunk-level judgements are the overall
number of all evaluated minutes items.

anonymized so that annotators did not know which
team’s submission they were scoring, however,
due to some obvious differences in the format,
they were probably able to associate minutes by
the same team across meetings.

See Appendix E for the full annotation instruc-
tions.

Document level evaluation assigned the follow-
ing four scores to each candidate minute:

1. Adequacy assesses if the minutes adequately
capture the major topics discussed in the
meeting, also considering coverage (all such
topics covered).

2. Fluency reflects if the minutes consist of flu-
ent, coherent texts and are readable to the
evaluator.

3. Grammatical Correctness checks the level
to which the minutes are grammatically cor-
rect.

4. Relevance signifies the extent to which the
minutes overall capture the important con-
tent from the source transcript (as opposed to
summarizing useless parts).

The hunk-level evaluation was carried out in
two steps: alignment and evaluation. In the align-
ment step, the annotator constructed a transcript to
candidate minute alignment, as described in Sec-
tion 3. Then, four scores were assigned to each so-
called hunk, i.e. a section of the transcript aligned
to a single minute line.

1. Adequacy assesses if the item in the minute
adequately captures the content of the respec-
tive aligned segment(s) of the transcript.

2. Fluency reflects if the item in the minute con-
sists of fluent, coherent text and is readable to
the evaluator.

https://platform.openai.com/docs/model-index-for-researchers
https://platform.openai.com/docs/model-index-for-researchers
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Document-level Hunk-level
Grammaticality 4.53±0.76 4.76±0.44
Relevance 4.19±0.69 4.40±0.74
Fluency 3.80±0.74 4.06±0.87
Adequacy 3.47±0.84 4.04±0.84

Table 4: Averages of scores that individual systems
reached in the manual evaluation at document and hunk
level. Sorted by decreasing overall score.

3. Grammatical Correctness checks the level
to which the item in the minute is free of
grammatical errors.

4. Relevance signifies whether the item in the
minute is relevant to be included in the meet-
ing summary (e.g. a perfect summary of
small talk is not relevant).

Compared to AutoMin 2021, we added the Rel-
evance score. Our hope was that the scores would
better reflect the quality of the overall structure of
the minute and topic selection. This turned out to
not necessarily be the case in the actual scores, see
below for further discussion.

Due to time constraints and the relative com-
plexity of the evaluation, only a subset of each
test set was manually evaluated, see Table 3. The
most reliable part of our evaluation therefore lies
in ELITR Minuting Corpus in English. The Czech
part of ELITR Minuting Corpus has a rather low
number of document-level judgements and the
Europarl domain has a relatively low number of
hunk-level judgements.

Kindly note that the human evaluation was
reference-less. In other words, our evaluators had
access to only the transcript of the meeting to eval-
uate the candidate minutes (participant submis-
sions, our baselines, and also the reference itself).
We did this on purpose to avoid the bias of human
annotators towards the reference and also to have
the chance to evaluate the reference in the same
conditions as the other systems.

Manual evaluation serves as the official scoring
for AutoMin 2023 but we highlight that we do not
focus on the ranking of the systems but rather on
the takeaways from the best as well as the rela-
tively poorer system outputs.

6.1.1 Comments on Human Evaluations
As we can observe in Table 4 and in detail in Ta-
ble 6 below, annotators gave relatively high scores

to most minute outputs. Especially Fluency and
Grammatical Correctness scores are high, the av-
erage of averaged scores is over 4 for most set-
tings except document-level Adequacy (average of
3.47±0.84) and Fluency (3.80±0.74). This scor-
ing reflects the fact that the system outputs look
very natural and fluent, almost indistinguishable
from the human minutes from the linguistic point
of view. At the same time, the high superficial
quality can pose a challenge to the annotators;
their attention can decrease and errors can go un-
noticed.

Although human evaluations have been pro-
vided by experienced annotators, a number of dis-
crepancies were observed. Many of them are
about ‘incorrect’ judgements or inattention, which
is natural given to the content of the minutes out-
puts. Minute items generated by systems are
sometimes very close to what had been discussed
in the meeting but still do not reflect the actual
content. For example, two participants discussed
their computer science courses, the possibility of
failing a course being mentioned several times. A
system outputs a minute saying that “they both
failed their courses”. This is not true but anno-
tators did not notice and estimated that this infor-
mation was correct.

Furthermore, we often observe that automati-
cally generated minutes do not ‘have a good sense’
of the relevance of the discussion parts, which may
also remain unnoticed by annotators. This may be
exemplified on the same meeting topic (computer
science courses) which had been summarized in
much redundant detail by one of the systems, and
evaluated as fully correct by the annotator. In real-
ity, this discussion is not relevant for the meeting
at all, see Figure 1.

6.2 Automatic Evaluation using Standard
Metrics

For our automatic evaluation of Task A, we re-
lied on the widely popular text summarization
metric ROUGE (Lin, 2004) in its three variants:
ROUGE-1, ROUGE-2, ROUGE-L, and we also
added BART and BERT-based evaluations.

6.2.1 ROUGE Variants
ROUGE metrics are based on n-gram similarities
with a given reference. ROUGE stands for Recall-
Oriented Understudy for Gisting Evaluation. It
works by comparing an automatically produced
summary against a reference summary (usually
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Figure 1: ALIGNMEET Evaluation interface with hunk-level scores. The left-hand side contains the transcript.
The right-hand one contains one of the candidate minutes with each minute item asking for the four manual scores.
(The document-level scores were reported at the end of candidate minutes.) The color background indicates the
alignment between portions of the transcript and lines in minutes.

generated by a human). Different references thus
inevitably lead to different ROUGE scores against
each of them.

Recall in the context of ROUGE reflects how
much of the reference summary the candidate
summary is recovering or capturing:

ROUGERecall =
# Overlapping n-grams

Total n-grams in Reference Summary
(1)

Precision in the context of ROUGE means how
much of the candidate summary was in fact rele-
vant or needed:

ROUGEPrecision =
# Overlapping n-grams

Total n-grams in Candidate Summary
(2)

Despite the name (“Recall-Oriented...”),
ROUGE actually commonly combines recall and
precision using the harmonic mean to F-score. In
our evaluation, we use ROUGE F1 scores for all
ROUGE variants.

ROUGE-1 refers to the overlap of unigrams,
ROUGE-2 is the overlap of bigrams, and ROUGE-
L measures the longest matching sequence of
words using Longest Common Subsequence
(LCS).

As we mentioned earlier, proper evaluation
metrics for meeting summarization are severely
needed (Ghosal et al., 2021c), and text summariza-
tion metrics like ROUGE are only a poor alterna-
tive.

6.2.2 BERTScore
BERTScore (Zhang* et al., 2020) is an
embedding-based metric that uses cosine simi-
larity to compare each token or n-gram in the
generated output with the reference sentence.
There are three components to BERTScore:

• Recall: Average cosine similarity between
each token in the reference and its closest
match in the generated output.

• Precision: Average cosine similarity be-
tween each token in the generated output and
its nearest match in the reference.

• F1: Harmonic mean of recall and precision

BERTScore is useful because it can account for
synonyms and paraphrasing. Simpler metrics like
BLEU and ROUGE can’t do this due to their re-
liance on exact matches.

We used this6 implementation of BERTScore.

6.2.3 BARTScore
BARTScore (Yuan et al., 2021) is another pop-
ular Natural Language Generation (NLG) met-
ric which uses a pre-trained sequence-to-sequence
model (BART in this case). The authors conceptu-
alized the metric as evaluation of generated text as
a text generation problem itself. The general idea
is that models trained to convert the generated text
to/from a reference output or the source text will

6https://pypi.org/project/bert-score/

https://pypi.org/project/bert-score/
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achieve higher scores when the generated text is
better.

BARTSCORE =
m∑
t=1

ωt log p(yt|y<t,x, θ) (3)

where y is the generated text and x is the reference
text. We use the original implementation7 from
the authors in terms of F-score.

6.3 Automatic Evaluation with LLMs
In the pursuit of Task D, we leveraged the capa-
bilities of large language models (LLMs), particu-
larly GPT (OpenAI, 2023), to assess the quality of
system-generated meeting minutes.

The evaluation was structured around several
parameters, which included the adequacy, rele-
vance, topicality and fluency of the minutes. We
instructed LLMs to rate each category for each set
of minutes on a scale of 0 to 10. The prompt could
be summarized as: “Given a specific meeting tran-
script, rate adequacy, relevance, topicality and flu-
ency of the following system-generated minutes.”
We tried two different prompt structures, differ-
ing in the exact formulations and also in the set
of qualities to be scored. The prompt (i.e. ef-
fectively an “evaluation method”) called “GPT-
ART” reports Adequacy, Relevance and Topical-
ity. The prompt called “GPT-AFGR” reports Ad-
equacy, Fluency, Grammaticality and Relevance
and is thus aimed to mimic our manual crite-
ria. The GPT-AFGR specification was also con-
structed to mimic annotators’ instructions (Ap-
pendix E). The full prompts are provided in Ap-
pendix F.

A significant challenge in this study was the
limitation of GPT’s context window in dealing
with extensive conversations. We attempted to
overcome this by employing GPT-4-32k, with a
context window of 32k subwords. However, this
model still struggled to cover the entire conversa-
tion of several transcripts, and hence a more so-
phisticated approach was needed.

To counter this issue, we designed a technique
that initially eliminates conversational turns that
lack meaningful information. First, we removed
all instances of the utterance “eh” and other non-
speech items that are provided in the curated tran-
scripts (e.g. <unintelligible>). Secondly, we
asked GPT to mark each conversational turn as ei-
ther meaning-bearing or filler content. The lat-

7https://github.com/neulab/BARTScore

Lines Words
ELMI EN
Transcripts 733.1±294.7 7198.1±2669.1
Ref. Minutes 59.8±29.6 480.3±251.3
Darbarer 49.8±18.4 358.0±158.8
davinci-003 48.5±15.3 524.1±191.3
GPT-4 34.3±12.7 551.1±219.9
Team Iterate 12.0±4.9 411.7±161.2
NTR 60.8±24.6 952.8±394.6
Synapse 38.2±9.9 484.9±169.7
Zoom-long 8.4±2.1 615.0±154.9
Zoom-short 6.2±1.3 117.2±25.7
ELMI CS
Transcripts 1164.9±292.8 9897.6±2395.5
Ref. Minutes 86.0±36.9 435.6±194.6
Darbarer 69.3±14.2 495.7±121.0
davinci-003 89.5±22.2 905.6±247.5
GPT-4 96.0±20.1 1166.3±262.7
EuroParlMin
Transcripts 33.2±59.2 873.8±2068.7
Ref. Minutes 37.7±59.3 185.0±323.6
Darbarer 9.2±6.2 65.0±72.1
NTR 8.1±12.0 155.1±310.8
Synapse 13.0±10.4 123.6±194.5
davinci-003 6.7±2.4 111.0±51.9
GPT-4 5.0±0.6 83.7±26.3

Table 5: Basic properties of manual transcripts, refer-
ence minutes and all participating team submissions of
test set meetings. We report the average±standard de-
viation values for the number of lines and words.

ter category referred to those segments that were
merely iterations and could be excluded without
the loss of any information. You can see the
prompt in the Appendix F. For this filtering task,
we used GPT “text-davinci-003” model, mainly
due to the throttling limitations.

After this initial filtration process, we kept only
the speaker identification from the filler turns.
This methodology substantially reduced the length
of the transcripts and their respective summaries,
enabling them to fit within the context window of
GPT-4-32k. This provided an effective solution to
our problem and allowed for LLM-based evalua-
tion of the system-generated meeting minutes.

6.4 Basic Statistics

We report basic test set statistics in Table 5: the
average number of lines and words in each tran-
script, and reference minutes, as well as for the
participant submissions (candidate minutes). This
provides a first useful comparison of the partici-
pant minutes with respect to the reference minutes
and transcripts.

Compared to the last year, there are no extreme
outliers in terms of the numbers of lines (typically
corresponding to summary points) across the sub-

https://github.com/neulab/BARTScore
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D Adeq D Fluency D Gram D Relev H Adeq H Fluency H Gram H Relev

ELMI CS
GPT-4 5.00±0.00 5.00±0.00 4.50±0.71 4.50±0.71 4.84±0.56 4.84±0.56 4.77±0.57 4.68±0.56
Reference 4.00±1.41 4.50±0.71 3.50±2.12 4.50±0.71 4.81±0.59 4.81±0.59 4.36±0.87 4.34±0.84
davinci-003 3.50±0.71 4.00±0.00 o 4.50±0.71 4.00±1.41 4.71±0.73 4.71±0.73 o 4.54±0.74 o 4.44±0.85
Darbarer 2.50±0.71 3.00±0.00 2.00±0.00 3.00±0.00 3.33±1.20 3.33±1.20 3.13±1.22 2.91±1.20

ELMI EN
Zoom-long 4.61±0.49 4.72±0.38 4.81±0.35 4.47±0.48 4.72±0.44 4.78±0.50 4.85±0.34 4.60±0.47
GPT-4 4.58±0.66 o 4.78±0.34 o 5.00±0.00 o 5.00±0.00 4.69±0.75 4.67±0.86 o 4.93±0.51 o 4.93±0.51
Team Iterate 4.06±1.01 4.31±0.70 4.89±0.18 4.58±0.53 4.46±0.83 4.67±0.69 o 4.96±0.17 4.80±0.45
Reference 3.97±0.63 4.11±0.78 o 4.97±0.08 o 4.72±0.44 o 4.60±0.70 4.64±0.68 o 4.98±0.24 o 4.89±0.38
davinci-003 3.78±0.75 3.94±0.83 4.94±0.12 4.47±0.74 4.50±0.80 4.49±0.94 4.97±0.33 4.75±0.71
Synapse 3.50±0.48 3.61±0.73 4.69±0.43 4.11±0.92 4.38±0.90 4.42±0.91 4.92±0.38 o 4.78±0.62
Zoom-short 3.25±0.73 o 3.64±0.45 o 4.97±0.08 o 4.69±0.66 4.02±0.94 4.19±0.91 o 4.99±0.07 o 4.82±0.47
Darbarer 3.14±0.60 3.64±0.42 4.92±0.18 4.67±0.67 o 4.03±1.11 4.17±1.11 4.93±0.41 4.76±0.71
NTR 2.94±0.99 3.00±1.07 4.58±0.68 3.44±1.02 4.01±1.27 3.93±1.35 4.84±0.50 4.35±1.15

EuroParlMin
Synapse 3.17±1.17 3.33±0.52 5.00±0.00 4.17±0.98 3.43±1.07 3.43±1.07 5.00±0.00 4.36±0.78
NTR 2.67±1.03 3.33±0.82 4.50±1.22 3.50±1.05 o 3.45±1.26 3.27±1.32 4.86±0.64 3.50±1.06
Darbarer 2.33±1.21 o 3.50±1.05 o 5.00±0.00 o 4.83±0.41 o 4.44±0.81 o 4.44±0.81 o 5.00±0.00 o 4.94±0.25
Reference 2.00±0.63 2.17±0.75 4.17±0.75 2.50±1.38 2.30±1.12 2.20±1.10 4.60±0.77 2.33±1.35
davinci-003 – – – – 2.00±0.00 2.00±0.00 o 5.00±0.00 o 5.00±0.00

Table 6: Manual evaluation results: “D” means document-level, “H” means hunk-level. We report the average
± standard deviation. Sorted by decreasing quality according to document-level adequacy. The symbol “o” high-
lights a disruption in the ordering in the given column. Due to an annotator’s error, davinci-003 did not have the
document-level scores provided. The top score and all scores that fall within its std. dev. bounds are in bold.

missions, although the variance across teams re-
mains high, e.g. with 60.8±24.6 lines by NTR
compared to 6.2±1.3 in the Zoom short submis-
sion on the ELMI EN test set.

The longest lines are, as expected, produced by
Zoom-long (only available for ELMI EN), with
the average of 73.2 words per line, followed by
Team Iterate (34.3 words per line) and Zoom-short
(18.9 words/line). GPT-4 comes next with 16.1
words/line on the ELMI EN domain.

We find it noteworthy that the reference minutes
across all the domains have the fewest words per
line an average (8.0 for ELMI EN, 5.1 for ELMI
CS and 4.9 for EP). Only the Darbarer submission
is at this level of line conciseness, producing even
a little shorter lines than the reference on ELMI
EN (7.2 vs 8.0).

6.5 Manual Evaluation Results

Table 6 presents average scores that individual
systems received in the document as well as hunk-
level manual annotations in each of the examined
test sets.

As we see from the standard deviations, some
evaluation settings are not discerning enough and
any conclusions drawn from such areas should
thus be treated with a big caution. This concerns

primarily hunk-level judgements in project meet-
ings (ELMI CS as well as ELMI EN), and also
doc-level EuroParlMin.

In the document-level evaluations of project
meeting minutes, we see that GPT-4 and also
Zoom-long summaries achieve top scores. In addi-
tion to these, also Team Iterate scored better than
the human reference. A detailed analysis of this
result is desirable, to identify in which stage the
human processing was sloppier than the automatic
summary.

For the EuroParlMin, we attribute the worse
score of human reference to the different style,
not really appreciated by our evaluators. A sim-
ilar situation is probably the case of Zoom-long
vs. Zoom-short, where the annotators clearly pre-
fer longer minutes.

The dominance of GPT-4 is apparent in terms
of both phrasing (Fluency and Grammaticality) as
well as content (Adequacy and Relevance) mea-
sures.

6.6 Automatic Evaluation Results

For automatic evaluation, we took the usual text
summarization metric ROUGE (Lin, 2004) in
its three variants (ROUGE-1, ROUGE-2, and
ROUGE-L).
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ROUGE-1 ROUGE-2 ROUGE-L BART-F1 BERT-F1

ELMI CS
davinci-003 0.33±0.16 0.09±0.04 0.13±0.06 -4.34±0.45 0.58±0.07
Darbarer 0.31±0.12 0.05±0.03 0.12±0.04 -4.55±0.38 o 0.59±0.03
GPT-4 0.30±0.15 o 0.08±0.05 0.12±0.06 o -4.33±0.43 0.58±0.05

ELMI EN
GPT-4 0.44±0.07 0.10±0.04 0.20±0.03 -4.40±0.42 0.60±0.03
Synapse 0.43±0.06 o 0.11±0.04 0.20±0.02 -4.56±0.42 0.59±0.03
text-davinci-003 0.41±0.07 0.10±0.02 0.19±0.02 -4.58±0.40 0.55±0.01
Zoom-long 0.41±0.09 0.10±0.03 0.18±0.02 -4.58±0.41 0.55±0.02
davinci-003 0.40±0.07 0.09±0.03 0.17±0.03 o -4.45±0.42 o 0.58±0.02
Team Iterate 0.40±0.08 o 0.10±0.03 o 0.19±0.03 -4.63±0.42 0.55±0.02
Darbarer 0.39±0.06 0.10±0.03 0.19±0.03 -4.68±0.35 o 0.59±0.02
NTR 0.37±0.10 0.09±0.04 0.16±0.03 o -4.66±0.49 0.55±0.03
Zoom-short 0.29±0.08 0.06±0.02 0.15±0.04 -4.82±0.37 0.52±0.02

EuroParlMin
Darbarer 0.27±0.10 0.11±0.08 0.18±0.08 -5.06±0.39 0.38±0.03
NTR 0.27±0.11 0.09±0.07 0.17±0.07 -5.23±0.39 0.29±0.02
Synapse 0.26±0.10 0.08±0.07 0.16±0.08 o -4.67±0.35 o 0.42±0.03
davinci-003 0.21±0.09 0.04±0.05 0.14±0.06 -5.18±0.40 0.28±0.02
GPT-4 0.20±0.09 0.04±0.05 0.13±0.06 -5.22±0.40 o 0.29±0.03

Table 7: Automatic evaluation results using ROUGE, BART and BERT. We report the average ± standard devia-
tion. Sorted by decreasing quality according to ROUGE-1. The symbol “o” highlights a disruption in the ordering
in the given column. The top score and all scores that fall within its std. dev. bounds are in bold.

Table 7 summarizes the ROUGE, BERT and
BART scores across all our test sets.

For Czech minutes and BERT and BART, we
first translate both the minutes by all participants
and also the reference minutes into English using
Lindat Translation.8

Best scores are in bold, again with all other
scores that fall within the std. dev. band of the
best one.

The automatic analysis using standard measures
suffers even more from low statistical power. For
the next year, we should clearly substantially in-
crease the test set size, to gather the weak signal
more reliably.

davinci-003 and text-davinci-003 are two vari-
ants of GPT-3 output. One of them was obtained
by us, as discussed in Section 5.2, the other one
was provided by Zoom. We did not score these
two variants with manual or expensive automatic
methods, so we only have ROUGE, BART and
BERT to assess the effect of different (uncon-
trolled) prompt for the task. The comparison of
these two outputs is mixed across the measures,
and we would not overestimate the true value of
the BERT-F1 difference where our prompt seems
to win.

Synapse outputs on EuroParlMin stand out in
8https://lindat.mff.cuni.cz/services/

translation/

BART and BERT scoring as the only system
across the board. Rather likely, the pre- and post-
processing heuristics were a good fit for the BART
and BERT scoring.

6.7 LLM-Based Evaluation Results

Table 8 presents the scores that we obtained from
our automatic scoring from GPT-4, as described in
Section 6.3. We report the average and standard
deviation across all the English meetings in the
2023 test set for ELITR Minuting Corpus. Note
that not all systems were scored this way to fit the
budget.

It is immediately apparent that GPT scorers pre-
fer GPT produced outputs (GPT-4 and davinci-
003), but GPT-4 scored exceptionally well also in
the manual evaluation, so this cannot be taken as
any bad sign.

What we see more as problematic is that there
are only very few differences between the qualities
that were supposed to be assessed. The rankings of
Fluency, Grammaticality or Relevance according
to GPT-AFGR are very much in line with its Ad-
equacy (along which the table is sorted), and also
the other prompt (GPT-ART) does not bring much
difference. This is in some contrast with the man-
ual document level judgements where Grammat-
icality and Relevance are not always in line with
Adequacy.

https://lindat.mff.cuni.cz/services/translation/
https://lindat.mff.cuni.cz/services/translation/
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GPT-AFRG GPT-ART
Adeq. Flu. Gram. Relev. Adeq. Relev. Topic.

ELMI EN
GPT-4 8.75±0.45 8.83±0.39 9.00±0.00 8.75±0.45 8.17±0.39 9.00±0.00 8.75±0.45
davinci-003 8.00±0.85 8.58±0.67 8.83±0.58 8.00±0.85 7.67±0.65 8.58±0.67 8.00±0.95
Zoom-long 7.83±0.39 8.42±0.51 8.75±0.45 7.83±0.39 7.50±0.67 8.17±0.58 7.50±0.67
Darbarer 7.58±0.67 o 8.50±0.67 o 8.83±0.39 7.58±0.67 7.08±0.79 7.92±0.67 7.17±0.94
Synapse 7.42±0.90 8.25±0.75 8.58±0.67 7.42±0.79 o 7.42±0.90 o 8.17±0.83 o 7.67±0.78
NTR 7.08±0.90 7.83±0.72 8.08±0.67 7.25±1.14 6.75±1.14 7.75±1.14 6.83±1.19
Team Iterate 6.58±1.38 7.67±0.98 o 8.17±0.72 6.75±1.22 6.75±1.06 7.67±0.98 6.83±1.11

Table 8: Automatic evaluation results using GPT with two types of prompt: AFGR and ART. We report the average
± standard deviation. Sorted by decreasing Adequacy estimated by GPT-AFRG The symbol “o” highlights a
disruption in the ordering in the given column. The top score and all scores that fall within its std. dev. bounds are
in bold.

One striking outlier is Team Iterate which ended
up third in manual evaluation but appears last ac-
cording to GPT scoring.

7 Meta-Analysis of Automatic
Evaluation

This section presents a comprehensive meta-
analysis of the automatic evaluation in regard to
human evaluation. The goal of this meta-analysis
is to assess the usability of various automatic ap-
proaches, be it BART-score, BERT-score, variants
of ROUGE, or GPT-based evaluation introduced
in Section 6.3.

7.1 Pairwise Accuracy

Building on the methodologies used in the area
of machine translation (Kocmi et al., 2021; Fre-
itag et al., 2022), we use pairwise accuracy to ex-
plore how well automatic metrics align with hu-
man judgement. Pairwise accuracy is a simplifica-
tion of Kendall’s Tau.

In our setting, we focus on the system-level
evaluation, where we first aggregate a score
for each system (team submission) by averaging
scores from all meetings. As the main unit, we
use the difference in the score between a pair of
systems:

∆ = score(System A)− score(System B) (4)

We define the pairwise accuracy as follows. For
each system pair, we calculate the difference of
the metric scores (metric∆) and the difference in
average human judgements (human∆). We calcu-
late accuracy for a given metric as the number of
rank agreements between metric and human deltas

divided by the total number of comparisons:

Accuracy =
|sign(metric∆) = sign(human∆)|

|all system pairs|
(5)

In other words, our pairwise accuracy reflects
how often, across all pairwise comparisons, hu-
man ordering of the pair agrees with automatic or-
dering of the pair.

One of the advantages of pairwise accuracy re-
sides in its interpretability. It demonstrates with
what precision a given automatic evaluation can
rank pairs of systems. The measure of accuracy
is intuitively presented, where a 50% accuracy is
equal to the flip of a coin. This provides insights
into the potential improvements necessary in au-
tomated evaluation methods to make them corre-
late better with human evaluation, thus moving to-
wards more reliable and accurate automatic minut-
ing systems.

The results of the pairwise evaluation are in
Table 9. The results suggest that ROUGE-1 is
surprisingly the best performing technique when
measuring Adequacy and Relevance (at both doc-
ument and hunk level). For fluency and grammar,
the ROUGE-L and BERTScore prevail. This result
has a natural explanation in that ROUGE-1 is spot-
ting certain individual words which are important
for the meeting content. We speculate that due to
the variance in possible reference summarizations,
such a keyword match does not happen often, so
the signal is weak and needs large test sets to be
spotted, but it is there. ROUGE-2 and especially
ROUGE-L measure overlap of longer sequences
of words. Again, such a match can be rare, but if
it happens, it reflects more some form of fluency
rather than adequacy.

Contrary to expectations, GPT-based evalua-
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D Adeq D Fluency D Gram D Relev H Adeq H Fluency H Gram H Relev
BART-score 66.7 % 47.6 % 42.9 % 61.9 % 85.7 % 71.4 % 76.2 % 71.4 %
BERT-score 57.1 % 76.2 % 71.4 % 61.9 % 66.7 % 90.5 % 76.2 % 52.4 %
GPT-AFGR A 61.9 % 61.9 % 57.1 % 66.7 % 81.0 % 76.2 % 71.4 % 66.7 %
GPT-AFGR F 52.4 % 66.7 % 61.9 % 61.9 % 71.4 % 81.0 % 71.4 % 57.1 %
GPT-AFGR G 52.4 % 71.4 % 66.7 % 66.7 % 71.4 % 85.7 % 71.4 % 57.1 %
GPT-AFGR R 61.9 % 61.9 % 57.1 % 66.7 % 81.0 % 76.2 % 71.4 % 66.7 %
ROUGE-1 85.7 % 66.7 % 61.9 % 81.0 % 85.7 % 61.9 % 66.7 % 81.0 %
ROUGE-2 76.2 % 66.7 % 61.9 % 81.0 % 76.2 % 61.9 % 57.1 % 71.4 %
ROUGE-L 61.9 % 81.0 % 76.2 % 66.7 % 61.9 % 76.2 % 61.9 % 57.1 %
GPT-ART A 66.7 % 57.1 % 52.4 % 61.9 % 85.7 % 71.4 % 66.7 % 71.4 %
GPT-ART R 61.9 % 52.4 % 47.6 % 57.1 % 81.0 % 71.4 % 66.7 % 66.7 %
GPT-ART T 61.9 % 52.4 % 47.6 % 57.1 % 81.0 % 76.2 % 71.4 % 66.7 %
GPT-ART avg 66.7 % 57.1 % 52.4 % 61.9 % 85.7 % 71.4 % 66.7 % 71.4 %
GPT-AFGR avg 57.1 % 61.9 % 57.1 % 61.9 % 76.2 % 76.2 % 71.4 % 61.9 %

Table 9: Pairwise accuracy, where each column represent one manual human evaluation attribute used as a gold
standard (Doc and Hunk level scores for Adequacy, Fluency, Grammaticality and Relevance). Grey background
highlights highest value for each manual setting. There are only 21 system pairs, meaning that 4.8% absolute
difference is a single mislabeled system pair.

tion did not perform well, sometimes staying very
close to the 50% coin-flip baseline. A possible ex-
planation could be that GPT doesn’t understand
each category (adequacy, fluency, etc) the same
way as humans, therefore we tried to aggregate
them into a single score. However, neither this ag-
gregated score performed well.

For the poor result of GPT-based evaluation in
doc-level Fluency and Grammaticality, we do con-
sider a possible problem with the annotation. With
very good outputs in general and with non-native
speakers, GPT may be actually more careful and
better, thus departing from the human judgement.

The largest limitation of our pairwise accuracy
assessment is the total number of system pairs,
which is equal to 21. A possibility to increase
the number of pairs would be to evaluate each
minutes separately instead of aggregating them to
system-level scores. We evaluated it, but ran into
the issue of ties, where two minutes get the exact
same score, are penalized under pairwise accuracy.
This issue is not found in automatic scores such
as BARTScore or ROUGE, which use continuous
scale for ranking. However, GPT and humans use
discrete scale of 5 or 10 points, which often result
in score ties. This problem with pairwise accuracy
and Kendall Tau was described earlier this year in
Kocmi and Federmann (2023) and possible solu-
tions are suggested in Deutsch et al. (2023).

7.2 Correlation between Automatic and
Human Evaluation

Figure 3 presents Pearson correlations of each pair
of manual and automatic metrics of minutes qual-
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Figure 2: Average manual scores for Adequacy vs. Flu-
ency at the document level in our three test sets

ities across all the datasets. Figures 4 to 6 provide
the same information for ELITR Minuting Corpus
EN, CS and for EuroParlMin, respectively.

It is important to keep in mind that these cor-
relations are for system-level scores and that there
are rather few systems in our collection. Consider
the reported correlation of manual doc-level Ad-
equacy vs. Fluency, see Figure 2. In total, there
are 17 points, based on which the overall Pearson
of 0.94 is calculated. Considering only the 4 Eu-
roParlMin points, we observe a substantially softer
correlation of 0.64. The test set with the most par-
ticipating system, ELMI EN, on the other hand,
shows a stronger correlation of 0.97. Pearson cor-
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Figure 3: Heatmap showing the average correlation of the different metrics across the three different datasets in
our shared task

relations are also very influenced by outliers and,
in the case of shared tasks like ours, the underlying
set of systems that took part in the task.

Let us discuss the correlations observed in the
best covered (in terms of systems as well as man-
ual judgements) test set of ELMI-EN (see Fig-
ure 4).

The most striking area is the red triangle
of GPT-based metrics (rows and columns GPT-
AFGR-G till GPT-ART-T). It shows that GPT es-
sentially ignored the specific quality it should be
evaluating (as described in the prompt).

We already mentioned the high correlation for
manual Adequacy and Fluency and the “chequered
pattern” in the upper left triangle confirms that this
holds not just for doc-level but also for hunk-level
scores. Relevance, on the other hand, seems to
correlate well with Grammaticality on ELMI EN
(Pearson of 0.95 for the doc-level scores, see the

think crosses in Figure 7) but this result could be
attributed also to the rather low discerning power
of Grammaticality (most systems around 5 on the
x axis) and the two systems (Synapse and NTR)
setting the direction. Across all the test sets, Pear-
son is 0.58.

Pearson correlations also show that hunk-level
scores are typically in line with their doc-level
counterparts.

Looking at the lower rows of the heatmaps,
BART and ROUGE-1 seem to correlate well with
Adequacy at both document and hunk level (Fig-
ure 3), although this is not confirmed for BERT
on the ELMI EN dataset (Figure 4). Relevance,
on the other hand, seems very hard to predict for
BART, BERT and also ROUGE, with Pearsons
typically under 0.2.
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Figure 4: Heatmap showing the average correlation of the different metrics on the ELMI-EN dataset

8 Findings from 2nd AutoMin

A lot has changed since the previous instance of
AutoMin in 2021. Last time, we were contem-
plating about one or two teams reaching perfect or
close to perfect scores in Fluency and Grammat-
icality. This time, most of the submitted systems
have this property.

We observed that the excellent superficial qual-
ity can, to some extent, hinder manual evaluation
because errors can go unnoticed.

One of our attempts to improve manual evalua-
tion was to introduce the division into hunks and
hunk-level annotation. We have to conclude that
this approach was not successful. On the posi-
tive side, the more fine-grained scoring provides
more points of measurements. The critical draw-
back is, however, that the minutes get fragmented
for the annotator. Assessed in such a partial iso-

lation, more hunks seem flawless and the overall
scores do not allow us to separate good vs. bad
systems. It is conceivable that the hunk-level an-
notation would be informative for spotting prob-
lems, but its aggregate interpretation is problem-
atic. For the next instance, we need to refocus
such detailed manual annotation into spotting er-
rors. The results, with some variance across the
test sets, indicate that manual Fluency and Ad-
equacy are strongly correlated. Relevance and
Grammaticality differ. Please keep in mind the rel-
atively low number of points behind this analysis.
A good sign is that the hunk-level judgements cor-
relate with the document-level ones.

We confirm that according to current manual
measures, LLMs deliver excellent results. GPT-4,
Zoom and also Team Iterate scored better than the
human reference in terms of Adequacy of project
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Figure 5: Heatmap showing the average correlation of the different metrics on the ELMI-CS dataset

meeting minutes.
In our meta-evaluation, we used Pearson cor-

relation coefficients and pairwise accuracy to fig-
ure out which automatic metrics, including GPT
prompting, are most similar to the different styles
of our manual judgements. Our analysis re-
vealed very interesting observations. GPT confi-
dently prefers GPT-generated summaries and it is
not really able to distinguish among the evalua-
tion criteria. Its pairwise accuracy compared to
human judgements reaches only 50–66%. Tra-
ditional metrics like ROUGE are more reliable,
with ROUGE-1 obtaining 85.7% for predicting
document-level Adequacy and ROUGE-L obtain-
ing 81.0% for Fluency. We explain this by weak
but reliable signal (infrequent but important key-
word and key phrase matches).

9 Conclusions and Future Plans

This paper presented the results of AutoMin 2023,
the second instance of our shared task on auto-
matic summarization of meeting transcripts into
meeting minutes. The data of the shared task
(inputs, references, submissions, scores etc.) are

available in this repository:
https://github.com/ufal/automin-2023-data

As in the previous instance, the task was run on
two languages (English and Czech), with English
receiving more attention from the participants.

The submissions were scored manually at the
level of full minutes (document level) and also av-
eraging the scores assigned to individual minutes
points (hunk level). We concluded that the more
fine-grained hunk-level annotation is less useful;
the most important question we would like to learn
from our annotators is whether the minutes prop-
erly reflect the content and overall impression of
the meeting. With hunk-level annotation, the an-
notation process is fragmented and even if each of
the fragments is of a high quality, the aggregation
of these scores does not answer the key question.

This year, we added the domain of EuroParl
sessions and observed that our preferred style of
bulleted minutes is in sharp contrast with the of-
ficially released summaries. Our annotators liked
our style better and the official references did not
score well.

AutoMin 2023 also responded to the emergence
of large language models, applying them both to

https://github.com/ufal/automin-2023-data
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Figure 6: Heatmap showing the average correlation of the different metrics on the EuroParlMin dataset

the task of summarization itself, as well as to the
task of assigning scores to the minutes we received
from the participants. We confirmed that GPT-
4 excels at summarization, surpassing the refer-
ence in manual document-level scoring. On the
other hand, the automatic evaluation carried out
by asking GPT-4 to evaluate the minutes is unreli-
able. GPT-4 does not distinguish between the dif-
ferent qualities (Adequacy, Fluency, Grammatical-
ity, Relevance, Topicality) and reflects too much
the grammaticality; it also prefers its own outputs.

A rather surprising result this year is that the
very simple ROUGE is very much in line with
manual ranking of system pairs. (ROUGE-1 for
Adequacy and Relevance, ROUGE-L for Fluency
and Grammaticality). The complex metrics did
not provide any substantial benefit or performed
simply worse.

We are again trying to secure funding for a fu-
ture round of AutoMin, aiming primarily at a reli-
able assessment on whether the gist of the meeting
has been well preserved in the minutes, and on a
strategy for discovery and scrutiny of summariza-
tion errors.

10 Limitations

The main limitations behind AutoMin arise from
the complexity of the task, which leads to demand-
ing (and thus costly) annotation effort. We would
prefer to have far more judgements, and we would
have preferred to be able to run, e.g., multiple in-
dependent manual evaluations of the same meet-
ing, in order to increase the discovery of errors,
but our budget was limited.

Another serious limitation comes from the sub-
jectivity of the minuting task as such. With so var-
ied opinions on what is important in a meeting, it
is difficult to assess minutes qualities reliably.
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Figure 7: Average manual scores for Grammaticality
vs. Relevance at the document level in our three test
sets. System names shown only for the reference and a
few selected systems.

We note that our annotators were real humans, and
they carried their annotation tasks themselves, not
delegating it to AI. The annotators were paid the
standard hourly wage for this type of work in the
Czech Republic.
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A Sample Reference Minutes

Date : 2021−01−11
Attendees : [PERSON1] , [PERSON2] , [PERSON3] , [PERSON4] , [PERSON5]
Purpose of meeting : Progress r e p o r t

− [PERSON1] and [PERSON2] discuss recent progress on ACL paper .

− [PERSON1] po in t s out the automat ic met r i cs seems not to be s u f f i c i e n t to eva luate the performance system (
i t performs too good ) .

− More cha l l egn ing experiments are discussed by [PERSON1] , [PERSON2] and [PERSON3 ] .

− The a v a i l a b l e t e s t set does not con ta in enough less common and rare words , there i s a need f o r b i l i n g u a l
vocabulary and a d d i t i o n a l sources f o r system t r a i n i n g .

−−[PERSON3] i s requested to prov ide more data f o r Portugese language model
−−−[PERSON7] ( not a t tend ing the meeting ) i s expected to d e l i v e r a d d i t i o n a l t r a i n i n g data
−−−Options to f i n d b i l i n g u a l t e x t s are being discussed , namely to search f o r a r i c l e s and texbooks , check

u n i v e r s i t y r e p o s i t o r i e s f o r master theses and a d d i t i o n a l sources o f te rmino logy words .

− [PERSON1] Proposed t r a i n i n g o f the system on d i f f e r e n t s t y l e o f speech / w r i t i n g ( c o l l o q u i a l , male vs .
female , s c i e n t i f i c vs . non−s c i e n t i f i c )

−− The only a v a i l a b l e model o f s t y l e t r a n s f e r was regard ing s i m p l i f i c a t i o n or g e n e r a l i z a t i o n o f the t e x t .
− Sub−pa r t o f e l i t r t e s t set w i l l be created to cover language s t y l e s p e c i f i c s , such as gender

t rans fo rma t ions .

− [PERSON4] showed how to search f o r named e n t i t i e s i n the a v a i l a b l e b i l i n g u a l dataset .
−− Some manual work w i l l be necessary to compare the outputs w i th those l i s t e d i n there .
− This might g ive an overview what are the common problems wi th termino logy and make a basis f o r markable ( ? )

experiments
− Examples o f r e l a t e d mis t rans la ted words are mentioned ( tenant vs lessee ) and q u a l i t y o f w r i t t e d aud i t s i s

being discussed
− For f u r t h e r work , [PERSON2] w i l l proceed wi th WMT e l i t r dataset f o r spoken language and ( sao? domain f o r

w r i t t e n t e x t s
− S p e c i f i c terms eva lua t i on w i l l be performed by [PERSON5] based on WMT t e s t s u i t e markables .

− [PERSON1] b r i e f l y mention the oppo r t un i t y to m u l t i source , however o ther people invo lved i n t h i s are busy ,
thus c o m p a t i b i l i t y o f t h e i r implementat ion w i l l be asssessed l a t e r

Minutes submited by : [ANNOTATOR1]

Figure 8: A sample minute taken by our external annotator
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B Sample Minutes from AutoMin participants

We present some minute samples from our participants’ submissions to show the variety of automatically
generated minutes by different methods. For fair comparison we include the participant’s generated
minutes from the same meeting.

Date : 13.12.2022
− Attendees : PERSON2, PERSON3, PERSON1

− Replaning the s a t e l l i t e event
− [PERSON1] and [PERSON2] are a t the o f f i c e
− [PERSON3] i s a t a s a t e l l i t e event
− They have to rep lan every th ing now .

− Prepara t ion o f the workshop
− The proposal f o r a s t a t i s t i c a l workshop t h i s year i s over , so i t would be too l a t e f o r the next

one i n 2022
− The p a r t i c i p a n t s have to submit a proposal f o r the workshop
− They have to w r i t e a paper on the t o p i c
− The deadl ine f o r submi t t i ng the proposal i s March f i f t e e n t h ( ! )
− They need to prepare the event i n th ree months .

− Prepara t ion o f shared task
− [PERSON3] and [PERSON2] are prepar ing a shared task
− They have to get an endorsement
− They need to take membership to submit the proposal and pay some fees f o r t h e i r work− uh workshop .

− E d i t i n g the j o u r n a l
− [PERSON1] , [PERSON2] and [PERSON3] are i n t e r e s t e d i n pub l i sh i ng t h e i r work i n a j o u r n a l
− The j o u r n a l was publ ished i n 1964
− I t i s not indexed on the websi te
− The proceedings would be indexed wi th Google .

− Working on the s a t e l l i t e event
− [PERSON2] and [PERSON3] w i l l meet tomorrow to discuss the a d d i t i o n a l works they need to do f o r the

s a t e l l i t e event .

− Submitted by : Darbarer

Figure 9: A sample minute by team Darbarer. This text was edited to replace some emoticons with hyphens to
avoid encoding issues.

PERSON1 i s a t the o f f i c e today , i n the o f f i c e . PERSON2 i s wa i t i ng f o r the person who was supposed to j o i n
the group , but he didn ’ t come . The person has re turned the l a s t e−mai l .

(PERSON1) and (PERSON3) are going to make a shared task f o r a s t a t i s t i c a l workshop . The proposal f o r t h i s
year ’ s workshop was made i n September , which was too ea r l y f o r them . The next proposal f o r 2022 would
be too l a t e f o r them , so they have

PERSON1 w i l l be back i n two minutes .
PERSON3 and PERSON2 have to go to both workshop now . They need to take membership to submit the proposal .

They have to make a websi te f o r t h e i r shared task and pay some fees f o r t h e i r work workshop .
PERSON1, PERSON2, PERSON3 and PERSON4 are plann ing to pub l i sh t h e i r research i n a j o u r n a l . The j o u r n a l was

publ ished i n 1964. The core papers were i n red . I t i s indexed i n Google Color . The proceedings would be
indexed wi th e thy lan tho logy .

PERSON2 and PERSON3 are look ing f o r the conference proceedings from El Severe j o u r n a l . They need to rev i se
the proposal f o r the s a t e l l i t e event and then meet tomorrow to work on the a d d i t i o n a l works .

(PERSON2) and (PERSON3) have to do double work tomorrow .

Figure 10: A sample minute by team Iterate.
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Meeting KeyPoints :

* PERSON2 i n v i t e d PERSON1 to the meeting .
* PERSON1 accepted the i n v i t a t i o n and attended the meeting .
* PERSON2 i s aware t h a t PERSON1 i s i n the o f f i c e and i s en joy ing her walk .
* PERSON1 i s en joy ing the walk and dec id ing to enjoy i t more by v i s i t i n g an u n f a m i l i a r l o c a t i o n .
* PERSON2 wanted to mention t h a t PERSON1 i s j o i n i n g ORGANIZATION1 f o r
− There w i l l be 3 papers f o r the s a t e l l i t e event
− The 3 papers should f o l l o w the same submission c r i t e r i a as other papers
− I f i t ’ s f o r a s a t e l l i t e event , the authors should f o l l o w the ru l es
− Authors should not submit the papers to the In terspeech proceedings
1 . The l a s t t ime a shared task was held a t ( s i ck d i a l ) was i n August o f 2022.
2 . The workshop f o r s t a t i s t i c a l theory i n 2021 was held i n September o f 2022.
3 . The workshop f o r s t a t i s t i c a l theory i n 2022 would be too l a t e f o r Thumbtack .
4 . P3 p re fe r red to apply f o r the spec ia l session f o r the workshop f o r s t a t i s t i c a l theory i n 2021 ins tead of

2022.
5
− PERSON1 wants to conduct a workshop , r a t h e r than a spec ia l session , f o r t h e i r shared task
− The workshop should be adver t i sed as such − " Please take pa r t i n the shared task . We w i l l p rov ide you wi th

the necessary t o o l s and gu ide l i nes . "
− PERSON1 wants to conduct a 3−month long programme , dur ing which t ime they w i l l p rov ide the workshop

p a r t i c i p a n t s w i th a pre−prepared programme , the workshop data and the workshop ’ s r e s u l t s
− The deadl ine to submit the workshop proposal i s March 15th , 2022
− In order to get an ISBD endorsement , the organ izers need to submit a proposal to conduct a workshop at the

in terspeech conference by January 15th , 2022
− To submit the workshop proposal , the organ izers w i l l need to do the f o l l o w i n g steps :

− Submit the proposal and get the endorsement from the speech community
− Wri te the c a l l f o r

− The person who w i l l do the coding / data e x t r a c t i o n i s unsure . They t h i n k t h a t they have to code / e x t r a c t the
data but they don ’ t know how to do i t . They need someone who knows the system and who w i l l e x t r a c t the
data f o r them .

− Three people are going to the on l i ne workshop but they need to s e t t l e down f i r s t .
− The person who responded to the emai l a lso agreed to do the workshop .
−
So the meeting p a r t i c i p a n t s decided to seek advice from a sen io r co l league regard ing the f o l l o w i n g :
* Which aspects o f the o r g a n i z a t i o n a l s t r u c t u r e are unc lear to PERSON1
* How much i t w i l l cost to r e g i s t e r f o r the workshop
* How to approach ( german name) about f i n a n c i a l aspects
* What are the main tasks o f the program committee
* How to make a websi te f o r the shared task
1 . P4 i s the t e c h n i c a l lead f o r the p r o j e c t .
2 . P1 i s the p r o j e c t manager .
4 . P2 i s aware o f P3 ’ s i n t e r e s t and suggests t h a t P4 can in form whether the j o u r n a l i s indexed .
5 . P4 i s able to prov ide some in fo rma t i on regard ing the j o u r n a l
b b l t ?
i t ?
i s not indexed . .
keaboard , d i s t a n t noise
Less work −
Less work and i n t e n t− more i n t e n s i v e output .
P
1 . The proceedings from El Severe w i l l be indexed i n Cosmopile and Google Color
2 . Also , the q u a l i t y o f papers publ ished i n the pv l j o u r n a l i s very good
3. The pv l j o u r n a l i s open access and i s d i r e c t l y indexed by j o u r n a l s t h a t o f f e r open access to p u b l i c a t i o n s
1 . PERSON3 and PERSON2 disagree on the f e a s i b i l i t y o f the proposed p r o j e c t .
2 . PERSON3 w i l l double the work requ i red compared to the o r i g i n a l proposal .

Figure 11: A sample minute by team NTR-NLP
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DATE : 2023−05−01
ATTENDEES : PERSON1, PERSON2, PERSON3

SUMMARY
− PERSON1 i s i n the o f f i c e today .
− PERSON2 i s wa i t i ng f o r the person who was supposed to j o i n the group .
− The person has not turned up yet .
− There was a t e c h n i c a l communication meeting .
− The p a r t i c i p a n t s were t o l d to prepare t h e i r papers f o r spec ia l sessions according to the same c r i t e r i a as

PERSON3, PERSON2 and PERSON1 are plann ing a min i conference .
− The proposal i s going to be up there .
− I t i s e n t i r e l y independent o f in te rspeech to program committee .
− They w i l l promote t h e i r workshop i n t h e i r webpage .
− There i s a p o s s i b i l i t y to do both s e c t i l e and i n t e r PERSON1, PERSON2 and PERSON3 exp la in to each other how

the process o f o rgan is ing a workshop works .
− PERSON3 and PERSON2 have prepared the document f o r the shared task .
− They have to take i n s t i t u t i o n a l membership to submit the proposal .
− They can do both .
− PERSON1, PERSON2, PERSON3 and PERSON4 are organ iz ing a workshop on In terspeech .
− They have to study some s a t e l l i t e events t h a t they got accepted to l a s t year and make a websi te f o r t h e i r

shared task .
− They need to pay f o r i n s t i t u t i o n a l membership , manage the p r o j e c t and PERSON2 has read a l o t o f papers on

machine t r a n s l a t i o n i n her researchera t ion .
− The j o u r n a l was publ ished i n 1964.
− The core papers were i n t h i s j o u r n a l .
− I t i s a l ready w r i t t e n i n there .
− The proceedings would be indexed wi th e thy lan tho logy .
− PERSON2 and PERSON3 are plann ing to present the severe conference proceedings from El Severe on January 15

th .
− They are going to use pv l format .
− The paper i s open access and indexed i n Cosmopile Google co lo r .
− PERSON3 wants to d i f f e r the d iscuss ion wi th PERSON4.
− They need to rev i se the proposal and leave down the th i ng t h a t they need to do f o r the s a t e l l i t e event .
− They w i l l meet tomorrow .

Minuted by : Team Synapse

Figure 12: A sample minute by team Synapse

PERSON1 and PERSON3 are d iscuss ing the proposal f o r a s a t e l l i t e event f o r a spoken language technology
workshop .

They discuss the need to f o l l o w the same c r i t e r i a as other spec ia l sessions and the t i m e l i n e s f o r the
submission o f papers .

They agree to submit two papers , one f o r the s a t e l l i t e event and one f o r a f u l l f ledged workshop .
PERSON2 o f f e r s to help w i th some p o t e n t i a l th ings , but PERSON3 reminds him to do double work .
They decide to go f o r s i g d i a l f o r the machine t r a n s l a t i o n corpus l i n g u i s t i c s and morphologies workshop i n

Texas , as the proceedings would be indexed wi th e thy lan tho logy .

Figure 13: A sample minute by team Zoom - short version
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PERSON2 and PERSON3 are d iscuss ing the meeting meeting a t the ORGANIZATION1 . PERSON1 i s a t the o f f i c e and i s
wa i t i ng f o r PERSON3 to j o i n , but he i s not answering the c a l l . PERSON3 has missed the c a l l and PERSON1
w i l l t r a n s l a t e the l a s t mai l f o r them , which i s a czech t e x t . They have to rep lan every th ing now .

PERSON1 and PERSON3 are d iscuss ing the proposal f o r a s a t e l l i t e event f o r a spoken language technology
workshop . They discuss the need to f o l l o w the same c r i t e r i a as other spec ia l sessions and the t i m e l i n e s

f o r the submission o f papers . They also discuss the p o s s i b i l i t y o f doing both a shared task a t s i ck
d i a l and submi t t i ng a proposal f o r the next conference . They agree t h a t i t i s b e t t e r to submit two
papers , one f o r the s a t e l l i t e event and one f o r a f u l l f ledged workshop , as i t g ives them more
f l e x i b i l i t y and freedom to choose t h e i r event or accept papers from the Proceedings o f I n t r a Speech .
However , they a lso need to f i g u r e out how to make sure the p a r t i c i p a n t s are not deter red from
submi t t i ng t h e i r own papers .

PERSON3 and PERSON1 are d iscuss ing the o r g a n i z a t i o n a l po in t s o f t h e i r proposal f o r t h e i r workshop . PERSON3
exp la ins t h a t they have to take i n s t i t u t i o n a l membership to submit the proposal to the ORGANIZATION2
workshop a p p l i c a t i o n p o r t a l and t h a t they need to contac t Andre and Hero to discuss the proposal
content . PERSON1 has no idea about the a d m i n i s t r a t i v e plans f o r the workshop , but PERSON3 suggests
asking PERSON4.

PERSON3 and PERSON1 are d iscuss ing a paper publ ished i n 1964 by noise−L i n g u i s t i c s . PERSON1 i s not i n t e r e s t e d
i n a l l the po in t s o f the paper , but he has publ ished i t once or tw ice . PERSON2 has read a l o t o f

papers about machine t r a n s l a t i o n i n h i s researchera t ion , but i t depends on the p a r t i c i p a n t s .
PERSON2 and PERSON3 discuss the p o s s i b i l i t y o f doing a machine t r a n s l a t i o n corpus l i n g u i s t i c s and

morphologies workshop i n Texas . They decide to go f o r s i g d i a l , as the proceedings would be indexed wi th
e thy lan tho logy . PERSON1 suggests t h a t s i g d i a l i s b e t t e r than in terspeech workshop , as i t has less work
and more i n t e n s i v e output . PERSON3 suggests t h a t they should look a t where the proceedings are indexed
to see i f there i s any s p e c i f i c charge f o r the j o u r n a l s .

PERSON3 and PERSON2 discuss the proposal f o r the s a t e l l i t e event . PERSON2 o f f e r s to help w i th some p o t e n t i a l
th ings , but PERSON3 reminds him to do double work . They agree to meet tomorrow and say goodbye .

Figure 14: A sample minute by team Zoom - long version



164

C Sample GPT-Generated Minutes

− Meeting held to discuss o rgan i za t i on o f a shared task or workshop f o r [ORGANIZATION1 ]
− [PERSON1] at tended the meeting from the o f f i c e
− [PERSON3] jo ined the meeting la te , but every th ing was f i n e
− Discussed the p o s s i b i l i t y o f o rgan iz ing a s a t e l l i t e event or spec ia l session a t In terspeech
− [PERSON1] t r a n s l a t e d an emai l regard ing the requirements and t i m e l i n e s f o r spec ia l sessions a t In terspeech
− Discussed the p o s s i b i l i t y o f submi t t i ng a shared task proposal to both In terspeech and S igD ia l
− Concerns ra ised about the workload invo lved i n organ iz ing both events and f i n d i n g enough p a r t i c i p a n t s
− [PERSON3] mentioned t h a t they have exper ience organ iz ing such events and be l ieves i t i s poss ib le to manage

both
− Discussed the need f o r i n s t i t u t i o n a l membership to submit a workshop a p p l i c a t i o n to [ORGANIZATION2 ]
− [PERSON2] mentioned r e c e i v i n g an emai l r ep l y agreeing to some discussed po in t s
− Discussed the need f o r membership to [ORGANIZATION4 ] to submit a proposal
− Considered paying fees f o r a workshop and con tac t i ng Andre and Hero f o r more in fo rma t i on
− Discussed prepar ing content f o r the workshop proposal and s tudy ing other s a t e l l i t e events
− Talked about the need f o r management and c rea t i ng a websi te f o r the shared task
− Discussed p o t e n t i a l p u b l i c a t i o n opt ions , i n c l u d i n g [PROJECT2] L i n g u i s t i c s , arch ive , and [PROJECT1] from

E lsev ie r
− Mentioned the p o s s i b i l i t y o f pub l i sh i ng as pa r t o f the ( ) community and d e f e r r i n g the d iscuss ion to [

PERSON4]
− Agreed to rev i se the proposal and l i s t a d d i t i o n a l tasks needed f o r the s a t e l l i t e event
− [PERSON1] o f f e red to help w i th w r i t i n g chapters f o r the proposal and rev iewing i t
− Agreed to meet again tomorrow to discuss f u r t h e r

Figure 15: A sample minute generated with GPT-4

− Pro jec t meeting was held between [PERSON1] , [PERSON2] , and [PERSON3]
− [PERSON1] was at the o f f i c e and had decided to enjoy walk ing there
− [PERSON3] jo ined the meeting l a t e
− Discussed the p o s s i b i l i t y o f submi t t i ng a proposal f o r a spec ia l session or a s a t e l l i t e event a t [

ORGANIZATION1 ]
− [PERSON1] suggested submi t t i ng a shared task a t [ORGANIZATION2 ]
− [PERSON3] proposed doing both the spec ia l session and the s a t e l l i t e event
− [PERSON3] suggested t h a t the proposal f o r the workshop should be submit ted as soon as poss ib le and get

endorsement
− [PERSON3] a lso suggested t h a t the workshop should be e n t i r e l y independent and the program committee ,

keynotes , and program should be ready before submi t t i ng the proposal
− Deadl ine f o r the s a t e l l i t e event i s February 28 th
− Deadl ine f o r submi t t i ng the f u l l papers o f p a r t i c i p a n t s i s January 15 th
− [PERSON3] suggested doing both the spec ia l session and the s a t e l l i t e event
− Need to contac t [PERSON4] f o r membership to [ORGANIZATION4 ]
− Need to pay fees f o r workshop
− Need to discuss proposal content f o r workshop
− Need to create websi te f o r shared task
− Need to study s a t e l l i t e events accepted to In terspeech l a s t year
− Need to do management and contac t program committee
− Need to decide between SIGDIAL and Interspeech workshop
− SIGDIAL has more i n t e n s i v e output and indexed wi th Ethy lan tho logy
− [PERSON4] can prov ide more in fo rma t i on about [PROJECT2]− L i n g u i s t i c s
− [PERSON2] suggests [PROJECT1] from E lsev ie r
− [PERSON2] suggests [PROJECT2] from PVML
− [PERSON2] suggests [PROJECT3] from BBLT
− [PERSON2] suggests [PROJECT4] from Open Access Journa ls
− Need to discuss wi th [PERSON4] f o r b e t t e r proposal

Figure 16: A sample minute generated with text-davinci-003
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 Instruc�ons for Evalua�on of Minutes 

 Install/update ALIGNMEET and Populate it with Minutes 
 ●  Open command line and run  pip install --upgrade alignmeet  if upda�ng or  pip install 

 alignmeet  if installing for the first �me 
 ●  In case of issues talk to Marie Hledíková (  email removed  ). 

 Find out which mee�ngs are for you 
 ●  See this sheet  (link to sheet removed)  . 
 ●  Whenever you start or finish a mee�ng (all its minutes), please enter it in the appropriate 

 cell. 

 Annota�on Instruc�ons 
 ●  Do not forget to count how many hours you have spent annota�ng! 
 ●  You are assigned a  set of mee�ngs  (mostly English,  some in Czech). 
 ●  Each mee�ng comes with: 

 ○  the  transcript 
 ○  a set of  several minutes  , each created by a different  system. 

 ●  You need provide the following annota�ons to  each  of the minutes  (independently of other 
 minutes): 

 ○  alignment  between the minutes and the transcript 
 ○  quality scores  for each alignment “hunk” (line in  minutes) 
 ○  quality scores  for the minutes as a whole. 

 ●  You  may want  to also use the “Remarks” area (bo�om  right pane, it used to be called 
 “Problems” in previous ALIGNMEET versions) for your convenience in annota�on: 

 ○  You may use the remark “Small talk” to indicate a por�on of the transcript which you 
 do not expect to appear in the minutes. However, if the system does include this in 
 the minutes, you  need to primarily align it with the  minutes  . (It is allowed to use 
 both for any line in the transcript, to have a remark and be aligned to minutes.) 

 ○  You may want to tell us some extra observa�ons. For this use the remark “See 
 separate comment” and write this comment to the table for assigning annotators. 

 ○  The remarks you make will be copied over to the next minutes of the same transcript 
 if the minutes have not been processed yet. You may switch between the different 
 minutes of the same transcript as you like but as soon as the minutes have such a 
 remark, no other remarks will be copied to them. Sequen�al processing of the 
 minutes one by one is thus the best op�on. 

 ●  Detailed instruc�ons: 
 ○  Alignment  : 

 ■  Try to cover all items in the minutes and all text in the transcript but: 

D Annotation Instructions
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 1.  Not all parts of the transcript have to be aligned to an item in the 
 minutes; e.g. if the system decided to exclude the given piece of 
 informa�on or topic altogether. 

 2.  Occasionally, some items in the minutes also end up non-aligned; 
 e.g. items in the minutes which are fully hallucinated will not be 
 linked to any segment in the transcript. 

 ■  Do try to make use of the new  autoalign feature:  in  the top toolbar, set the 
 threshold (the lower, the fewer alignments will be made) and click Autoalign. 
 Alignmeet will suggest an alignment hint which will be displayed as color 
 only under the speaker names. You will then need to manually confirm the 
 alignments. It generally tends to help the most if you set a low threshold just 
 to get a rough idea of where things are, the finer sugges�ons do not tend to 
 be very good. 

 ○  Quality scores  are in the range 1 (worst) to 5 (best). 
 ○  For individual “hunks” (i.e. the colored alignments) the scores should reflect: 

 ■  Adequacy  assesses if the item in the minute adequately  captures the 
 content of the respec�ve aligned segment(s) of the transcript. 

 ■  Fluency  reflects if the item in the minute consists  of fluent, coherent text 
 and is readable to the evaluator. 

 ■  Gramma�cal Correctness  checks the level to which  the item in the minute is 
 free of errors in the grammar. 

 ■  Relevance  signifies whether the item in the minute  is relevant to be included 
 in the mee�ng summary (e.g. a perfect summary of small talk is not 
 relevant). 

 ○  For the whole mee�ng minutes, the scores should reflect: 
 ■  Adequacy  assesses if the minutes adequately capture  the major topics 

 discussed in the mee�ng, also considering coverage (all such topics covered). 
 ■  Fluency  reflects if the minutes consist of fluent,  coherent texts and are 

 readable to the evaluator. 
 ■  Gramma�cal Correctness  checks the level to which  the minutes are 

 gramma�cally correct. 
 ■  Relevance  signifies the extent to which the minutes  overall capture the 

 important content from the source transcript (as opposed to summarizing 
 useless parts). 

 ●  Remark on  minutes styles  : 
 ○  There are two major types of mee�ngs in our collec�on, you may be able to no�ce 

 this difference. 
 ○  The style of minutes can however vary a lot depending on which system prepared 

 the minutes. 
 ○  The quality scores are designed so that they  should  not be affected by the style 

 differences too much. 
 ○  If you cannot avoid considering the style of the minutes in your scoring,  consider the 

 style across all the different minutes  that are provided  for the given mee�ng. (I.e. 
 minutes depar�ng seriously in their style from the rest may suffer slightly worse 
 scores, but try to avoid this effect as much as possible.) 
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E GPT prompts

Given the f o l l o w i n g meeting t r a n s c i p t and minutes , eva luate the minutes o f the meeting f o r i t ’ s adequacy (
the judgment i f summary sentences represent conc lus ions c l e a r l y v i s i b l e i n the t r a n s c r i p t s o f the
d iscuss ions ) , re levance (how we l l the summary sums up the main idea of the meeting ) , and t o p i c a l i t y (
whether summary sentences cover t o p i c s t h a t are discussed i n the t r a n s c r i p t ) .

___________________________________________________________
T r a n s c r i p t :
{ t r a n s c r i p t }
___________________________________________________________
Minutes :
{ system_generated_minutes }
___________________________________________________________
Evaluate minutes f o r i t ’ s adequacy ( the judgment i f summary sentences represent conc lus ions c l e a r l y v i s i b l e

i n the t r a n s c r i p t s o f the d iscuss ions ) , re levance (how we l l the summary sums up the main idea of the
meeting ) , and t o p i c a l i t y ( whether summary sentences cover t o p i c s t h a t are discussed i n the t r a n s c r i p t ) .

Give each score separa te ly on a scale 0 to 10 , where 10 i s the best :

Figure 17: The prompt asking to rate each minutes for adequacy, relevance, and topicality. We label this prompt as
“GPT-ART”.

Given the f o l l o w i n g meeting t r a n s c r i p t and minutes , eva luate the minutes f o r t h e i r adequacy ( to what ex ten t
the minutes adequately capture the major t o p i c s discussed i n the meeting , a lso cons ider ing coverage , i .
e . a l l such t o p i c s covered ) , f l uency ( i f the minutes cons i s t o f f l u e n t , coherent t e x t s and are readable

to the eva lua to r ) , grammatical cor rec tness ( the l e v e l to which the minutes are grammat ica l ly c o r r e c t )
and relevance ( the ex ten t to which the minutes o v e r a l l capture the impor tan t content from the source
t r a n s c r i p t ( as opposed to summarizing useless par t s ) .

___________________________________________________________
T r a n s c r i p t :
{ t r a n s c r i p t }
___________________________________________________________
Minutes :
{ system_generated_minutes }
___________________________________________________________
Now evaluate the minutes f o r t h e i r adequacy , f luency , grammatical cor rec tness and relevance . Give each score

separa te ly on a scale 0 to 10 , where 10 i s the best :

Figure 18: The prompt asking to rate each minutes for adequacy, relevance, and grammatical correctness. We label
this prompt as “GPT-AFGR”.

The f o l l o w i n g conversa t i ona l t u rn i s from a meeting t r a n s c r i p t . C l a s s i f y the tu rn i n t o ’ F i l l e r ’ ( not
r e l evan t ou ts ide o f the meeting ) or ’ Content ’ ( con ta ins re l evan t i n f o rma t i on ) .

_________________________
{ conversa t ion_ tu rn }
_________________________
C l a s s i f i c a t i o n o f the tu rn as ’ F i l l e r ’ or ’ Content ’ :

Figure 19: A prompt used to mark conversational tun as containing information or being a filler.


