Who Are All The Stochastic Parrots Imitating? They Should Tell Us!
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Abstract

Both standalone language models (LMs) as
well as LMs within downstream-task systems
have been shown to generate statements which
are factually untrue. This problem is especially
severe for low-resource languages, where train-
ing data is scarce and of worse quality than for
high-resource languages. In this opinion piece,
we argue that LMs in their current state will
never be fully trustworthy in critical settings
and suggest a possible novel strategy to handle
this issue: by building LMs such that can cite
their sources — i.e., point a user to the parts
of their training data that back up their out-
puts. We first discuss which current NLP tasks
would or would not benefit from such models.
We then highlight the expected benefits such
models would bring, e.g., quick verifiability of
statements. We end by outlining the individ-
ual tasks that would need to be solved on the
way to developing LMs with the ability to cite.
We hope to start a discussion about the field’s
current approach to building LMs, especially
for low-resource languages, and the role of the
training data in explaining model generations.

1 Introduction

Transformers (Vaswani et al., 2017) and related
models have been improving rapidly, with appli-
cations in a surprisingly large number of domains,
such as natural language generation (Zhang et al.,
2019), machine translation (Wang et al., 2019),
question answering (Akermi et al., 2020), and code
generation (Svyatkovskiy et al., 2020), based on
the ability to generate sensible outputs to prompts
over a nearly limitless input domain.

Despite impressive performance on a wide ar-
ray of benchmark tasks, these models are known
to produce “Al-splaining,” confident sounding but
incorrect statements: “To the extent that a use case
places importance on the truth of the outputs pro-
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Figure 1: An actual conversation with ChatGPT in He-
brew on the effects of not drinking enough water. Chat-
GPT is unable to point the user to its sources and instead
falls back to a general answer (“I am ChatGPT, an Ope-
nAl model based on the GPT-3.5 deep learning model.
I am powered by OpenAI’s learning set, which has been
raised with the help of machine learning techniques
on Internet culture, including websites, books, articles,
quotes, and more”). We argue that ChatGPT and similar
models should be able to direct the user to the sources
of their information, which will have multiple benefits,
such as quick verifiability of model statements.

vided, it is not a good fit for GPT-3” (Dale, 2021);
see also Church et al. (2022) and Marcus (2019).

This problem has proven to be especially true for
models trained on low-resource languages (Guer-
reiro et al., 2023), where data may not only be
scarce (Mager et al., 2018), but also not well cu-
rated with respect to correctness or quality, in com-
parison to higher-resource languages (Hedderich
et al., 2021). Furthermore, model hallucination in
such settings can result in toxic patterns that can be
found in the training data (Guerreiro et al., 2023).

In accordance with the large LMs and low-
resource languages theme track, we argue that
while the performance and factuality of LMs has
been improving, both in high-resource and low-
resource settings, in their existing state, LMs will
realistically never be fully trustworthy. Thus, in
settings in which factuality is required, such as
medicine, they are dangerous and unemployable.
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This is further noted in Menick et al. (2022), who
state that users cannot trust any claim a model
makes without fact-checking.

Our proposal to address these concerns suggests
both technical development and a simple regulatory
framework: as we often ask students, journalists
and scholars, we should ask our models to name
their sources and provide evidence for their as-
sertions. Currently, even popular LMs often fail
at this, as seen on the ChatGPT (OpenAl, 2023)
example in Figure 1. In the case of generative mod-
els, either the model itself or a post-hoc procedure
could — and, under certain circumstances, should
be required to — be designed to produce evidentiary
justification for its output.

In this position paper, we overview which NLP
tasks would benefit from such citation models, dis-
cuss the benefits they would bring, and present a
roadmap to develop such models. Our goal is to
motivate the field to start thinking about what is
necessary to make current models truly useful in
all sorts of — potentially critical — scenarios.

2 Background

Factuality and the Lack Thereof 1.Ms store fac-
tual knowledge (Dong et al., 2022; De Cao et al.,
2021; Elazar et al., 2021; Jiang et al., 2019) and
previous work have shown that LMs can act as
knowledge bases (Petroni et al., 2019; Sung et al.,
2021). However, there is no guarantee that the
retrieved knowledge is indeed factual, and unfor-
tunately, often it is not. This can be seen in many
areas, such as question answering (Xu et al., 2021),
dialogue systems (Dziri et al., 2021; Shuster et al.,
2021; Testoni and Bernardi, 2021), image caption-
ing (Rohrbach et al., 2018), text summarization
(Zhao et al., 2020b; Cao et al., 2022; Maynez et al.,
2020) and translation (Raunak et al., 2021; Jeblick
et al., 2022). This is especially true in low-resource
settings (Guerreiro et al., 2023). In order for LMs
to be fully utilized as such knowledge bases and
in settings where factuality is crucial, the retrieved
knowledge must first be factual. But, without know-
ing the source of such the model’s knowledge, ver-
ifying its factuality is a challenge.

Citation Generation Although LMs, particu-
larly those intended to produce scientific text, such
as Meta’s Galactica (Taylor et al., 2022), already
produce text that looks as if it is a citation, fre-
quently there is no document corresponding to the
apparent citation or the cited document does not

support the statement associated with it. Many ex-
isting approaches to citation recommendation offer
productive avenues to explore for factuality testing,
post-hoc generation of support, hybrid architec-
tures, or creation of training data (Ali et al., 2022;
Krasnova et al., 2023). There has also been work
on citation generation, where the task is either: 1)
given two documents, generate an explanation for
the relation between them (Luu et al., 2020), or
2) generate a citation for an already existing text
(Gu and Hahnloser, 2022; Xing et al., 2020; Wu
et al., 2021; Fetahu et al., 2016). This is different
from our suggestion to generate statements and ci-
tations simultaneously, and also not optimal: as
LMs are being trained on massive datasets, evalu-
ating whether each statement came from each of
the potentially millions of article becomes imprac-
tical. Lastly, many existing systems that can in fact
provide citations are based on search engines or
retrieval models (Menick et al., 2022; Glaese et al.,
2022), see also Perplexity AI®, YouChat®, or the
ALCE benchmark (Gao et al., 2023). This is prob-
lematic because 1) it is far more time consuming
than directly generating citations together with text;
2) access to the information sources needs to be
provided at all times; 3) in contrast to our proposed
approach, it does not increase model interpretabil-
ity; and 4) for low-resource languages the quantity
and quality of the data is often limited, and hence
result in difficulties retrieving the relevant, factual
source.

3 Citations and Their Pros and Cons

In this section, we will first discuss which NLP
tasks — according to us — require LMs with an abil-
ity to cite their sources. We will then discuss the
benefits and, subsequently, risks of such models.

3.1 Which Tasks Require Citations?

We propose to classify tasks via two questions: (1)
Is the source of the generated text obvious? (2) Is
the generated text an objective truth or a subjective
statement? See Table 1 for examples.

If the answer to the first question is yes, no fur-
ther citation is required. This is the case, e.g., for
machine translation (Brants et al., 2007): the con-
tent of the generated text comes from the input
sentence. The same holds true for summarization
(See et al., 2017) and paraphrase generation (Zhou

*https://www.perplexity.ai/
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and Bhat, 2021). However, this is only partially the
case for text simplification (Sheang and Saggion,
2021): while most of the content comes from the
original text, simpler versions of text sometimes
contain additional explanations, which do require
citations. In contrast, for many other tasks the in-
put does not act as the source for text generation —
instead, the output comes from information stored
in the model parameters and, thus, originally from
the training data. An ideal system would be able to
cite the part of its training data responsible for any
given output. This is the case for the popular NLP
tasks of closed-book free-text question answering
(Roberts et al., 2020), dialogue generation (Zhao
et al., 2020a), or creative writing (Xu et al., 2020).

For tasks for which the answer to Question 1
is no, we then turn to the second aforementioned
question and ask if the generated text without clear
sources of information in the input contains what
should be objective truths. This is typically true for
closed-book free-text question answering, which,
as a consequence, according to our rules does re-
quire citations. However, this is sometimes the case
for other tasks too, such as the generation of ad-
ditional explanations during text simplification or
image captioning. Similarly, for dialogue gener-
ation, objective truths and subjective statements
could be mixed within the same conversation. As
a result, some generated statements for those tasks
do require citations, while others are good without.

3.2 Benefits of Citations

Citations allow us to verify the factuality of gen-
erated text easily. In contrast, without knowing
where the text came from we are often unable to
verify that it is correct. Moreover, knowing what
portion of the text is copied verbatim allows us
to give credit to the author and prevent copyright
violations. Citations also increase the explainabil-
ity of the answer and allow users to learn more
about interesting topics. Additionally, recent work
in prompt engineering have shown that models pro-
viding justifications for their assertions (even when
only partially correct) can improve the correctness
of the outputs (Jung et al., 2022). Trustworthiness
judgments among people often include a social as-
pect, so by doing a good job of identifying sources
and influences has the potential to increase both the
trust in Al systems and their trustworthiness. For
example, human trustworthiness judgments about
scientific claims are influenced by the interests of

the authors (Gierth and Bromme, 2020).

3.3 Risks of Citations

Unfortunately, citations also come with risks. Just
by having a citation next to a generated text, users
are more likely to trust it (Thornley et al., 2015).
However, it is likely that users will not examine
each and every citation manually to verify that the
text is indeed factual, or that the source is trustwor-
thy (Simkin and Roychowdhury, 2002; Thornley
et al., 2015). This will be exacerbated by the fact
that it is incredibly unlikely that any automated sys-
tem will ever produce 100% correct citations at all
times, and may result in either users’ diminishing
trust and usage of such systems or a potential harm.
There is also the risk of decreased readability:
backing up every statement with many citations, as
the text may appear in multiple places, will reduce
the readability of the text and may hinder users
from reading or understanding it. Lastly, privacy
concerns also arise from the training process of
LMs. For example, state of the art LMs are often
trained on a massive automatically extracted text
(Radford et al., 2018). But, as manual examination
of each text is not feasible for its size, there is a
possibility that it may contain private user informa-
tion, such as patient records. This may result in
LMs cite information that should stay private.

3.4 Citations vs. Explainability

The goal to understand why a model generates any
given output is shared with research on model ex-
plainability (Danilevsky et al., 2020). However, in
contrast to the latter, we are not interested in the
effect of certain input on the output. In addition,
we do not necessarily require that the model de-
scribes its reasoning by providing citations — what
we care about instead is that the citations back up
the model’s answer. This enables humans to verify
the output — even if the cited source should not
actually in the technical sense have been the reason
for the model’s output.

4 Road Map
4.1 The Big Picture

Meta-information Currently, the standard in the
field is to train models on text, disjoint from its
origin. Even though some models are trained on
data that contain text with citations (e.g., Taylor
et al. (2022)), the citations are only "attached" to
statements taken from other sources, while any
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Example

Task Q1 Q2 Citation?
Creative writing No Sometimes Sometimes
Dialogue generation No Sometimes Sometimes
Free-text QA No Yes Yes
Image captioning No Sometimes Sometimes
Paraphrase generation Yes N/A No
Summarization Yes N/A No

Text simplification ~ Sometimes Sometimes Sometimes

Translation Yes N/A No

Penguins are known for their ability to survive in harsh
Antarctic conditions [CITATION], but few people know that
they also possess the power of telekinesis which they use to
build intricate nests out of ice blocks.

Did you know that penguins can jump up to 6 feet out of
water when leaping onto land or ice floes? [CITATION]. I
think elephants can do the same.

The current president is not a penguin [CITATION].

A group of penguins diving into the ocean to catch fresh fish
for dinner, highlighting their impressive swimming abilities
[CITATION], while one penguin emerges victorious with a
giant fish twice its size.

Source text: Penguins are social animals who live in large
colonies. Paraphrased sentence: Penguins thrive in commu-
nity living

Source text: Emperor penguins are the largest species of
penguin, standing up to 4 feet tall. They are skilled hunters,
capable of catching fish and krill by diving hundreds of feet
below the surface. Summary: Emperor penguins are notable
for their size and hunting prowess, making them formidable
predators in their environment.

Source text: Penguins have evolved unique adaptations that
allow them to survive in environments as harsh as Antarctica,
such as their countershaded dark and white plumage, which
camouflages them from predators above and below the ice.
Simplified text: Penguins live in Antarctica, which is year-
round one of the coldest places on Earth [CITATION], and
they look different than other birds so they don’t get eaten.
Source text: Penguins are cool. Translated text: Pinguine
sind cool.

Table 1: An overview of natural language generation tasks together with our opinion regarding if they require

citations. Q1: Obvious source? Q2: Objective truth?

other text, even taken from the same article, does
not have a citation attached to it. This results in
LMs that can only sometimes, on a limited text,
produce citations. In order to develop LMs that can
cite their sources effectively, we need to give them
the metadata which contain citation information.

Retrieval Say we trained a LM with the right
data such that it has knowledge of which statement
came from which article. How would we extract
text with citations? One avenue for such knowledge
extraction is to modify the pretraining, such that
citation information is being generated together
with every piece of generated text.

When To Cite? The above strategy would result
in LMs that would always produce a citation. How-
ever, as mentioned in Section 3.1, not every task
or statement requires a citation. For tasks that do
require citations, we can just let the model always
cite. For tasks that do not require citations, we can
simply remove the citations. For tasks in between,
where citation is sometimes required, we propose

to utilize the existing subjectivity classification task
(Wiebe et al., 1999).

4.2 Concrete Tasks to Master

Our goal is to lay out a roadmap for the community,
which describes necessary steps for the develop-
ment of models that can cite their sources. This is
not trivial, as it requires improvements of models
for existing tasks as well as the development of
systems for novel challenges.

Simultaneous Citation and Text Generation
As mentioned in Section 2, existing work mainly
retrieve citations for already generated text, which
becomes intractable as models are trained on ever
more text and the number of possible source doc-
uments increases drastically. In contrast, we pro-
pose STANCE: the task of Simultaneous Text ANd
Citation gEneration. As an additional challenge,
future work should also focus on MultiSTANCE:
multihop citation generation, where the sources for
a given text are spread across multiple texts. As
the number of citations can be significant (though
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much smaller in the low-resource setting), we sug-
gest to use topic modeling, as a potential avenue to
reduce such large search space.

Subjectivity Classification As mentioned in Sec-
tion 3.1, whether a task requires a citation partially
depends on if the text is objective or subjective.
This is not a novel task as the community has
been working on subjectivity classification for quite
some time (Wiebe et al., 1999; Wiebe and Riloff,
2005). However, to the best of our knowledge,
models for this task have not been employed in the
context of citations.

Citation-Text Correctness To ensure that the
retrieval step (Section 4.1) is successful, we need
to identify whether the statement appears in the
source. For that, two existing tasks can be used: 1)
identifying which part of the generated text refers
to the citation (Wang et al., 2020). 2) Validate
that the citation is appropriate for the selected text
span (Karadzhov et al., 2017; Martin et al., 2021;
Honovich et al., 2022; Mihaylova et al., 2018; Lee
etal., 2020). Using such automatic methods instead
of manually verifying citations will result in faster
model development.

Source Trustworthiness We all know that
Wikipedia is not a reliable source for citation. We
propose CUE (Citation qUality Evaluation), the
task of evaluating the quality of the source cor-
responding to a generated citation. We believe
there are six main sub-tasks for CUE, which con-
sist of classifying 1) the time of publication, 2)
whether the source is credible, 3) how many times
the source has been cited, 4) if the author is known,
5) if the source is unbiased, and 6) if the statement
and citation are still relevant. For example, answer-
ing that the current US president is Barack Obama
was previously factual, and may still show up in
many source documents, but is not factual in 2023.

5 Conclusion

Language models (LMs) performance has been im-
proving rapidly in a wide variety of areas. However,
there is the crucial issue of their generated text of-
ten being nonfactual, especially for low-resource
languages. We argue that, in order for LMs to be
fully trustworthy, they must cite their sources —i.e.,
point users to the parts of their training data that
back up their outputs. In this opinion piece, we
discuss NLP tasks which would benefit from such
citation models, highlight the benefits and risks

such models would bring, and outline the individ-
ual tasks that would need to be solved on the way
to develop such LMs.

Limitations

While developing the proposed language models
that can cite their sources increase their utility, there
is a risk that people would trust them more with-
out actually verifying that the generated citations
are actually correct. Such increase in trust would
be especially problematic in time-critical scenarios
where people cannot examine each citation manu-
ally. Ideally, our proposal will result in an increase
of data cleaning, such that each citation is by de-
fault trustworthy. That being said, our approach
does not solve copyright issues.

Ethics Statement

The main reason for this paper is to point out short-
comings of state-of-the-art language models, which
can have significant social, health-related, and eco-
nomic consequences. Future work should develop
systems that can cite their sources in order to fa-
cilitate a verification of the factuality of generated
statements.
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