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Abstract

Text detoxification is the task of transferring
the style of text from toxic to neutral. While
there are approaches yielding promising re-
sults in monolingual setup, e.g., (Dale et al.,
2021; Hallinan et al., 2022), cross-lingual
transfer for this task remains a challenging
open problem (Moskovskiy et al., 2022). In
this work, we present a large-scale study of
strategies for cross-lingual text detoxification
— given a parallel detoxification corpus for one
language; the goal is to transfer detoxification
ability to another language for which we do
not have such a corpus.

Moreover, we are the first to explore a new
task where text translation and detoxification
are performed simultaneously, providing sev-
eral strong baselines for this task. Finally, we
introduce new automatic detoxification eval-
uation metrics with higher correlations with
human judgments than previous benchmarks.
We assess the most promising approaches also
with manual markup, determining the answer
for the best strategy to transfer the knowledge
of text detoxification between languages.

1 Introduction

The original monolingual task of text detoxifica-
tion can be considered as text style transfer (TST),
where the goal is to build a function that, given a
source style s°"¢, a destination style s%*, and an
input text t°"¢ to produce an output text t*** such
that: (i) the style is indeed changed (in case of
detoxification from toxic into neutral); (ii) the con-
tent is saved as much as possible; (iii) the newly
generated text is fluent.

The task of detoxification was already ad-
dressed with several approaches. Firstly, sev-
eral unsupervised methods based on masked lan-
guage modelling (Tran et al., 2020; Dale et al.,
2021) and disentangled representations for style

*Equal contribution
 Work has been done while at Skoltech

and content (John et al., 2019; dos Santos et al.,
2018) were explored. More recently, Logacheva
et al. (2022b) showed the superiority of supervised
seq2seq models for detoxification trained on a par-
allel corpus of crowdsourced toxic «+» neutral sen-
tence pairs. Afterwards, there were experiments
in multilingual detoxification. However, cross-
lingual transfer between languages with multilin-
gual seqg2seq models was shown to be a challeng-
ing task (Moskovskiy et al., 2022).

In this work, we aim to fill this gap and present
an extensive overview of different approaches for
cross-lingual text detoxification methods (tested in
English and Russian), showing that promising re-
sults can be obtained in contrast to prior findings.
Besides, we explore combining of two seg2seq
tasks/models in a single one to achieve computa-
tional gains (i.e., avoid the need to store and per-
form inference with several models). Namely, we
conduct simultaneous translation and style trans-
fer experiments, comparing them to a step-by-step
pipeline.

Monolingual Text Detoxification

Data | En parallel corpus
Original (En) | Its a crock of s**t, and you know it.
Detox (En) It’s quite unpleasant, and you know it.

Cross-lingual Detoxification Transfer (Ours #1)

Data \ En parallel corpus ¢, Ru parallel corpus ¥

Original (Ru) | Teapuna e**nas, ecim 310 €e cioBa

Detox (Ru) Ona o4YeHb HempaBa, €CJIH 3TO JIei-
CTBUTEJILHO €IIe CJI0Ba

Simultaneous Detoxification& Translation (Ours #2)

Data ‘ En parallel corpus ¢, Ru parallel corpus
Original (Ru) | Teapuna e**nas1, eciu 310 €e cioBa
Detox (En) She’s not a good person if its her words

Table 1: Two new text detoxification setups explored
in this work compared to the monolingual setup.

The contributions of this work are as follows:
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* We present a comprehensive study of cross-
lingual detoxification transfer methods,

* We are the first to explore the task of simulta-
neous detoxification and translation and test
several baseline approaches to solve it,

* We present a set of updated metrics for auto-
matic evaluation of detoxification improving
correlations with human judgements.

2 Related Work

Text Detoxification Datasets Previously, sev-
eral datasets for different languages were released
for toxic and hate speech detection. For instance,
there exist several versions of Jigsaw datasets —
monolingual (Jigsaw, 2018) for English and mul-
tilingual (Jigsaw, 2020) covering 6 languages. In
addition, there are corpora specifically for Rus-
sian (Semiletov, 2020), Korean (Moon et al.,
2020), French (Vanetik and Mimoun, 2022) lan-
guages, inter alia. These are non-parallel classifi-
cation datasets. In previous work on detoxification
methods, such kind of datasets were used to de-
velop and test unsupervised text style transfer ap-
proaches (Wu et al., 2019; Tran et al., 2020; Dale
et al., 2021; Hallinan et al., 2022).

However, lately a parallel dataset ParaDetox for
training supervised text detoxification models for
English was released (Logacheva et al., 2022b)
similar to previous parallel TST datasets for for-
mality (Rao and Tetreault, 2018; Briakou et al.,
2021). Pairs of toxic-neutral sentences were col-
lected with a pipeline based on three crowdsourc-
ing tasks. The first task is the main paraphrasing
task. Then, the next two tasks — content preser-
vation check and toxicity classification — are used
to verify a paraphrase. Using this crowdsourcing
methodology, a Russian parallel text detoxifica-
tion dataset was also collected (Dementieva et al.,
2022). We base our cross-lingual text detoxifi-
cation experiments on these comparably collected
data (cf. Table 2).

Text Detoxification Models Addressing text
detoxification task as seg2seq task based on a par-
allel corpus was shown to be more successful than
the application of unsupervised methods by Lo-
gacheva et al. (2022b). For English methods, the
fine-tuned BART model (Lewis et al., 2020) on
English ParaDetox significantly outperformed all
the baselines and other seg2seq models in both au-
tomatic and manual evaluations. For Russian in

| Train | Dev | Test | Total

English (Logacheva et al., 2022b) | 18777 | 988 | 671 | 20436

Russian (Dementieva et al., 2022) | 5058 | 1000 | 1000 | 7058

Table 2: Parallel datasets for text detoxification used
in our cross-lingual detoxification experiments.

(Dementieva et al., 2022), there was released ruT5
model (Raffel et al., 2020) fined-tuned on Russian
ParaDetox. These SOTA monolingual models for
English!' and Russian? are publicly available.

Multilingual Models Together with pre-trained
monolingual language models (LM), there is a
trend of releasing multilingual models covering
more and more languages. For instance, the
NLLB model (Costa-jussa et al., 2022) is pre-
trained for 200 languages. However, large multi-
lingual models can have many parameters (NLLB
has 54.5B parameters), simultaneously requiring a
vast amount of GPU memory to work with it.

As the SOTA detoxification models were fine-
tuned versions of T5 and BART, we experiment
in this work with multilingual versions of them —
mT5 (Xue et al., 2021) and mBART (Tang et al.,
2020). The mT5 model covers 101 languages and
has several versions. The mBART model has sev-
eral implementations and several versions as well.
We use mBART-50, which covers 50 languages.
Also, we use in our experiments the M2M100
model (Fan et al., 2021) that was trained for trans-
lation between 100 languages. All these models
have less than 1B parameters (in large versions).

Cross-lingual Knowledge Transfer A common
case is when data for a specific task is available
for English but none for the target language. In
this situation, techniques for knowledge transfer
between languages are applied.

One of the approaches usually used to address
the lack of training data is the translation ap-
proach. It was already tested for offensive lan-
guage classification (EI-Alami et al., 2022; Wadud
et al., 2023). The idea is to translate the training
data in the available language into the target lan-
guage and train the corresponding model based on
the new translated dataset.

The methods for zero-shot and few-shot text
style transfer were already explored. In (Krishna
et al., 2022), the operation between style and lan-
guage embeddings is used to transfer style knowl-

"https://huggingface.co/s-nlp/bart-base-detox
Zhttps://huggingface.co/s-nlp/ruT5-base-detox
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Figure 1: Backtranslation approach: (i) translate input text into resource-rich language; (ii) perform detoxifica-

tion; (iii) translate back into target language.

edge to a new language. The authors in (Lai
et al., 2022b) use adapter layers to incorporate the
knowledge about the target language into a TST
model.

For text detoxification, only in (Moskovskiy
et al., 2022) cross-lingual setup was explored
through the translation of inputs and outputs of
a monolingual system. It has been shown that
detoxification trained for English using a multilin-
gual Transformer is not working for Russian (and
vice versa). In this work, we present several ap-
proaches to cross-lingual detoxification, which, in
contrast, yield promising results.

Simultaneous Text Generation&Translation
The simultaneous translation and text generation
was already introduced for text summarization.
Several datasets with a wide variety of languages
were created (Perez-Beltrachini and Lapata, 2021;
Hasan et al., 2021). The main approaches to tackle
this task — either to perform step-by-step text gen-
eration and translation or train a supervised model
on a parallel corpus. To the best of our knowledge,
there were no such experiments in the domain of
text detoxification. This work provides the first
experiments to address this gap.

3 Cross-lingual Detoxification Transfer

In this section, we consider the setup when a
parallel detoxification corpus is available for a
resource-rich language (e.g., English), but we
need to perform detoxification for another lan-
guage such corpus is unavailable. We test several
approaches that differ by the amount of data and
computational sources listed below.

3.1 Backtranslation

One of the baseline approaches is translating input
sentences into the language for which a detoxifi-
cation model is available. For instance, we first
train a detoxification model on available English

ParaDetox. Then, if we have an input sentence
in another language, we translate it into English,
perform detoxification, and translate it back into
Russian (Figure 1). Thus, for this approach, we
require two models (one model for translation and
one for detoxification) and three inferences (one
for translation from the target language into the
available language, text detoxification, and trans-
lation back into the target language).

In previous work (Moskovskiy et al., 2022),
Google Translate API and FSMT (Ng et al.,
2019) models were used to make translations. In
this work, we extend these experiments with two
additional models for translation:

* Helsinki OPUS-MT (Tiedemann and Thot-
tingal, 2020) — Transformer-based model
trained specifically for English-Russian
translation.’

* Yandex Translate API available from Yandex
company and considered high/top quality for
the Russian-English pair.*

We test the backtranslation approach with two
types of models: (i) SOTA models for correspond-
ing monolingual detoxification; (ii) multilingual
LM.

3.2 Training Data Translation

Another way of how translation can be used is the
translation of available training data. If we have
available training data in one language, we can
fully translate it into another and use it to train
a separate detoxification model for this language
(Figure 2). For translation, we use the same mod-
els described in the previous section.

As detoxification corpus is available for the tar-
get language in this setup, we can fine-tune either
multilingual LM where this language is present or

3https://huggingface.co/Helsinki-NLP/opus-mt-ru-en
*https://tech.yandex.com/translate
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Figure 2: Training Data Translation approach: (i)
translate available dataset into the target language; (ii)
train detoxification model for the target language.

monolingual LM if it is separately pre-trained for
the required language. Compared to the previous
approach, this method requires a fine-tuning step
that implies additional computational resources.

3.3 Multitask Learning

Extending the idea of using translated ParaDetox,
we can add additional datasets that might help im-
prove model performance.

We suggest multitasking training for cross-
lingual detoxification transfer. We take a multilin-
gual LM where resource-rich and target languages
are available. Then, for the training, we perform
multitask procedure which is based on the follow-
ing tasks: (i) translation between the resource-
rich language and target language; (ii) paraphras-
ing for the target language; (iii) detoxification for
the resource-rich language for which original Pa-
raDetox is available; (iv) detoxification for the tar-
get language based on translated data.

Even if the LM is already multilingual, we sug-
gest that the translation task data help strengthen
the bond between languages. As the detoxification
task can be seen as a paraphrasing task as well,
the paraphrasing data for the target language can
add knowledge to the model of how paraphras-
ing works for this language. Then, the model is
basically trained for the detoxification task on the
available data.

Multilingual LLM Multilingual LLM

Decoder ‘
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9P P = ey
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Figure 3: Adapter approach: (i) insert Adapter layer
into Multilingual LM; (ii) train only Adapter for detox-
ification task on the available corpus.

3.4 Adapter Training

For paraphrasing corpus, we use Opusparcus cor-
pus (Creutz, 2018). For translation, we use cor-
responding en—ru parts of Open Subtitles (Li-
son and Tiedemann, 2016), Tatoeba (Tiedemann,
2020), and news_commentary> corpora.

To eliminate the translation step, we present a
new approach based on the Adapter Layer idea
(Houlsby et al., 2019). The usual pipeline of
seq2seq generation process is:

y = Decoder(Encoder(z)) (D

We add an additional Adapter layer in the
model:

y = Decoder(Adapter(Encoder(z))), (2)

where Adapter = Linear(ReLU (Linear(x)))
and gets as input the output embeddings from en-
coder.

Any multilingual pre-trained model can be
taken for a base seg2seq model. Then, we inte-
grate the Adapter layer between the encoder and
decoder blocks. For the training procedure, we
train the model on a monolingual ParaDetox cor-
pus available. However, we do not update all the
weights of all model blocks, only the Adapter. As
a result, we force the Adapter layer to learn the
information about detoxification while the rest of
the blocks save the knowledge about multiple lan-
guages. We can now input the text in the target
language during inference and obtain the corre-
sponding detoxified output (Figure 3). Compared

Shttps://huggingface.co/datasets/news_commentary

1086


https://huggingface.co/datasets/news_commentary

to previous approaches, the Adapter training re-
quires only one model fine-tuning procedure and
one inference step. While in (Lai et al., 2022b)
there were used several Adapter layers pre-trained
specifically for the language, we propose to use
only one layer between the encoder and decoder of
multilingual LM that will incorporate the knowl-
edge about the task.

For this approach, we experiment with the
M2M100 and mBART-50 models. While the
M2M100 model is already trained for the trans-
lation task, this version of mBART is pre-trained
only on the denoising task. Thus, we additionally
pre-train this model on paraphrasing and transla-
tion corpora used for the Multitask approach. Dur-
ing the training and inference with the mBART
model, we explicitly identify which language the
input and output are given or expected with special
tokens.

4 Detox&Translation

The setup of simultaneous detoxification and
translation occurs when the toxic and non-toxic
parts of the training parallel dataset are in differ-
ent languages. For instance, a toxic sentence in a
pair is in English, while its non-toxic paraphrase
is in Russian.

The baseline approach to address text detoxi-
fication from one language to another can be to
perform step-by-step detoxification and transla-
tion. However, that will be two inference pro-
cedures, each potentially with a computationally
heavy seq2seq model. To save resources for one
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Figure 4: Simultaneous Detox&Translate approach
is based on synthetic cross-lingual parallel corpus.

inference, in this section, we explore the models
that can perform detoxification and translation in
one step.

While for cross-lingual text summarization, par-
allel datasets were obtained, there are no such data
for text detoxification. The proposed approach
is creating a synthetic cross-lingual detoxification
dataset (Figure 4). Then, we train simultaneously
model for detoxification as well as for translation.
The models described in the section above were
also used for the translation step of parallel cor-
pora.

S Evaluation Setups

There are plenty of work developing systems for
text detoxification. Yet, in each work, the compar-
ison between models is made by automatic met-
rics that are not unified, and their choice may be
arbitrary (Ostheimer et al., 2023). There are sev-
eral recent works that studied the correlation be-
tween automatic and manual evaluation for text
style transfer tasks — formality (Lai et al., 2022a)
and toxicity (Logacheva et al., 2022a). Our work
presents a new set of metrics for automatic evalu-
ation for English and Russian languages, confirm-
ing our choice with correlations with manual met-
rics.

For all languages, the automatic evaluation con-
sists of three main parameters:

» Style transfer accuracy (STA,): percentage
of non-toxic outputs identified by a style clas-
sifier. In our case, we train for each language
corresponding toxicity classifier.

» Content preservation (SIM,): measurement
of the extent to which the content of the orig-
inal text is preserved.

* Fluency (FL,;): percentage of fluent sen-
tences in the output.

The aforementioned metrics must be properly
combined to get one Joint metric to rank models.
We calculate J as following:

J= 7112 STA(z;) - SIM(z;) - FL(z;),  (3)

where the scores STA(z;), SIM(z;), FL(x;) €
{0, 1} meaning the belonging to the corresponding
class.
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5.1 Automatic Evaluation for English

Our setup is mostly based on metrics previously
used by (Logacheva et al., 2022b): only the con-
tent similarity metric is updated as other metrics
obtain high correlations with human judgments.

Style accuracy STA, metric is calculated with
a RoBERTa-based (Liu et al., 2019) style classi-
fier trained on the union of three Jigsaw datasets
(Jigsaw, 2018).

Content similarity Before, SIM2¢ was esti-
mated as cosine similarity between the embed-
dings of the original text and the output com-
puted with the model of (Wieting et al., 2019).
This model is trained on paraphrase pairs extracted
from ParaNMT (Wieting and Gimpel, 2018) cor-
pus.

We propose to estimate SIM,, as BLEURT score
(Sellam et al., 2020). In (Babakov et al., 2022), a
large investigation on similarity metrics for para-
phrasing and style transfer tasks. The results
showed that the BLEURT metric has the highest
correlations with human assessments for text style
transfer tasks for the English language.

Fluency FL, is the percentage of fluent sen-
tences identified by a RoBERTa-based classifier
of linguistic acceptability trained on the CoLA
dataset (Warstadt et al., 2019).

5.2 Automatic Evaluation for Russian

The set of previous and our proposed metrics is
listed below (the setup to compare with is based
on (Dementieva et al., 2022)):

Style accuracy In (Dementieva et al., 2022),
STA% is computed with a RuBERT Conversa-
tional classifier (Kuratov and Arkhipov, 2019)
fine-tuned on Russian Language Toxic Comments
dataset collected from 2ch . hk and Toxic Russian
Comments dataset collected from ok . ru.

In our updated metric STA,, we change the tox-
icity classifier using the more robust to adversarial
attacks version presented in (Gusev, 2022).

Content similarity Previous implementation of
SIM9 is evaluated as a cosine similarity of
LaBSE (Feng et al., 2022) sentence embeddings.
The updated metric SIM,, is computed as a clas-
sifier score of RUBERT Conversational fine-tuned
for paraphrase classification on three datasets:
Russian Paraphrase Corpus (Gudkov et al., 2020),
RuPAWS (Martynov et al., 2022), and content

| Old metrics | Ours metrics

STA 0.472 0.598
SIM 0.124 0.244
FL -0.011 0.354
J 0.106 0.482

Table 3: Ours vs old evaluation setups. Spearman’s
correlation between automatic vs manual setups for
each old and new evaluation parameter based on sys-
tems scores for Russian language. All numbers de-
note the statistically significant correlation (p-value <
0.05).

evaluation part from Russian parallel corpus (De-
mentieva et al., 2022).

Fluency Previous metric FL? is measured with
a BERT-based classifier (Devlin et al., 2019)
trained to distinguish real texts from corrupted
ones. The model was trained on Russian texts and
their corrupted (random word replacement, word
deletion, insertion, word shuffling, etc.) versions.

In our updated metric FL,, to make it symmet-
ric with the English setup, fluency for the Rus-
sian language is also evaluated as a RoBERTa-
based classifier fine-tuned on the language accept-
ability dataset for the Russian language RuCoL A
(Mikhailov et al., 2022).

We use the manual assessments available from
(Dementieva et al., 2022) to calculate correlations
with manual assessments. We have 850 toxic sam-
ples in the test set evaluated manually via crowd-
sourcing by three parameters — toxicity, content,
and fluency. We can see in Table 3 the correlations
between human assessments and new metrics are
higher than for the previous evaluation setup (see
details in Appendix C).

To calculate SIM metric for
Detox&Translation task we use the monolingual
version of SIM for the target language, comparing
the output with the input translated into the target
language. For instance, if Detox&Translation
is done from English to Russian, we translate
English toxic input to Russian language and
compare it with the output using Russian SIM,,.

5.3 Manual Evaluation

As the correlation between automatic and man-
ual scores still has room for improvement, we
also evaluate selected models manually. We in-
vited three annotators fluent in both languages
to markup the corresponding three parameters of
evaluation (instructions in Appendix E). A sub-
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2ch.hk
ok.ru

Data Fine # Inference
Method Models Datasets Creation | tuning Steps
Backtranslation | - Detoxification model for the — X X 3
resource-rich language;
- Translation model to the target
language;
Training Data | - Translation model to the target | - ParaDetox on the resource- 1
Translation language; rich language;
- Auto-regressive multilingual
or monolingual LM for the tar-
get language;
Multitask - Auto-regressive multilingual | - ParaDetox on the resource- 1
Learning or monolingual LM for the tar- | rich language;
get language; - Corpus for translation be-
tween the resource-rich and tar-
get languages;
- Corpus for paraphrasing for
the target language;
Adapter - Auto-regressive multilingual | - ParaDetox on the resource- X 1
Training LM where the resource-rich and | rich language;
target languages are present; - Corpus for translation be-
tween the resource-rich and tar-
get languages;
- Corpus for paraphrasing for
the target language;

Table 4: Comparison of the proposed approaches for cross-lingual detoxification transfer based on required com-
putational and data resources. As one may observe, backtranslation approach requires 3 runs of seq2seq models,
while other approaches are based on a single (end2end) model and require only one run.

set of 50 samples from the corresponding test
sets were randomly chosen for this evaluation.
The interannotator agreement (Krippendorff’s «)
reaches 0.74 (STA), 0.60 (SIM), and 0.71 (FL).

6 Results

The automatic evaluation results are presented in
Table 5. Together with the metrics evaluation, we
also assess the proposed methods based on the re-
quired resources (Table 4). We take test sets pro-
vided for both English and Russian datasets for
evaluation (as presented in Table 2). Firstly, we
report scores of humans reference and trivial du-
plication of the input toxic text. Then, we present
strong baselines based on local edits — Delete and
condBERT (Dale et al., 2021; Dementieva et al.,
2021) — and, finally, SOTA seg2seq detoxification
monolingual models based on TS/BART. More-
over, we report the performance of multilingual
models (mBART/M2M100) trained on monolin-
gual parallel corpus separately (RU/EN) or on the
joint corpus (RU+EN) to check the credibility of
training multilingual models for such a task. The
results of the manual evaluation are reported in
Table 6 comparing only the best models identified
with automatic evaluation.

Additional results are available in appendices:

Appendix A contains examples of models’ out-
puts; Appendix B contains examples of toxic text
translations; Appendix D presents a comparison of
different translation methods for each approach.

6.1 Cross-lingual Detoxification Transfer

From Table 5, we see that backtranslation ap-
proach performed with SOTA monolingual detoxi-
fication models yields the best TST scores. This is
the only approach that does not require additional
model fine-tuning. However, as we can see from
Table 4, it is dependent on the constant availabil-
ity of translation system which concludes in three
inference steps.

Training Data Translation approach for both
languages shows the J score at the level of cond-
BERT baseline. While SIM and FL scores are the
same or even higher than monolingual SOTA, the
STA scores drop significantly. Some toxic parts
in translated sentences can be lost while translat-
ing the toxic part of the parallel corpus. It is an
advantage for the Backtranslation approach as we
want to reduce toxicity only in output, while for
training parallel detox corpus, we lose some of the
toxicity representation. However, this approach
can be used as a baseline for monolingual detox-
ification (examples of translation outputs in Ap-
pendix B). Addition of other tasks training data
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STA | SIM | FL | J STA | SIM | FL | J
Russian English
Baselines: Monolingual Setup (on a language with a parallel corpus)
Human references 0.788 | 0.733 | 0.820 | 0.470 | 0.950 | 0.561 | 0.836 0.450
Duplicate input 0.072 | 0.785 | 0.783 | 0.045 | 0.023 | 0.726 | 0.871 0.015
Monolingual models trained on monolingual parallel corpus
Delete 0.408 | 0.761 | 0.700 | 0.210 | 0.815 | 0.574 | 0.690 0.308
condBERT 0.654 | 0.671 | 0.579 | 0.247 | 0.973 | 0.468 | 0.788 0.362
ruT5-detox 0.738 | 0.763 | 0.807 | 0.453 —
BART-detox — 0.892 | 0.624 | 0.833 | 0.458
Multilingual models trained on parallel monolingual corpora
mBART RU 0.672 [ 0.750 [ 0.781 | 0.392 —
mBART EN — 0.857 | 0.599 | 0.824 0.418
mBART EN+RU 0.660 | 0.758 | 0.784 | 0.392 | 0.884 | 0.599 | 0.835 0.435
M2M100+Adapter 0.709 | 0.747 | 0.754 | 0.397 | 0.876 | 0.601 | 0.785 0.413
mBART*+Adapter 0.650 | 0.758 | 0.778 | 0.383 | 0.863 | 0.617 | 0.829 0.435

Cross-lingual Text Detoxification Transfer (from a language with to a language without a parallel corpus)

Backtranslation: monolingual model wrapped by two translations

ruT5-detox (FSMT) — 0.680 | 0.458 | 0.902 | 0.324
BART-detox (Yandex) 0.601 | 0.709 | 0.832 | 0.347 —
mBART (Yandex) 0.595 | 0.710 ‘ 0.835 | 0.345 | 0.661 | 0.561 | 0.913 | 0.322
Translation of parallel corpus and training model on it
mBART RU-Tr (Helsinki) 0.429 [ 0.773 [ 0.780 | 0.257 —
mBART EN-Tr (FSMT) — 0.762 | 0.553 | 0.871 | 0.354
Multitask learning: translation of parallel corpus and adding relevant datasets
mBART EN+RU-Tr 0.552 [ 0.749 | 0.783 | 0.320 —
mBART EN-Tr+RU — 0.539 | 0.749 | 0.783 | 0.312
Adapter training: training multilingual models on monolingual corpus w/o translation
M2M100+Adapter RU — 0.422 [ 0.630 [ 0.779 | 0.186
M2M100+Adapter EN 0.340 | 0.722 | 0.675 | 0.160 —
mBART*+Adapter RU — 0.697 | 0.570 | 0.847 |  0.315
mBART*+Adapter EN 0.569 | 0.705 | 0.776 | 0.303 —

Detox&Translation: Simultaneous Text Detoxification and Translation

Step-by-step approach: monolingual detoxifier as a pivot + translation from/to the pivot

ruT5-detox (FSMT) — 0.930 [ 0.396 [ 0.794 | 0.300
BART-detox (Yandex) 0.775 | 0.694 | 0.876 | 0.467 —

End-to-end models trained on cross-lingual parallel detoxification corpus
mBART (Yandex) 0.788 | 0.562 | 0.744 | 0.333 | 0.922 | 0.446 | 0.728 0.305
mT5 (Yandex) 0.782 | 0.592 | 0.790 | 0.361 | 0.897 ‘ 0.393 | 0.558 ‘ 0.204

Table 5: Automatic evaluation results.

Numbers in bold indicate the best results in the sub-sections.

Rows in green indicate the best models per tasks. In (brackets), the method of translation used for the approach
is indicated. EN or RU denotes training corpus language — original monolingual ParaDetox, while EN-Tr or RU-Tr
denotes translated versions of ParaDetox. mBART* states that the version of mBART fine-tuned on paraphrasing

and translation data.

to a translated ParaDetox yields improvement in
the performance for the Russian language in Mul-
titask setup. Paraphrasing samples can enrich tox-
icity examples that cause the increment in STA. In
terms of required resources, the translation system
can be used only once during training data transla-
tion, but then the fine-tuning step is present in this
approach.

The adapter for the M2M100 model success-
fully compresses detoxification knowledge but
fails to transfer it to another language. The re-
sults are completely different for additionally fine-
tuned mBART. This configuration outperforms
all unsupervised baselines and the Training Data

Translation approach. Still, the weak point for this
approach and the STA score, while not all toxi-
city types, can be easily transferred. However,
Adapter Training is the most resource-conserving
approach: it does not require additional data cre-
ation and has only one inference step. The fine-
tuning procedure should be cost-efficient as we
freeze the layes of the base language model and
back-propagate through only adapter layers. The
adapter approach can be the optimal solution for
cross-lingual detoxification transfer.

Finally, according to manual evaluations in Ta-
ble 6, Backtranslation is the best choice if we want
to transfer knowledge to the English language.
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However, for another low-resource language, the
Adapter approach seems to be more beneficial.
In the Backtranlsation approach for the Russian
language, we have observed a huge loss of con-
tent. That can be a case of more toxic expres-
sions in Russian, which are hard to translate pre-
cisely into English before detoxification. As a re-
sult, we can claim that the Adapter approach is the
most efficient and precise way to transfer detoxi-
fication knowledge transfer from English to other
languages.

6.2 Detox&Translation

At the bottom of Table 5, we report experiments
of baseline approaches: detoxification with mono-
lingual detoxification SOTA, then translation into
the target language.

We can observe that our proposed approaches
for this task for English perform better than the
baselines. While for Russian, the results are
slightly worse; our models require fewer compu-
tational resources during inference. Thus, we can
claim that simultaneous style transfer with trans-
lation is possible with multilingual LM.

7 Conclusion

We present the first of our knowledge exten-
sive study of cross-lingual text detoxification ap-
proaches. The automatic evaluation shows that
the Backtranslation approach achieves the highest
performance. However, this approach is bounded
to the translation system availability and requires
three steps during inference. The Training Data
Translation approach can be a good baseline for a
separate monolingual detoxification system in the
target language. On the other hand, the Adapter
approach requires only one inference step and per-
forms slightly worse than Backtranslation. The
adapter method showed the best manual evaluation
scores when transferring from English to Russian.
However, the open challenge is the capturing of
the whole scope of toxicity types in the language.

We present the first study of detoxification and
translation in one step. We show that the genera-
tion of a synthetic parallel corpus where the toxic
part is in one language, and the non-toxic is in an-
other using NMT is effective for this task. Trained
on such a corpus, multilingual LMs perform at the
level of the backtranslation requiring fewer com-
putations.

All information about datasets, models, and

STA [ SIM | FL | J

English
BART-detox (monolingual) 0.94 | 0.96 | 1.00 | 0.90
Backtr. ruT5-detox (FSMT) 0.78 | 0.78 | 1.00 | 0.58
mBART+Adapter RU 0.74 | 0.70 | 0.96 | 0.42

Russian
ruT5-detox (monolingual) 0.84 | 0.96 | 1.00 | 0.82
Backtr. BART-detox (Yandex) | 0.78 | 0.56 | 1.00 | 0.40
mBART+Adapter EN 0.80 | 0.92 | 0.96 | 0.72

Table 6: Manual evaluation results. We report the
SOTA monolingual models for each language for refer-
ence and the best multilingual models (based on Back-
translation and Adapter approaches).

evaluation metrics can be found online.®’
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8 Limitations

One limitation of this work is the usage of only
two languages for our experiments — English and
Russian. There is a great opportunity for improve-
ment to experiment with more languages and their
pairs to transfer knowledge in a cross-lingual style.
The possibility of solving the detoxification task,
requires the presence of a corpus of toxicity clas-
sification for the language. Firstly, creating a test
set and building a classifier for STA evaluation is
necessary. Also, having some embedding model
for the language is important to calculate the SIM
score for evaluation. For FL, in this work, we use
classifiers. However, such classifiers can not be
present in other languages.

Ethical Considerations

Text detoxification has various applications, e.g.
moderating output of generative neural networks
to prevent reputation losses of companies. Think
of a chatbot responding rudely. Yet automatic
detoxification of user content should be done with
extreme care. Instead, a viable use-case is to sug-
gest that the user rewrite a toxic comment (e.g., to
save her digital reputation as the ‘internet remem-
bers everything’). It is crucial to leave the free-
dom to a person to express comment in the way
she wants, given legal boundaries.

®https://github.com/dardem/text_detoxification
"https://github.com/s-nlp/multilingual_detox

1091


https://github.com/dardem/text_detoxification
https://github.com/s-nlp/multilingual_detox

References

Nikolay Babakov, David Dale, Varvara Logacheva, and
Alexander Panchenko. 2022. A large-scale compu-
tational study of content preservation measures for
text style transfer and paraphrase generation. In Pro-
ceedings of the 60th Annual Meeting of the Asso-
ciation for Computational Linguistics: Student Re-
search Workshop, pages 300-321, Dublin, Ireland.
Association for Computational Linguistics.

Eleftheria Briakou, Di Lu, Ke Zhang, and Joel
Tetreault. 2021. Ol4, bonjour, salve! XFORMAL: A
benchmark for multilingual formality style transfer.
In Proceedings of the 2021 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
pages 3199-3216, Online. Association for Compu-
tational Linguistics.

Marta R Costa-jussa, James Cross, Onur Celebi, Maha
Elbayad, Kenneth Heafield, Kevin Heffernan, Elahe
Kalbassi, Janice Lam, Daniel Licht, Jean Mail-
lard, et al. 2022. No language left behind: Scal-
ing human-centered machine translation. arXiv e-
prints, pages arXiv—2207.

Mathias Creutz. 2018. Open subtitles paraphrase
corpus for six languages. In Proceedings of the
Eleventh International Conference on Language Re-
sources and Evaluation, LREC 2018, Miyazaki,
Japan, May 7-12, 2018. European Language Re-
sources Association (ELRA).

David Dale, Anton Voronov, Daryna Dementieva, Var-
vara Logacheva, Olga Kozlova, Nikita Semenov, and
Alexander Panchenko. 2021. Text detoxification us-
ing large pre-trained neural models. In Proceed-
ings of the 2021 Conference on Empirical Methods
in Natural Language Processing, pages 7979-7996,
Online and Punta Cana, Dominican Republic. Asso-
ciation for Computational Linguistics.

Daryna Dementieva, Varvara Logacheva, Irina Nik-
ishina, Alena Fenogenova, David Dale, Irina
Krotova, Nikita Semenov, Tatiana Shavrina, and
Alexander Panchenko. 2022. RUSSE-2022: Find-
ings of the first Russian detoxification task based on
parallel corpora. In Computational Linguistics and
Intellectual Technologies.

Daryna Dementieva, Daniil Moskovskiy, Varvara Lo-
gacheva, David Dale, Olga Kozlova, Nikita Se-
menov, and Alexander Panchenko. 2021. Methods
for detoxification of texts for the russian language.
Multimodal Technol. Interact., 5(9):54.

Jacob Devlin, Ming-Wei Chang, Kenton Lee, and
Kristina Toutanova. 2019. BERT: Pre-training of
deep bidirectional transformers for language under-
standing. In Proceedings of the 2019 Conference
of the North American Chapter of the Association
for Computational Linguistics: Human Language
Technologies, Volume 1 (Long and Short Papers),
pages 4171-4186, Minneapolis, Minnesota. Associ-
ation for Computational Linguistics.

Cicero Nogueira dos Santos, Igor Melnyk, and Inkit
Padhi. 2018. Fighting offensive language on so-
cial media with unsupervised text style transfer. In
Proceedings of the 56th Annual Meeting of the As-
sociation for Computational Linguistics, ACL 2018,
Melbourne, Australia, July 15-20, 2018, Volume 2:
Short Papers, pages 189-194. Association for Com-
putational Linguistics.

Fatima-zahra El-Alami, Said Ouatik El Alaoui, and
Noureddine En Nahnahi. 2022. A multilingual of-
fensive language detection method based on transfer
learning from transformer fine-tuning model. Jour-
nal of King Saud University-Computer and Informa-
tion Sciences, 34(8):6048-6056.

Angela Fan, Shruti Bhosale, Holger Schwenk, Zhiyi
Ma, Ahmed El-Kishky, Siddharth Goyal, Man-
deep Baines, Onur Celebi, Guillaume Wenzek,
Vishrav Chaudhary, Naman Goyal, Tom Birch, Vi-
taliy Liptchinsky, Sergey Edunov, Michael Auli, and
Armand Joulin. 2021. Beyond english-centric mul-
tilingual machine translation. J. Mach. Learn. Res.,
22:107:1-107:48.

Fangxiaoyu Feng, Yinfei Yang, Daniel Cer, Naveen
Arivazhagan, and Wei Wang. 2022. Language-
agnostic BERT sentence embedding. In Proceed-
ings of the 60th Annual Meeting of the Association
for Computational Linguistics (Volume 1: Long Pa-
pers), ACL 2022, Dublin, Ireland, May 22-27, 2022,
pages 878-891. Association for Computational Lin-
guistics.

Vadim Gudkov, Olga Mitrofanova, and Elizaveta Fil-
ippskikh. 2020. Automatically ranked Russian para-
phrase corpus for text generation. In Proceedings
of the Fourth Workshop on Neural Generation and
Translation, pages 54-59, Online. Association for
Computational Linguistics.

Ilya Gusev. 2022. Russian texts detoxification with lev-
enshtein editing. CoRR, abs/2204.13638.

Skyler Hallinan, Alisa Liu, Yejin Choi, and Maarten
Sap. 2022. Detoxifying text with marco: Control-
lable revision with experts and anti-experts. CoRR,
abs/2212.10543.

Tahmid Hasan, Abhik Bhattacharjee, Wasi Uddin
Ahmad, Yuan-Fang Li, Yong-Bin Kang, and Ri-
fat Shahriyar. 2021. Crosssum: Beyond english-
centric cross-lingual abstractive text summarization
for 1500+ language pairs. CoRR, abs/2112.08804.

Neil Houlsby, Andrei Giurgiu, Stanislaw Jastrzebski,
Bruna Morrone, Quentin de Laroussilhe, Andrea
Gesmundo, Mona Attariyan, and Sylvain Gelly.
2019. Parameter-efficient transfer learning for NLP.
In Proceedings of the 36th International Confer-
ence on Machine Learning, ICML 2019, 9-15 June
2019, Long Beach, California, USA, volume 97 of
Proceedings of Machine Learning Research, pages
2790-2799. PMLR.

1092


https://doi.org/10.18653/v1/2022.acl-srw.23
https://doi.org/10.18653/v1/2022.acl-srw.23
https://doi.org/10.18653/v1/2022.acl-srw.23
https://doi.org/10.18653/v1/2021.naacl-main.256
https://doi.org/10.18653/v1/2021.naacl-main.256
http://www.lrec-conf.org/proceedings/lrec2018/summaries/131.html
http://www.lrec-conf.org/proceedings/lrec2018/summaries/131.html
https://doi.org/10.18653/v1/2021.emnlp-main.629
https://doi.org/10.18653/v1/2021.emnlp-main.629
https://doi.org/10.3390/mti5090054
https://doi.org/10.3390/mti5090054
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/N19-1423
https://doi.org/10.18653/v1/P18-2031
https://doi.org/10.18653/v1/P18-2031
http://jmlr.org/papers/v22/20-1307.html
http://jmlr.org/papers/v22/20-1307.html
https://doi.org/10.18653/v1/2022.acl-long.62
https://doi.org/10.18653/v1/2022.acl-long.62
https://doi.org/10.18653/v1/2020.ngt-1.6
https://doi.org/10.18653/v1/2020.ngt-1.6
https://doi.org/10.48550/arXiv.2204.13638
https://doi.org/10.48550/arXiv.2204.13638
https://doi.org/10.48550/arXiv.2212.10543
https://doi.org/10.48550/arXiv.2212.10543
http://arxiv.org/abs/2112.08804
http://arxiv.org/abs/2112.08804
http://arxiv.org/abs/2112.08804
http://proceedings.mlr.press/v97/houlsby19a.html

Jigsaw. 2018. Toxic comment classification chal-
lenge. https://www.kaggle.com/c/jigsaw-toxic-
comment-classification-challenge. Accessed: 2021-
03-01.

Jigsaw. 2020. Jigsaw multilingual toxic comment
classification.  https://www.kaggle.com/c/jigsaw-
multilingual-toxic-comment-classification. Ac-
cessed: 2021-03-01.

Vineet John, Lili Mou, Hareesh Bahuleyan, and Olga
Vechtomova. 2019. Disentangled representation
learning for non-parallel text style transfer. In Pro-
ceedings of the 57th Conference of the Association
for Computational Linguistics, ACL 2019, Florence,
Italy, July 28- August 2, 2019, Volume 1: Long Pa-
pers, pages 424-434. Association for Computational
Linguistics.

Kalpesh Krishna, Deepak Nathani, Xavier Garcia,
Bidisha Samanta, and Partha Talukdar. 2022. Few-
shot controllable style transfer for low-resource mul-
tilingual settings. In Proceedings of the 60th An-
nual Meeting of the Association for Computational
Linguistics (Volume 1: Long Papers), ACL 2022,
Dublin, Ireland, May 22-27, 2022, pages 7439-
7468. Association for Computational Linguistics.

Yuri Kuratov and Mikhail Arkhipov. 2019. Adaptation
of deep bidirectional multilingual transformers for
russian language. CoRR, abs/1905.07213.

Huiyuan Lai, Jiali Mao, Antonio Toral, and Malvina
Nissim. 2022a. Human judgement as a compass to
navigate automatic metrics for formality transfer. In
Proceedings of the 2nd Workshop on Human Eval-
uation of NLP Systems (HumEval), pages 102-115,
Dublin, Ireland. Association for Computational Lin-
guistics.

Huiyuan Lai, Antonio Toral, and Malvina Nissim.
2022b. Multilingual pre-training with language and
task adaptation for multilingual text style transfer.
In Proceedings of the 60th Annual Meeting of the
Association for Computational Linguistics (Volume
2: Short Papers), ACL 2022, Dublin, Ireland, May
22-27, 2022, pages 262-271. Association for Com-
putational Linguistics.

Mike Lewis, Yinhan Liu, Naman Goyal, Mar-
jan Ghazvininejad, Abdelrahman Mohamed, Omer
Levy, Veselin Stoyanov, and Luke Zettlemoyer.
2020. BART: Denoising sequence-to-sequence pre-
training for natural language generation, translation,
and comprehension. In Proceedings of the 58th An-
nual Meeting of the Association for Computational
Linguistics, pages 7871-7880, Online. Association
for Computational Linguistics.

Pierre Lison and Jorg Tiedemann. 2016. Opensub-
titles2016: Extracting large parallel corpora from
movie and TV subtitles. In Proceedings of the Tenth
International Conference on Language Resources
and Evaluation LREC 2016, PortoroZ, Slovenia,
May 23-28, 2016. European Language Resources
Association (ELRA).

Yinhan Liu, Myle Ott, Naman Goyal, Jingfei Du, Man-
dar Joshi, Dangi Chen, Omer Levy, Mike Lewis,
Luke Zettlemoyer, and Veselin Stoyanov. 2019.
Roberta: A robustly optimized BERT pretraining
approach. CoRR, abs/1907.11692.

Varvara Logacheva, Daryna Dementieva, Irina Kro-
tova, Alena Fenogenova, Irina Nikishina, Tatiana
Shavrina, and Alexander Panchenko. 2022a. A
study on manual and automatic evaluation for text
style transfer: The case of detoxification. In Pro-
ceedings of the 2nd Workshop on Human Evaluation
of NLP Systems (HumEval), pages 90-101, Dublin,
Ireland. Association for Computational Linguistics.

Varvara Logacheva, Daryna Dementieva, Sergey
Ustyantsev, Daniil Moskovskiy, David Dale,
Irina Krotova, Nikita Semenov, and Alexander
Panchenko. 2022b.  ParaDetox: Detoxification
with parallel data. In Proceedings of the 60th
Annual Meeting of the Association for Compu-
tational Linguistics (Volume 1: Long Papers),
pages 6804-6818, Dublin, Ireland. Association for
Computational Linguistics.

Nikita Martynov, Irina Krotova, Varvara Logacheva,
Alexander Panchenko, Olga Kozlova, and Nikita Se-
menov. 2022. Rupaws: A russian adversarial dataset
for paraphrase identification. In Proceedings of
the Thirteenth Language Resources and Evaluation
Conference, LREC 2022, Marseille, France, 20-25
June 2022, pages 5683-5691. European Language
Resources Association.

Vladislav Mikhailov, Tatiana Shamardina, Max
Ryabinin, Alena Pestova, Ivan Smurov, and Ekate-
rina Artemova. 2022. Rucola: Russian corpus of
linguistic acceptability. CoRR, abs/2210.12814.

Jihyung Moon, Won-Ik Cho, and Junbum Lee. 2020.
Beep! korean corpus of online news comments for
toxic speech detection. In Proceedings of the Eighth
International Workshop on Natural Language Pro-
cessing for Social Media, SocialNLP@ACL 2020,
Online, July 10, 2020, pages 25-31. Association for
Computational Linguistics.

Daniil Moskovskiy, Daryna Dementieva, and Alexan-
der Panchenko. 2022.  Exploring cross-lingual
text detoxification with large multilingual language
models. In Proceedings of the 60th Annual Meet-
ing of the Association for Computational Linguis-
tics: Student Research Workshop, pages 346-354,
Dublin, Ireland. Association for Computational Lin-
guistics.

Nathan Ng, Kyra Yee, Alexei Baevski, Myle Ott,
Michael Auli, and Sergey Edunov. 2019. Facebook
fair’s WMT19 news translation task submission. In
Proceedings of the Fourth Conference on Machine
Translation, WMT 2019, Florence, Italy, August 1-
2, 2019 - Volume 2: Shared Task Papers, Day I,
pages 314-319. Association for Computational Lin-
guistics.

1093


https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge
https://www.kaggle.com/c/jigsaw-toxic-comment-classification-challenge
https://www.kaggle.com/c/jigsaw-multilingual-toxic-comment-classification
https://www.kaggle.com/c/jigsaw-multilingual-toxic-comment-classification
https://doi.org/10.18653/v1/p19-1041
https://doi.org/10.18653/v1/p19-1041
https://doi.org/10.18653/v1/2022.acl-long.514
https://doi.org/10.18653/v1/2022.acl-long.514
https://doi.org/10.18653/v1/2022.acl-long.514
http://arxiv.org/abs/1905.07213
http://arxiv.org/abs/1905.07213
http://arxiv.org/abs/1905.07213
https://doi.org/10.18653/v1/2022.humeval-1.9
https://doi.org/10.18653/v1/2022.humeval-1.9
https://doi.org/10.18653/v1/2022.acl-short.29
https://doi.org/10.18653/v1/2022.acl-short.29
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
https://doi.org/10.18653/v1/2020.acl-main.703
http://www.lrec-conf.org/proceedings/lrec2016/summaries/947.html
http://www.lrec-conf.org/proceedings/lrec2016/summaries/947.html
http://www.lrec-conf.org/proceedings/lrec2016/summaries/947.html
http://arxiv.org/abs/1907.11692
http://arxiv.org/abs/1907.11692
https://doi.org/10.18653/v1/2022.humeval-1.8
https://doi.org/10.18653/v1/2022.humeval-1.8
https://doi.org/10.18653/v1/2022.humeval-1.8
https://doi.org/10.18653/v1/2022.acl-long.469
https://doi.org/10.18653/v1/2022.acl-long.469
https://aclanthology.org/2022.lrec-1.610
https://aclanthology.org/2022.lrec-1.610
https://doi.org/10.48550/arXiv.2210.12814
https://doi.org/10.48550/arXiv.2210.12814
https://doi.org/10.18653/v1/2020.socialnlp-1.4
https://doi.org/10.18653/v1/2020.socialnlp-1.4
https://doi.org/10.18653/v1/2022.acl-srw.26
https://doi.org/10.18653/v1/2022.acl-srw.26
https://doi.org/10.18653/v1/2022.acl-srw.26
https://doi.org/10.18653/v1/w19-5333
https://doi.org/10.18653/v1/w19-5333

Phil Ostheimer, Mayank Nagda, Marius Kloft, and So-
phie Fellenz. 2023. A call for standardization and
validation of text style transfer evaluation. CoRR,
abs/2306.00539.

Laura Perez-Beltrachini and Mirella Lapata. 2021.
Models and datasets for cross-lingual summarisa-
tion. In Proceedings of the 2021 Conference on Em-
pirical Methods in Natural Language Processing,
EMNLP 2021, Virtual Event / Punta Cana, Domini-
can Republic, 7-11 November, 2021, pages 9408—
9423. Association for Computational Linguistics.

Colin Raffel, Noam Shazeer, Adam Roberts, Katherine
Lee, Sharan Narang, Michael Matena, Yanqi Zhou,
Wei Li, and Peter J. Liu. 2020. Exploring the limits
of transfer learning with a unified text-to-text trans-
former. J. Mach. Learn. Res., 21:140:1-140:67.

Sudha Rao and Joel Tetreault. 2018. Dear sir or
madam, may I introduce the GYAFC dataset: Cor-
pus, benchmarks and metrics for formality style
transfer. In Proceedings of the 2018 Conference of
the North American Chapter of the Association for
Computational Linguistics: Human Language Tech-
nologies, Volume 1 (Long Papers), pages 129-140,
New Orleans, Louisiana. Association for Computa-
tional Linguistics.

Thibault Sellam, Dipanjan Das, and Ankur Parikh.
2020. BLEURT: Learning robust metrics for text
generation. In Proceedings of the 58th Annual
Meeting of the Association for Computational Lin-
guistics, pages 7881-7892, Online. Association for
Computational Linguistics.

Aleksandr Semiletov. 2020. Toxic russian comments.
https://www.kaggle.com/alexandersemiletov/toxic-
russian-comments. Accessed: 2021-07-22.

Yuqing Tang, Chau Tran, Xian Li, Peng-Jen Chen, Na-
man Goyal, Vishrav Chaudhary, Jiatao Gu, and An-
gela Fan. 2020. Multilingual translation with exten-
sible multilingual pretraining and finetuning.

Jorg Tiedemann. 2020. The tatoeba translation chal-
lenge - realistic data sets for low resource and multi-
lingual MT. In Proceedings of the Fifth Conference
on Machine Translation, WMT@EMNLP 2020, On-
line, November 19-20, 2020, pages 1174—-1182. As-
sociation for Computational Linguistics.

Jorg Tiedemann and Santhosh Thottingal. 2020.
OPUS-MT - building open translation services for
the world. In Proceedings of the 22nd Annual Con-
ference of the European Association for Machine
Translation, EAMT 2020, Lisboa, Portugal, Novem-
ber 3-5, 2020, pages 479-480. European Associa-
tion for Machine Translation.

Minh Tran, Yipeng Zhang, and Mohammad Soley-
mani. 2020. Towards a friendly online community:
An unsupervised style transfer framework for pro-
fanity redaction. In Proceedings of the 28th Inter-
national Conference on Computational Linguistics,

pages 2107-2114, Barcelona, Spain (Online). Inter-
national Committee on Computational Linguistics.

Natalia Vanetik and Elisheva Mimoun. 2022. De-
tection of racist language in french tweets. Inf.,
13(7):318.

Md. Anwar Hussen Wadud, Muhammad F. Mridha,
Jungpil Shin, Kamruddin Nur, and Aloke Kumar
Saha. 2023. Deep-bert: Transfer learning for clas-
sifying multilingual offensive texts on social media.
Comput. Syst. Sci. Eng., 44(2):1775-1791.

Alex Warstadt, Amanpreet Singh, and Samuel R. Bow-
man. 2019. Neural network acceptability judg-
ments. Trans. Assoc. Comput. Linguistics, 7:625—
641.

John Wieting, Taylor Berg-Kirkpatrick, Kevin Gimpel,
and Graham Neubig. 2019. Beyond BLEU:training
neural machine translation with semantic similarity.
In Proceedings of the 57th Annual Meeting of the
Association for Computational Linguistics, pages
4344-4355, Florence, Italy. Association for Compu-
tational Linguistics.

John Wieting and Kevin Gimpel. 2018. ParaNMT-
50M: Pushing the limits of paraphrastic sentence
embeddings with millions of machine translations.
In Proceedings of the 56th Annual Meeting of the
Association for Computational Linguistics (Volume
1: Long Papers), pages 451-462, Melbourne, Aus-
tralia. Association for Computational Linguistics.

Xing Wu, Tao Zhang, Liangjun Zang, Jizhong Han,
and Songlin Hu. 2019. "mask and infill" : Apply-
ing masked language model to sentiment transfer.
CoRR, abs/1908.08039.

Linting Xue, Noah Constant, Adam Roberts, Mi-
hir Kale, Rami Al-Rfou, Aditya Siddhant, Aditya
Barua, and Colin Raffel. 2021. mt5: A massively
multilingual pre-trained text-to-text transformer. In
Proceedings of the 2021 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
NAACL-HLT 2021, Online, June 6-11, 2021, pages
483-498. Association for Computational Linguis-
tics.

1094


https://doi.org/10.48550/arXiv.2306.00539
https://doi.org/10.48550/arXiv.2306.00539
https://doi.org/10.18653/v1/2021.emnlp-main.742
https://doi.org/10.18653/v1/2021.emnlp-main.742
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
http://jmlr.org/papers/v21/20-074.html
https://doi.org/10.18653/v1/N18-1012
https://doi.org/10.18653/v1/N18-1012
https://doi.org/10.18653/v1/N18-1012
https://doi.org/10.18653/v1/N18-1012
https://doi.org/10.18653/v1/2020.acl-main.704
https://doi.org/10.18653/v1/2020.acl-main.704
https://www.kaggle.com/alexandersemiletov/toxic-russian-comments
https://www.kaggle.com/alexandersemiletov/toxic-russian-comments
http://arxiv.org/abs/2008.00401
http://arxiv.org/abs/2008.00401
https://aclanthology.org/2020.wmt-1.139/
https://aclanthology.org/2020.wmt-1.139/
https://aclanthology.org/2020.wmt-1.139/
https://aclanthology.org/2020.eamt-1.61/
https://aclanthology.org/2020.eamt-1.61/
https://doi.org/10.18653/v1/2020.coling-main.190
https://doi.org/10.18653/v1/2020.coling-main.190
https://doi.org/10.18653/v1/2020.coling-main.190
https://doi.org/10.3390/info13070318
https://doi.org/10.3390/info13070318
https://doi.org/10.32604/csse.2023.027841
https://doi.org/10.32604/csse.2023.027841
https://transacl.org/ojs/index.php/tacl/article/view/1710
https://transacl.org/ojs/index.php/tacl/article/view/1710
https://doi.org/10.18653/v1/P19-1427
https://doi.org/10.18653/v1/P19-1427
https://doi.org/10.18653/v1/P18-1042
https://doi.org/10.18653/v1/P18-1042
https://doi.org/10.18653/v1/P18-1042
http://arxiv.org/abs/1908.08039
http://arxiv.org/abs/1908.08039
https://doi.org/10.18653/v1/2021.naacl-main.41
https://doi.org/10.18653/v1/2021.naacl-main.41

A Examples of Detoxification Models Outputs

Model | Source | Generated
Monoli 1 Models

ruT5-detox Cyns 1o -BceMy, 1e6UiIbl, KOTOPbIE TOTOBBI OTAaTh 3a | Cys 1o BceMy Te JII0/AU, KOTOPbIe TOTOBBI OTJIATH 3a
9T0T Ta3 1MiIH. py0 3aKOHYM/INCH, & GabKM Kak TO | 9ToT Ta3 1 MJIH py0 3aKOHYMIINMCH, a JEHbI'H KaK TO
ocBauBaTh HaJI0 OCBaMBaTh HAJ0
Apparently, they are morons who are ready o give 1 million for this basin. the rubles are | Apparently, those people who are ready o pay 1 million rubles for this basin have run
over, but we need to master the money somehow out, but the money needs to be used somehow
A yuurbes yemy 4To yexasia 3a 6yrop 6ia**b uro ona | A yuurbes wemy? UTo yexasa 3arpaHully, 9TO OHA B
B Oeslapycn He OCTaJIoCh ¥ Jajibliie He Goposachk on- | Besapycu He ocrasnach u gasbiine He 6oposack. Omio-
MO3UIHsT HA3BIBAETCS 3UIHA HA3BIBAETCST
And what did the b*tch go over the hill to learn, that she didn’t remain in Belarus and What to study? That she went abroad, that she did not stay in Belarus and did not fight
didn’t fight any further, the opposition is called further. The opposition is called
IT**nexx. Babka 6bl ynaBuiach 3a CBOM KpPOBHBIE. | BOpoc. 6abKa Gbl y/laBUJIach 3a CBOUM KPOBHBIE. BOPOC
B6poc pacunran na tymnoe 6o1110. pacuuTaH Ha TIIYIBLIX JIOAEH
Fck. Grandma would have strangled herself for her money. The stuffing is designed for | bullsh*. Grandma would have strangled herself for her money. stuffing is designed for
stupid rednecks. stupid people

BART-detox He is a f**king parasite. He is not good.

This is a joke , are you all f**king retards?
They are two faced f**ks.

This is a joke, are you all naive?
They are two faced people.

Backtranslation

ruT5-detox (FSMT)

He is a f**king parasite.
This is scaring the s**t out of me.
They are two faced f**ks.

He is not a good person, he is a very bad person.
This scares the hell out of me.
They are bad people

BART-detox (Yandex)

Jlydie 6 pyKoBoACTBO BbIKHHYU Obl Ha xpen!!!!
It would be better if the management were thrown out to hell!!!!

To1 661 y2ke 1¥¥710 A3bIK 3a 3y6aMu geprKal

You should have kept your mouth shut, you bastard

Bot takmm e**mamkam em@é npasa maiot!!!

They still give rights 1o such motherf*ckers!!!

Jlyuie 661 pykoBocTio yBosmn!!!!

It would be better if the management was fired!!!!

Ter ObI Jep2KaJl pOT Ha 3aMKe

You should keep your mouth shut

Haror npasa Takum moxsam! OHu He Muble.
Give rights to such people! They're not cute.

Multitask Learning

mBART RU-Tr (Helsinki)

T**u0,0n0 u B Adpuke r**no.

It’s sh*t, it’s sh*t in Africa too.

IT**opel »kuByImMe 3a CIET HapoJa, B OGHOIOrMA Ha-
3BIBAIOTCS T1APA3UTAMU, OPraHU3M KUBYIIUiT 38 CUET
JIpyroBa

Fegs living at the expense of the people are called parasites in biology, an organism living
at the expense of others

A nmorom nogo6usle nanors Cancansl M0 OTKOC ILyc-
KAIOT.

And then idiots like Sapsan derail them.

910 u B Adpuke HExXOpOIIO.

This is not good in Africa either:

Jltonn xuByIHe 33 CIET HAPOA, B ONOJIOTUH HA3BIBA-
FOTCs TAPAa3UTaMH, OPTraHN3M KUBYIIUIL 33 CIET APY-
roro.

People living at the expense of the people are called parasites in biology, an organism
living at the expense of another.

A 1oTOM Takwe JIIOIU IOf OTKOC IIycKaloT, Kak Car-
CaH.

And then people like Sapsan derail it

mBART EN-Tr (FSMT)

Bor x**u Bam 6abam emie Haji0? TAKol NPUCKYDPAHT
o3Byun!

What the f*ck do you women still need? such a price list was announced!
ITosimtuka 310 BOOGIIE OMMH GOJIBINION elcialiM,
crasio m**opos, Ha**pIBaromux Apyr JApyra.

Politics is generally one big facepalm, a herd of f*ggots f¥cking each other.

Kak MOXKHO 6bLJIO TAKYIO yPOJKY BBIJIBUIATh B JIEILy-
TaThl?

How could such a freak be nominated as a deputy?

BOT 9YTO BaM €lle HaI0? TAKOW IMIPUCKYPAHT O3BYIuI!
what else do you need? such a price list was announced!

ITosmruka - 310 BOOGIIE OfuH GoJbIIOl (eitcanm,
TJIe JIIOJI Pa3rOBAPUBAIOT JIPYT C JIPYTOM.
Politics is generally one big facepalm where people talk to each other:

Kak MOxkKHO 6bLIO €6 BBIIBUTATH B JEIyTATHI?
How could she be nominated as a deputy?

Adapter Training
mBART*+Adapter RU Bor x**u Bam 6abam emie Hasi0? TAKOW NPUCKYpPAHT | BOT UTO BaM YKEHIIMHAM €MIE Hajo? Takoil mpeicky-
03By uuI! panT o3Byum!
What the f*ck do you women still need? such a price list was announced! what else do you need? such a price list was announced!
BOT HOJJIEI] ,pa3bIlPATh MEHS XOUeT ,CTapbé MHE MoJ- | PaspirpaTh MeHs XO4YeT, CTapbé MHE IIOJICOBBIBACT.
COBBIBAET He wants 1o play a trick on me, he gives me old things.
here’s a scoundrel, he wants 10 play a trick on me, he gives me old stuff
JKEHIIMHA n3MeHsieT nbo oxa 6** ip 7Kenmuyna n3mensier n6o oHa HeBepHasI
a woman cheats because she’s a b**ch A woman cheats because she is unfaithful
mBART*+Adapter EN because israeli rabbis never say f**ked up s**t. Because Israeli rabbis don’t say bad things

cretins like this rarely care about facts.
50 , “cctv shows’ crimea parliament explosion with a shitty
picture of fuck knows what with a bit of smoke in it .

People like this rarely care about facts.
50, ‘cctv shows’ crimea parliament explosion with a bad
picture of God knows what with a bit of smoke in it.

Detoxification with Translation

ruT5-detox (FSMT)

learn how to write in Russian, you f**king f**got.
better get the hell out of here you don’t belong here

Do you like boys like that, motherf**ker?

Hayunrecs nucarp 1mo-pyccku.
Learn to write in Russian.

Yxonu, 3/ieCh HET MecTa Jijist Tebsl.
Go away, there’s no place for you here.

Tebe HpaBATCH ITU MAJIBIUKA?
Do you like these boys?

BART-detox (Yandex)

actually no , 1 hate looking for s**t.
calm the f**k down, cnn.

get this Idiot out of there .

Ha camoM zenie Her, s1 HEHABHXKY STO MCKATh.
Actually no, I hate looking it up.

YCIOKOJicd, cnn.com.

Rest easy, cnn.com.

BerTanu sroro nmapHst orTyaa.

Get this guy out of there.

mBART (Yandex)

He HaJI0 OILYCKATLCs J0 yPOBHsI IIyTa Ge3MO3IJIOoro
no need to stoop to the level of a brainless buffoon

BOT TBapH. ¥ KaK OHM IIOCJIE€ 9TOIO 3aCHYTh CMOTYT.
here are the creatures. and how will they be able to sleep after that?

ny u e**nyras ke o1 6**TH

what a f*cking nut you are

It is not necessary to descend to the lower level
And how will they be able to fall asleep after that

Well, you're a weird person.

mT5 (Yandex)

by 6¥Fab comst, nuu paborait amo!

ugh fcking snot, go to work schmuck!

TBapy yKe He 3HAIOT KaK eé HaJl JIOJbMH IIOU3JIe-
BaThCst:

the creatures no longer know how else to make fun of people :(

x**Hs 1m0 GOJIBITIE TOKA3aTh HEYEro
crap, nothing more to show

Leave me alone, go to work. I don’t like you

They don’t know how to make fun of people anymore

There’s nothing else to show.

Table 7: Examples of models’ output: baselines and our proposed approaches.
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B Examples of Translation Outputs

Translator Source Translated Quality
FSMT (Ngetal., 2019) | what the f**k is this comment ? Yro 3T0 32 X *HA? X
FSMT the fact we are doing this now and it | ToT dakT, 9TO MBI JeIa€M ITO Ceii-
started when i was number number is | Yac, ¥ 9TO HAYAJIOCh, KOIJa s1 ObLI X
fucking insane ! HOMEPOM, 3TO I'pebaHo!

FSMT the germans today are the same blind | cerommsiiHIIe HEMIIBI TAKHE K€ CJIe-
brainless followtheleader sheep they | mble Ge3MoO3ryIbIe OBYAPKY, KAKUMEI
were in and throughout their history. OHU OBLIN B CBOEH MCTOPHH.

FSMT the guy was f**king shot ! napeHb rpebaHblil cTpess!

FSMT maybe now no one will be rammed in | MoxkeT 65T, Tenneps HUKTO He Oy-
the *ss . JIET pyraThes B 3**Huiy.

OPUS-MT (Tiedemann | what the f**k is this comment ? Yro ato 3a x**ua?

and Thottingal, 2020) X

OPUS-MT ¢ the fact we are doing this now and it | To, ¥T0o MBI HeaeM ceiidac u 3TO
started when i was number number is | Ha9aJIOCh KOTJa s OBLT HOMEPOM - X
f**king insane ! cymacriectsue!

OPUS-MT the germans today are the same blind | CeromHst HeMIBI - Te Ke ClIemble
brainless followtheleader sheep they | Ge3mo3riible OBIIBI, UTO U BO BCEil UX
were inand throughout their history . HCTOPHH.

OPUS-MT the guy was f**king shot ! [Tapus 3acTpenun! X

OPUS-MT maybe now no one will be rammed in | MozkeT GbITB, Telepb HUKTO HE Oy-
the a** . IeT 3aluXHyT B xk*¥y. X

OPUS-MT it s actually a great idea if you want to | D10  JeICTBUTENBHO  OTJIMYHA
keep nuts out and get s**t done . Wiesi, €CIU Thl XOYelllb AePKATbCS X

IIOJaJIbIIIe 1 3aHUMATBCA ,H*pbl\IOM.

Yandex.Translate what the f**k is this comment ? 9TO0, YepPT BO3bMU, ITO 38 KOMMEH-

Tapuii?

Yandex.Translate the fact we are doing this now and it | ToT dakT, 9TO MBI JleJIaeM 3TO cefi-
started when i was number number is | 9ac, ¥ 9TO HAYaJIOCh, KOT/a 51 ObLT
f**king insane ! HOMEPOM HOMEp, YEePTOBCKH 0e3y-

memn!

Yandex.Translate the germans today are the same blind | HeMIBI ceromHsl - Takue Ke CJie-
brainless followtheleader sheep they | mbre 6e3MO3rIBIE OBIIBI, CIIEIYIOIITHE
were inand throughout their history . 3a JIIEpOM, KAaKUMU OHU ObLINA HA

IPOTAKEHUN BCell CBOE MCTOPUH.

Yandex.Translate the guy was f**king shot ! sroro mapssa, 6**ap, sacrpeaum!

Yandex.Translate maybe now no one will be rammed in | MOXKeT GBITH, TEEPh HUKOTO HE Oy-
the a** . OyT TapaHUTb B 3* 1HuILy. X

Yandex.Translate it s actually a great idea if you want to | Ha caMOM JieJie 3TO OTJIMYHAS U,
keep nuts out and get s**t done . €CJIN BBl XOTUTE HE CXOJUTH C YMa U

JIOBECTH JIEJIO JI0 KOHIA.

Google.Translate what the f**k is this comment ? qTO0 3a Opes 9TOT KOMMeHTapuii?

Google.Translate the fact we are doing this now and it | ToT dakT, 9TO MBI Je]IaeM ITO Ceii-
started when i was number number is | Yac, ¥ 9TO HAYAJIOCh, KOIJa si ObLI
f**king insane ! HOMEPOM HOMEP, YEePTOBCKH 0e3y-

meH!

Google.Translate the germans today are the same blind | HbIHENTHME HEMIIBI - TaKHUE XKe CJIe-
brainless followtheleader sheep they | mble 6Ge3MO3IJIbIE OBIIBI, CIIELYIOIITE
were inand throughout their history . 3a BOXKAKaMU, KOTOPBIMU OHH ObI-

JI1 Ha NPOTSAKEHUU BCEU CBOell uc-
TOPHAH.
Google.Translate the guy was f**king shot ! apeHb ObLI YepPTOBCKHU 3acTpesieH!
Google.Translate maybe now no one will be rammed in | MoxkeT Tenmepb HUKTO He OyAeT Ta- x

Google.Translate

the a** .
it s actually a great idea if you want to
keep nuts out and get s**t done .

paHuTL 1oz, 3% 1.

Ha caMOM JeJie 3TO OTJINIHAs UJIes,
€CJIN BBI XOTUTE IePKAThCS MOTAThb-
e OT OpexoB | JeJaTh ¥ pbMo.

Table 8: Examples of translations from English to Russian.
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Translator Source Translated Quality
FSMT (Ng et al., 2019) | 6x™*b, Tb1 x0Tb ce6s CbIIHIIL? ) Do you even hear yourself?)
TBHI TOBOPHIIIL YTO I IKCTPaAceHC, a | You say I’'m a psychic, and then you say X
IIOTOM I'OBOpUIIb, YTO HET no.
FSMT (Ng et al., 2019) | smano 51 x0uy utob Mp*3u cesm Ha | Personally, I want them to sit down for
MIOKU3HEHOe life. X
FSMT (Ng et al., 2019) | TBapsn,rpyc! Hudero desoBevyeckoro | Creature, c*ward! There is nothing hu-
He 0CTaJIOCh man left. X
FSMT (Nget al., 2019) | Ot sroro nocrpajgaior Toiabko Bes- | Only those with 3.5 employees will be
kue ycrb-neperr** moiick-rerekombr | affected.
c 3.5 coTpygHUKaMU
FSMT (Ngetal., 2019) | umm a**ep, BepHnTe MBaHbIYa, ep- | Go n**her, bring back Ivanich, devils!
!
OPUS-MT (Tiedemann | 6x**b, Tb1 xorh ceba capimmmb?) | Can you f**king hear yourself?) You
and Thottingal, 2020) THI TOBOPHIIIb YTO I IKCTPaceHC, a | say I'm a psychic, and then you tell me
IOTOM T'OBOPHIIIb, YTO HET no.
OPUS-MT (Tiedemann | jm4HO st X04uy uTo6 Mp*3u cesim Ha | Personally, I want the b*stards to sit
and Thottingal, 2020) MIOXKU3HEHOE down for life.
OPUS-MT (Tiedemann | TBapsb,rpyc! Hudero desoBedeckoro | You son of a b**ch! There’s nothing
and Thottingal, 2020) HE OCTaJIOCh human left.
OPUS-MT (Tiedemann | Ot sroro nocrpagaior Toiabko Bes- | This will only cause damage to any of
and Thottingal, 2020) kue ycrb-nieperr** moiick-renekombr | the three-way telecoms with 3.5 em- X
¢ 3.5 COTPpYJIHUKAMUI ployees.
OPUS-MT (Tiedemann | stn 6x**m coscem o**esm TB*pm | These f**king things are so f**ked up.
and Thottingal, 2020) KOHYEHBIE X
OPUS-MT (Tiedemann | umam a**ep, BepHnTe mBanbr4a, uep- | Go f**k yourself, get the Ivanich back!
and Thottingal, 2020) | u! X
Yandex.Translate 6s**p, TBI XOTH cebsa capmmmmb?) | Can you f**king hear yourself?) You
THI TOBOPHIIIb YTO I SKCTPaceHC, a | say I'm a psychic, and then you tell me
IOTOM T'OBOPHUIIIb, YTO HET no.
Yandex.Translate JITYHO 51 X04y 4T00 Mp*3m cenmm ma | Personally, I want the sc*m to go to
TTOXKU3HEHOE prison for life.
Yandex.Translate TBapb,Tpyc! Huuero ugesoBedeckoro | You coward! There’s nothing human
HE 0CTaJIOCh left.
Yandex.Translate Or sToro nocrpajiaor TosbKo Besi- | Only Ust-perep**dyuisk telecoms with
kue ycrb-nepen** moiick-Tesekomer | 3.5 employees will suffer from this
¢ 3.5 coTpyIHUKaAMH
Yandex.Translate ot Gasam coBcem o**eqm TBapm | these whores are completely f**ked up
KOHYEHbIe creatures are finished X
Yandex.Translate nmn v**ep, BepHUTE MBaHBIYA, Yep- | go to hell, bring Ivanovich back, damn
! it!
Google.Translate 6s1**p, TBI XOTH cebs capmmmb?) | f**k, can you even hear yourself?) you
ThI TOBOPHIIL YTO s dKCTpaceHc, a | say that I’'m a psychic, and then you say
IIOTOM TOBOPHIIb, YTO HET that I’m not
Google.Translate JITYHO 1 X04y uT00 Mp*3m ceqm ma | I personally want the sc*m to sit on a
TTOXKU3HEHOE life sentence
Google.Translate TBapb,Tpyc! HUUero yemosedeckoro | creature, c*ward! nothing human left
HE OCTaJIOCh
Google.Translate Or sToro nocrpajaor TosbKo Besi- | Only all sorts of Ust-Perep**duysk-
kue ycrb-niepen** moiick-tenekomer | Telecoms with 3.5 employees will suf-
¢ 3.5 COTpY/THUKAMU fer from this
Google.Translate atn 6a**m coscem oxyenmm TB¥pm | these whores are completely f**ked up X

Google.Translate

KOHYeHbIe
nau H¥*ep, BepHUTE UBAHBIYA, Yep-
Tu!

by the finished creatures
go to hell, bring Ivanovich back, d*mn
it!

Table 9: Examples of translations from Russian to English.
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C Human vs Automatic Evaluation Correlations for Old and New Setups

The detailed correlation results of new and old automatic metrics for the Russian language: (i) based on
system score (Table 10); (ii) based on system ranking (Table 11).

In the first approach, we concatenate all the scores of all systems for corresponding metrics in one
vector and calculate Spearman’s correlation between such vectors for human and automatic evaluation.
For the second approach, we rank the systems based on the corresponding metric, get the vector of
the systems’ places in the leaderboard, and calculate Spearman’s correlation between such vectors for
human and automatic evaluation. We can observe improvements in correlations for both setups with

newly presented metrics.

Metric  STA%4  SIM2d  FLod ol
STA,, 0472 -0.324 -0.121  0.120
SIM,, -0.062  0.124 0.084 -0.026
FL,, 0.018  -0.087 -0.011 -0.132
T 0271 -0138 -0.031 0.106
Metric  STA,  SIM,  FL, Ja
STA,, 0598 -0.071 0130 0.516
SIM,, -0.012 0244 0217 0.176
FL» 0.107 0054 0354  0.229
I 0370  0.096 0.259  0.482

Table 10: Spearman’s correlation coefficient between automatic VS manual metrics based on systems scores for
Russian language. All numbers denote the statistically significant correlation (p-value < 0.05).

Metric STA%¢  SIMod  FLod  jold
STA,, 0235 -0.657 -0.200 0.138
SIM,,  0.130  0.015 0240 0.248
FL,,  -0.024 -0284 0.024 0.002
I 0.169 -0.116 0204 0.231
Metric  STA, SIM,  FL, Ja
STA,,  0.811 -0231  0.600 0.692
SIM,,  0.240  0.732 0349 0.648
FL., 0292 0305 0.868 0.613
Im 0433  0.565 0.534 0.802

Table 11: Spearman’s correlation coefficient between automatic VS manual metrics based on system ranking for
Russian language. All numbers denote the statistically significant correlation (p-value < 0.05)
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D Comparison of Translation Methods

Here, we provide a thorough comparison of all mentioned translation methods for presented approaches:
(i) Cross-lingual Detoxification Transfer (Table 12); (ii) Detox&Translation (Table 13). Additionally, we
provide the experiments for multilingual setup (where the detoxification models are trained on datasets
in both languages simultaneously) for Training Data Translation approach in Table 14.

STA | SIM | FL | J STA | SIM | FL | J
Russian English
Cross-lingual Detoxification Transfer
Backtranslation
ruT5-detox (FSMT) — 0.680 | 0.458 | 0.902 | 0.324
ruT5-detox (Google) — 0.643 | 0.565 | 0.884 | 0.311
ruT5-detox (Yandex) — 0.627 | 0.579 | 0.896 | 0.316
ruT5-detox (Helsinki) — 0.631 | 0.544 | 0.892 | 0.297
BART-detox (FSMT) 0.547 | 0.628 | 0.772 | 0.258 —
BART-detox (Google) 0.578 | 0.721 | 0.815 | 0.333 —
BART-detox (Yandex) 0.601 | 0.709 | 0.832 | 0.347 —
BART-detox (Helsinki) 0.607 | 0.591 | 0.776 | 0.277 —
mBART (FSMT) 0.545 | 0.629 | 0.781 | 0.263 | 0.706 | 0.460 | 0.844 | 0.269
mBART (Helsinki) 0.599 | 0.598 | 0.774 | 0.276 | 0.671 | 0.503 | 0.859 | 0.285
mBART (Yandex) 0.595 | 0.710 | 0.835 | 0.345 | 0.661 | 0.561 | 0.913 | 0.322
mBART (Google) 0.566 | 0.722 | 0.808 | 0.325 | 0.668 | 0.547 | 0.887 | 0.312
Training Data Translation

mBART RU-Tr (FSMT) 0.432 | 0.758 | 0.781 | 0.253 —
mBART RU-Tr (Yandex) 0.384 | 0.773 | 0.780 | 0.228 —
mBART RU-Tr (Helsinki) 0.429 | 0.773 | 0.780 | 0.257 —
mBART EN-Tr (FSMT) — 0.762 | 0.553 | 0.871 | 0.354
mBART EN-Tr (Yandex) — 0.648 | 0.623 | 0.838 | 0.320
mBART EN-Tr (Helsinki) — 0.646 | 0.618 | 0.858 | 0.319

Table 12: Evaluation of TST models. Numbers in bold indicate the best results by each parameter inside of the
subsections. Rows in green indicate the best models chosen for the main results comparison. EN-Tr or RU-Tr
denote translated versions of ParaDetox.

STA | SIM | FL | J STA | SIM | FL | J
Russian English
Detox&Translation
Detoxification with Translation
ruT5-detox (Yandex) — 0.834 | 0.494 | 0.705 | 0.297
ruT5-detox (Google) — 0.829 | 0.490 | 0.686 | 0.284
ruT5-detox (FSMT) — 0.930 | 0.396 | 0.794 | 0.300
ruT5-detox (Helsinki) — 0.811 | 0.442 | 0.770 | 0.279
BART-detox (Yandex) 0.774 | 0.699 | 0.876 | 0.470 —
BART-detox (Google) 0.773 | 0.680 | 0.845 | 0.440 —
BART-detox (FSMT) 0.674 | 0.490 | 0.802 | 0.266 —
BART-detox (Helsinki) 0.674 | 0.614 | 0.802 | 0.325 —
Cross-lingual Training Data
mBART (Yandex) 0.788 | 0.562 | 0.744 | 0.333 | 0.922 | 0.446 | 0.728 | 0.305
mBART (Google) 0.749 | 0.516 | 0.727 | 0.277 | 0.894 | 0.365 | 0.703 | 0.230
mT5-base (Yandex) 0.773 | 0.569 | 0.721 | 0.315 | 0.880 | 0.414 | 0.655 | 0.250
mTS5-base (Google) 0.765 | 0.473 | 0.602 | 0.218 | 0.861 | 0.343 | 0.573 | 0.173
mTS5-large (Yandex) 0.782 | 0.592 | 0.790 | 0.361 | 0.897 | 0.393 | 0.558 | 0.204
mT5-large (Google) 0.745 | 0.536 | 0.708 | 0.280 | 0.846 | 0.410 | 0.713 | 0.250

Table 13: Evaluation of TST models. Numbers in bold indicate the best results by each parameter inside the
subsections. Rows in green indicate the best models to compare the main results.
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STA[SIM[FL[J STA[SIM[FL[J
Russian English
Multilingual Detoxification
Training Data Translation
mBART EN+RU-Tr 0.490 | 0.734 | 0.788 | 0.278 | 0.863 | 0.633 | 0.838 | 0.450
(FSMT)
mBART EN+RU-Tr 0.410 | 0.771 | 0.786 | 0.249 | 0.852 | 0.636 | 0.826 | 0.440
(Yandex)
mBART EN+RU-Tr 0.458 | 0.771 | 0.784 | 0.276 | 0.881 | 0.550 | 0.739 | 0.360
(Helsinki)
mBART EN-Tr+RU 0.613 | 0.775 | 0.781 | 0.370 | 0.692 | 0.583 | 0.861 | 0.327
(FSMT)
mBART EN-Tr+RU 0.453 | 0.769 | 0.784 | 0.272 | 0.768 | 0.593 | 0.857 | 0.376
(Yandex)
mBART EN-Tr+RU 0.584 | 0.780 | 0.782 | 0.356 | 0.792 | 0.583 | 0.870 | 0.386
(Helsinki)

Table 14: Evaluation of TST models. Numbers in bold indicate the best results by each parameter inside the
subsections. EN-Tr or RU-Tr denote translated versions of ParaDetox.
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E Manual Evaluation Instructions

Here, we present the explanation of labels that annotators had to assign for each of the three evaluation
parameters. We adapt the manual annotation process described in (Logacheva et al., 2022a):

Toxicity (STA,,) Is this text offensive?

* non-toxic (1) — the sentence does not contain any aggression or offence. However, we allow covert
aggression and sarcasm.

* toxic (0) — the sentence contains open aggression and/or swear words (this also applies to mean-
ingless sentences).

Content (SIM,,,) Does these sentences mean the same?

* matching (1) — the output sentence fully preserves the content of the input sentence. Here, we
allow some change of sense which is inevitable during detoxification (e.g., replacement with overly
general synonyms: idiot becomes person or individual). It should also be noted that content and
toxicity dimensions are independent, so if the output sentence is toxic, it can still be good in terms
of content.

* different (0) — the sense of the transferred sentence differs from the input. Here, the sense should
not be confused with the word overlap. The sentence is different from its original version if its main
intent has changed (cf. I want to go out and I want to sleep). The partial loss or change of sense
is also considered a mismatch (cf. I want to eat and sleep and I want to eat). Finally, when the
transferred sentence is senseless, it should also be considered different.

Fluency (FL,,) Is this text correct?
* fluent (1) — sentences with no mistakes, except punctuation and capitalization errors.

e partially fluent (0.5) — sentences with orthographic and grammatical mistakes, non-standard
spellings. However, the sentence should be fully intelligible.

* non-fluent (0) — sentences which are difficult or impossible to understand.

However, since all the input sentences are user-generated, they are not guaranteed to be fluent in this
scale. People often make mistakes and typos and use non-standard spelling variants. We cannot require
that a detoxification model fixes them. Therefore, we consider the output of a model fluent if the model
did not make it less fluent than the original sentence. Thus, we evaluate both the input and the output
sentences and define the final fluency score as fluent (1) if the fluency score of the output is greater or
equal to that of the input, and non-fluent (0) otherwise.
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