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Abstract

News Discourse Profiling seeks to scrutinize
the event-related role of each sentence in a
news article and has been proven useful across
various downstream applications. Specifically,
within the context of a given news discourse,
each sentence is assigned to a pre-defined cat-
egory contingent upon its depiction of the
news event structure. However, existing ap-
proaches suffer from an inadequacy of available
human-annotated data, due to the laborious and
time-intensive nature of generating discourse-
level annotations. In this paper, we present
a novel approach, denoted as Intra-document
Contrastive Learning with Distillation (ICLD),
for addressing the news discourse profiling task,
capitalizing on its unique structural character-
istics. Notably, we are the first to apply a
semi-supervised methodology within this task
paradigm, and evaluation demonstrates the ef-
fectiveness of the presented approach. Codes,
models, and data will be available. !

1 Introduction

News discourse profiling (Choubey et al., 2020) is
a specialized task aimed at comprehensively ana-
lyzing the structural aspects of news articles and
effectively categorizing each sentence based on its
contextual depiction of news events. Therefore, this
is a document-level task with sentence-level pre-
dictions (Li et al., 2022a), which has been proven
useful in several downstream tasks, including text
simplification (Zhang et al., 2022a), media bias
analysis (Lei et al., 2022), event coreference reso-
lution (Choubey et al., 2020), RST-style Discourse
Parsing (Li and Huang, 2023) and temporal depen-
dency graph building (Choubey and Huang, 2022).

Nevertheless, as a discourse-level task, the pro-
cess of creating annotations entails a substantial in-
vestment of time and labor. The absence of human-
annotated data poses a significant obstacle to the
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H: Bomb Attack on Bus in Sri Lanka Kills 11

S;: (Main Event) A powerful bomb blew up a
passenger bus on Saturday, killing 11
people and wounding more than 40 others on
the southern coast of Sri Lanka.

0.480

S;o: (Contextual Info) The Tigers have been
fighting for more than two decades to carve
out a separate state for the island's Tamil
minority.

0.725

0.124
S;;: (Contextual Info) The bombing on

Saturday took place near the busy town of
Hikkaduwa, in an area that is popular with
tourists.

Figure 1: An example of news articles in the human-
annotated data. H represents the headline of the news
and S; represents the ith sentence in the news. In paren-
thesis (blue) are news discourse profiling labels assigned
to the respective sentences. On the left and right sides
(green), we provide the cosine similarity values derived
from the sentence embeddings generated by Google’s
Universal Sentence Encoder. In this example, S; and
S11 are semantically similar (0.725) but have different
labels. However, S1g and S1; are in the same category
even though they are not semantically similar (0.124).

practical implementation of news discourse profil-
ing, despite the relatively straightforward acquisi-
tion of unlabeled news articles. Building upon the
aforementioned rationale, our impetus resides in
introducing more unlabeled data for training pur-
poses and formulating a semi-supervised method-
ology tailored to this particular task structure.
Contrastive learning (Zhang et al., 2022b; Le-
Khac et al., 2020; Albelwi, 2022) can effectively
make use of unlabeled data and has been devel-
oped greatly recently which aims to learn effective
representations of words, sentences, or discourses
by pulling semantically close samples together
and pushing away others (Gao et al., 2021). A
fundamental premise underlying contrastive learn-
ing is that the features acquired by encoders, via
self-identification, encompass crucial information
capable of not only distinguishing individual in-
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stances but also discerning disparities across differ-
ent classes (van den Oord et al., 2019). However,
in news discourse profiling, the classification of
each sentence is more profoundly influenced by
the collective discourse structure and its interre-
lationships with other sentences, rather than rely-
ing solely on the inherent semantic meanings of
individual sentences, which poses difficulties in de-
signing a contrastive learning methodology for this
task.

As depicted in Figure 1, we present an illus-
trative instance selected from human-annotated
datasets. H denotes the news headline, while S;
represents the i-th sentence within the news?. In
parenthesis (blue) are news discourse profiling la-
bels assigned to the respective sentences. On the
left and right sides (green), we provide the cosine
similarity values derived from the sentence embed-
dings generated by Google’s Universal Sentence
Encoder (Yang et al., 2020).

Although S1¢ and S1; serve similar functions by
elucidating the terrorists’ workplace and specify-
ing the precise detonation site of the bomb, their
similarity score is a mere 0.124. Conversely, S1
and S7; exhibit a higher similarity score of 0.725,
despite their distinct narrative roles in conveying
this news account. Consequently, it is evident that a
substantial discrepancy exists between the assigned
sentence categories and their underlying semantic
significance, underscoring a pronounced misalign-
ment. In such a scenario, conventional sentence-
level contrastive learning approaches prove inade-
quate for enhancing news discourse profiling, pri-
marily due to their emphasis on capturing sentence-
level semantic meanings. Furthermore, standalone
sentences devoid of contextual information lack
the capacity to effectively represent the intricate
high-level event structures characterizing the entire
discourse.

Building upon the aforementioned discussions,
our objective is to establish an embedding space
that not only captures semantic similarities but
also incorporates the underlying event structure.
Diverging from conventional contrastive learn-
ing methods that construct instance pairs through
self-supervision, our approach operates in a semi-
supervised manner. Thus we present a novel semi-
supervised approach for news discourse profiling,
termed Intra-document Contrastive Learning with

The ordering of sentences is important in analyzing the
event structure of news articles.

Distillation (ICLD), specifically designed for this
discourse-level task. In our proposed method, we
employ a teacher model to predict silver labels for
unlabeled news articles that have not been previ-
ously seen. These predicted labels act as guiding
signals for the construction of positive and negative
sentence pairs within each document, facilitating
the contrastive learning process. Furthermore, our
method incorporates intra-document contrastive
learning along with an additional knowledge distil-
lation component. This serves two purposes: firstly,
to ensure the interaction between the target sen-
tence and its contextual surroundings, and secondly,
to further prevent the collapse of the contrastive as-
pect into simply learning the semantics similarities
of individual sentences.

Extensive experimental evaluations have been
conducted, confirming the efficacy of our proposed
method. By incorporating a larger volume of read-
ily accessible unlabeled news articles, we achieve
a significant improvement in news discourse pro-
filing performance. Notably, to the best of our
knowledge, we are the first to address this partic-
ular task structure and propose a semi-supervised
methodology to tackle it.

2 Related Work

2.1 Contrastive Learning

Recently the technique contrastive learning has
been widely used in unsupervised and self-
supervised learning, which greatly improved the
performance of both visual and language represen-
tation (Ting Chen and Hinton, 2020; Kaiming He
et al., 2020; Tianyu Gao, 2021; Wu et al., 2020;
Zhang et al., 2021; Janson et al., 2021). It learns the
data representation by pushing away negative sam-
ples and pulling close the positive samples where
InfoNCE (van den Oord et al., 2019) objective is
mostly used. Ideally, this would update the en-
coder to carry enough information for both sample
identification and downstream classification.
After achieving great success in computer vi-
sion tasks (Ting Chen and Hinton, 2020; Kaim-
ing He et al., 2020), contrastive learning methods
are then applied to the Natural language process-
ing (NLP) area for sentence representation learn-
ing (Tianyu Gao, 2021; Wu et al., 2020; Zhang
et al., 2021; Janson et al., 2021). One of the main
methodological differences among these works is
the method of data augmentation to generate posi-
tive pairs. CLEAR (Wu et al., 2020) utilizes word
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deletion, span deletion, reordering, and substitution
for data augmentation. It calculates objectives on
both the token level and the sentence level. De-
CLUTR (Giorgi et al., 2020) treats sentences from
the same documents as positive pairs, while sen-
tences from different documents as negative pairs.
SimSCE (Tianyu Gao, 2021) utilizes the dropout
in the pretrained word encoder and is proven to
be an efficient way of augmentation. Leveraging
the foundational concepts of SimCSE, a plethora
of subsequent research endeavors have sought to
enhance this framework through the incorporation
of advanced auxiliary training objectives (Chuang
et al., 2022; Nishikawa et al., 2022; Zhou et al.,
2023; Wu et al., 2022), and (Chanchani and Huang,
2023) recently proposes maximizing alignment be-
tween texts and composition of their phrasal con-
stituents.

2.2 Knowledge Distillation

Knowledge distillation is first proposed by (Hinton
et al., 2015) for model compression by minimizing
the KL divergence between the output distributions
of the teacher model and the student model.

In NLP tasks, large pretrained language mod-
els have achieved remarkable performance (Devlin
et al., 2019; Qiu et al., 2020; AlKhamissi et al.,
2022). Knowledge distillation is one way to retain
comparable performance as large models with rela-
tively compact models. (Yimeng Wu et al., 2021)
effectively compresses models like BERT-base to
BERT-4. (Dongha Choi and Lee, 2022) comes up
with a framework for finetuning a domain-specific
pretrained large language model as a teacher, then
uses activation boundary distillation to teach do-
main knowledge to another language model. (Liu
et al., 2022) compares the effect of knowledge in
three different levels: token level, span level, and
sample level among which the sample level main-
tains most of the knowledge. (Huang et al., 2022)
pretrains and finetunes a teacher model without
pruning, then progressively replaces layers of the
teacher model with the student model learned by
knowledge distillation, which mitigates the overfit-
ting in finetuning pretrained language models.

3 The Semi-supervised Method

Our semi-supervised approach consists of two
learning phases, the first phase of Intra-document
Contrastive Learning with Distillation (ICLD) ex-
clusively utilizes unlabeled news articles and the
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Figure 2: A brief illustration of our model structure fol-
lowing Li et al. (2022b). SA represents the self-attention
module. Upon receiving an input discourse, initial word
embeddings are generated using a language model. Sub-
sequently, two self-attention modules are employed to
obtain both local and global sentence embeddings. The
mixed sentence embeddings are derived by adding the
local and global sentence embeddings, followed by the
integration of a fully connected layer. Finally, a clas-
sification layer is applied to yield the final prediction.
The intra-document contrastive learning phase will be
implemented upon mixed sentence embeddings.

second phase brings back human annotations to
better calibrate the model.

3.1 Model Structure

Within the context of the semi-supervised frame-
work, the teacher model encounters a substantial
volume of unlabeled news articles that may ex-
hibit diverse distributions distinct from the human-
annotated training set. Consequently, to offer more
reliable guidance, the teacher model must possess
strong generalization capabilities, ensuring the ac-
curacy of the generated labels for unseen data in-
stances. In light of these considerations, we opt for
LiMNet (Li et al., 2022b), incorporating the robust
TS5 large language model (Raffel et al., 2020), as
our selected teacher model due to its commendable
performance and generalization abilities.

Our student models adopt the same structural
framework as LiMNet, leveraging small language
models such as Longformer (Beltagy et al., 2020)
as the default choice. During training, the weights
of these student models are iteratively updated. It
is worth noting that the teacher model is solely
trained using the original annotated data, adher-
ing to the identical configuration outlined in its
original paper. Subsequently, the automatically col-
lected unlabeled news articles are fed into this well-
trained teacher model, enabling the derivation of
probability distributions across different sentence
categories.

Figure 2 illustrates the simplified model architec-
ture of LiMNet, where two self-attention modules
(Bahdanau et al., 2014; Chorowski et al., 2015) are
utilized. The first self-attention module focuses
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Figure 3: An overview of our proposed method. For
a given unlabeled discourse, the teacher model is first
utilized to tag the sentences of the discourse to obtain
the silver labels, where different colors denote different
classes. Then dynamic filtering is implemented to fil-
ter those sentences with relatively low confidence, the
gray color means the sentences are neglected. Then,
sentences in the same category are randomly sampled
as positive samples while sentences with different cate-
gories are randomly sampled as negative ones, on which
is the contrastive training objective L, calculated. In the
meantime, an extra distillation phase Lo is implemented
on unfiltered sentences to avoid the collapse solution.

on capturing interactions among word embeddings
within the given sentence, thereby producing a lo-
calized representation as the local sentence embed-
ding. The second self-attention module leverages
the interaction between the specific sentence em-
bedding and the contextual word embeddings to
derive a comprehensive global sentence embed-
ding. Finally, a fully connected layer is employed
for the purpose of final classification.

3.2 Phase One: Intra-document Contrastive
Learning with Distillation (ICLD)

During the ICLD phase, exclusively unlabeled
news articles are utilized, figure 3 illustrates the
workflow of intra-document contrastive Learning
with distillation (ICLD).

Random Sentence Filtering Due to the poten-
tial distribution shift between the human-annotated
data and the newly acquired unlabeled data, strictly
adhering to the generated silver labels may lead to
suboptimal outcomes. Moreover, the imperfections
of the teacher model could be transmitted to the
student models through the inclusion of noisy sil-
ver labels. To address this challenge, we propose a
solution involving the random filtering of sentences
exhibiting relatively lower confidence.
Considering the variability in confidence distri-
butions across different categories, it is impractical
to manually establish a specific static threshold for
each category. Instead, we utilize a more flexible
approach that leverages the intrinsic characteristics
of the teacher models and the newly collected ar-
ticles. Specifically, we adopt the k-th percentile

approach for determining flexible thresholds, based
on the silver label confidences estimated by the
teacher model. These thresholds are dynamically
adjusted as the teacher model or unseen data un-
dergo modifications. Consequently, sentences with
confidences lower than their respective thresholds
are subjected to filtering with a probability of 0.5
during each epoch. This stochastic filtering ap-
proach is employed due to the inherent uncertainty
associated with low-confidence sentences, as their
definitive correctness cannot be ascertained in the
absence of golden labels. By employing adaptable
thresholds, we mitigate the reliance on predefined
confidence thresholds for individual categories, al-
lowing for a more tailored and nuanced filtering
process.

Intra-document Contrastive Learning (ICL)

The generation of positive pairs for contrastive
learning follows a specific procedure: under the su-
pervision of silver labels, unfiltered sentence pairs
of the same category within each document are
randomly sampled without replacement until no
sentences remain belonging to the same category.
Then, negative pairs are randomly sampled without
replacement, from the remaining sentences where
no sentence pair shares the same silver label until
no additional pairs can be generated. Specifically,
once the silver labels are procured, for each la-
bel with more than two associated sentences, we
randomly select two sentences. This process con-
tinues until just one or no sentence remains for that
label, constituting our positive samples. For the re-
maining sentences, we repeat a similar sampling of
two sentences at a time to form negative pairs until
only one sentence or none remains in the document.
This sampling process guarantees diverse positive
and negative pairs, facilitating effective contrastive
learning within the intra-document context.

Following the establishment of positive and neg-
ative pairs, the contrastive learning constraint is
imposed on the mixed sentence embeddings de-
rived from the input discourse. Notably, the mixed
sentence embeddings encompass crucial contextual
information essential for comprehending the news
event content, distinguishing them from lower-level
sentence embeddings. Thus, the contrastive learn-
ing process focuses on leveraging contextual em-
beddings to enhance the discriminative ability and
semantic understanding of the news event represen-
tations. Cosine similarity is used as the measure-
ment of similarity between two embeddings, and
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the contrastive learning constraint is formulated as:

m - 2?21 ecos(gi»g;)/'r

noyYm eCOS(QMf)/T +8

Ly = —log (1)

where g; and g;” represent global sentence embed-
dings in negative pair, g; and g;f represent sentence
embeddings in positive pair. n is the number of pos-
itive pairs and m is the number of negative pairs
in this discourse. 7 represents the temperature rate
which is in the range of 0 to 1. 3 represents a small
value to avoid a division by zero and is set to 1e — 6
by default.

Knowledge Distillation

In contrast to tasks that primarily emphasize the
semantic meanings of individual sentences, news
discourse profiling directs its attention toward the
collective representation of sentences in describ-
ing news events. To avoid the potential collapse
of task-specific intra-document contrastive learn-
ing towards standard contrastive learning, which
prioritizes the semantic meanings of individual sen-
tences, the incorporation of explicit guidance and
simultaneous distillation becomes imperative.

To address this challenge, silver labels simulta-
neously serve as direct training guidance for the
student model. This facilitates a more explicit and
informed learning process. Concurrently, flexible
threshold-based random filtering is applied to elim-
inate low-confidence sentences, ensuring the op-
timization of the student model with reliable and
informative training instances. By leveraging these
measures, this task-specific intra-document con-
trastive learning remains focused on capturing the
interdependencies and contextual cues within the
news discourse, promoting a more accurate and
contextually rich news discourse profiling.

Different from training with human-annotated
data where cross-entropy is used, we choose to
minimize the mean square error (MSE) of proba-
bility distribution between the silver labels and the
student model, which can be formulated as:

1t
Ly=3> (yi = 9)° 2)

=1

where {); represents the probability distribution
from the student model, and y; represents the sil-
ver labels generated by the teacher model. [ is the
number of unfiltered sentences.

Contrastive learning projects sentence embed-
dings to the desired space while knowledge distilla-

tion aims to build mappings between sentence rep-
resentations and discourse role classes, therefore,
balancing these two objectives can slow down clas-
sifier formation. Empirically, we found that it facil-
itates training to enable both contrastive learning
and knowledge distillation for the first few training
epochs and then continues to train for more epochs
with knowledge distillation as the only learning
objective. When both intra-document contrastive
Learning and knowledge distillation are enabled,
the overall learning objective is the summation of
L1 and LQ.

3.3 Phase Two: Final Finetuning

After training on unlabeled data in the ICLD phase,
the human-annotated golden data are utilized to bet-
ter calibrate the model. The final model finetuning
will use cross-entropy loss as the objective:

C
L3 =—> yclog(je) A3)
c=1

where ¢ represents the probability distribution from
the student model, and y represents the human-
annotated gold labels. C represents the number
of classes. Overall, L and Lo are utilized upon
unlabeled data, and Ls is utilized upon human-
annotated data.

4 Evaluation
4.1 Dataset

Labeled data

The NewsDiscourse dataset (Choubey et al.,
2020) we use is designed for the task of News Dis-
course Profiling, which consists of 802 news arti-
cles (18, 155 sentences). These news discourses are
sampled from three news sources including NY'T,
Xinhua and Reuters and they are in four domains in-
cluding business, crime, disaster, and politics. Each
sentence in this corpus is labeled with one of eight
content types® representing what role it plays in re-
porting a news story or the "None" class, following

3The eight content types are grouped into three categories:
Main Content, Context-informing Content, and Additional
Supportive Content. In Main Content, there are two fine-
grained categories: Main Event which introduces the most
important event relating to the major subjects of news dis-
course, and Consequence which represents content that is
triggered by the main news event. In Context-informing Con-
tent, there are two fine-grained categories: Previous Event
which precedes the the main event and now acts as possible
causes or preconditions for the main event, and Current Con-
text which covers all the context informing the main event. In
Additional Supportive Content, there are four fine-grained cat-
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the news content schemata proposed by Van Dijk
(Van Dijk, 1985, 1988). Following Choubey and
Huang (2021), we use 502 documents for training,
100 documents for validation, and 200 documents
for testing. All the models are evaluated by calculat-
ing the micro F1 and macro Precision, Recall, and
F1 scores are implemented form the scikit-learn
library (Pedregosa et al., 2011).

Unlabeled data

To simulate the real-world application scenario
where the data distribution can largely vary from
the existing human-annotated data, we deliberately
avoid following the same source and domains from
the existing data. Unlabeled news articles are col-
lected from CNN with a variety of domains includ-
ing business, entertainment, health, politics, sports,
style, travel, and world. These unlabeled data con-
tain 10, 337 news articles with 135, 057 sentences
and all of these data will be used in our method.
The improvement made by our method using these
data proves that our method is effective even when
the unlabeled data have different distributions than
the original data.

4.2 Implementation Details

All experiments are implemented in the PyTorch
platform (Paszke et al., 2019) with one NVIDIA
A100 graphic card.

All pre-trained language models used in this pa-
per are implemented from huggingface (Wolf et al.,
2019). Our teacher model utilizes large version
of TS5 as the pretrained language model, while all
our student models use the base version of pre-
trained language models with the output dimension
of 768. The parameters of the language model in
the teacher model are fixed all the time including its
training phase, and the parameters of the language
model in the student models are not fixed and are
updated during training.

Our models are trained using Adam optimizer
(Kingma and Ba, 2014) with the hyper-parameters
betas=[0.9, 0.999], eps=1e —8 and the learning rate
is set to be — 6 for 25 epochs. The dropout rate (Sri-
vastava et al., 2014) is set to 0.5. Intra-document
contrastive learning with distillation (ICLD) is ap-
plied in the first 3 epochs, where both L; and Lo
egories: Historical Event which represents events that precede
the main event in months or years, Anecdotal Event which
represents unverified events of a person or situation, Evalua-
tion which represents opinionated contents including reactions
from immediate participants, experts, known personalities, as

well as journalists or news sources and Expectation represents
speculations and projected consequences.

are utilized. Knowledge distillation from unlabeled
data will continue for another 12 epochs with only
Ly as the learning objective. In the first 15 epochs,
only unlabeled data with silver labels are utilized.
Then, we will continue to train for 10 epochs using
only the original well-labeled data and the learn-
ing objective of L3. We use the 50 percentile as
the threshold and filter sentences with the proba-
bility of 0.5 by default. 7 in contrastive learning
constraint is set to 1 by default.

4.3 Ablation Study

Macro Micro
Precision | Recall | F1 F1
The full model 67.9 68.8 | 68.3 | 71.0
w/o ICL 66.9 68.3 | 67.5 | 70.1
w/o Distillation 63.2 65.0 | 63.6 | 66.5
Positive Only 67.0 68.0 | 674 | 70.5
Negative Only 67.6 69.2 | 68.3 | 70.8

Table 1: Ablation experiments of our ICLD method.
w/o ICL represents the model where intra-document
contrastive learning is not utilized, which becomes a
standard knowledge distillation method. w/o Distilla-
tion represents the model where no extra distillation is
utilized simultaneously with intra-document contrastive
learning. Positive Only and Negative Only represent
experiments where only positive or negative pairs are
sampled and calculated in the contrastive constraint.

To evaluate the individual contributions of dif-
ferent components in our proposed Intra-document
Contrastive Learning with Distillation approach,
an ablation study is conducted, and the results are
presented in Table 1. The model labeled as With-
out ICL refers to the variant where intra-document
contrastive learning is not incorporated. In this
configuration, the model is trained solely with sil-
ver and real labels using the same configuration
as our final ICLD model, which essentially func-
tions as a standard knowledge distillation method.
Comparing the performance of this variant with the
complete ICLD model, we observe improvements
across all metrics, demonstrating the efficacy of our
intra-document contrastive learning component.

On the other hand, the model denoted as With-
out Distillation represents the variant where no
distillation process is executed concurrently with
intra-document contrastive learning. Notably, this
configuration exhibits a significant decline in per-
formance. The absence of the distillation compo-
nent leads to the collapse of intra-document con-
trastive learning into standard contrastive learning,
where the classification of instance pairs primar-
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Macro Micro Macro Micro
Precision | Recall | Fl1 F1 Precision | Recall | F1 F1
Probability of 0 67.2 68.3 | 67.6 | 70.5 Longformer (baseline) 66.2 62.3 | 63.4 | 68.7
Probability of 0.3 67.4 68.4 | 67.8 | 70.6 Longformer (ICLD) 67.9 68.8 [ 68.3 | 71.0
Probability of 0.5 67.9 68.8 | 68.3 | 71.0 RoBERTa (baseline) 66.6 61.5 | 62.9 | 69.0
Probability of 0.8 67.8 68.9 | 68.2 | 70.8 RoBERTa (ICLD) 67.2 67.1 | 67.1 | 70.8
Probability of 1.0 67.8 68.3 | 67.9 | 71.0

Table 2: Extensive experiments with respect to the
effects of random filtering. The probability value deter-
mines the likelihood of filtering sentences based on their
confidence scores. When the probability is set to 0, no
filtering is applied, while a probability of 1.0 indicates
that every sentence with a confidence score below the
threshold will be filtered.

ily relies on their semantic meanings rather than
task-specific discourse structure information. This
comparative analysis underscores the indispensable
nature of the additional distillation process, which
furnishes the necessary guidance for the model to
acquire task-specific structural information. Over-
all, the ablation study highlights the importance
of both intra-document contrastive learning and
distillation in our approach, as they collectively
contribute to the enhanced performance in captur-
ing the intricate structure and nuances of news dis-
course profiling.

In addition, we present experimental results with
respect to the sentence pair selection strategy. Sam-
ple Positive and Sample Negative represent exper-
iments where only positive or negative pairs are
sampled and calculated in the contrastive constraint.
Comparing the performance of these variants, we
find that using only positive pairs yields inferior
results compared to using only negative pairs. This
observation is reasonable as relying solely on posi-
tive pairs fails to establish a clear decision boundary
and the negative samples play the dominant role in
this contrastive learning phase.

4.4 Effects of Random Filtering

In this section, we conducted experiments to inves-
tigate the effect of different random filtering proba-
bilities ranging from O to 1.0, as presented in Table
2. The default filtering threshold for these models
was set to the 50th percentile*. When the filtering
probability is set to 0, no sentences are filtered out.
However, since there are no golden labels available
for the newly collected news articles, the accuracy
of the generated silver labels cannot be guaranteed.
Without random filtering, the model might learn

*The impact of using different confidence thresholds is
discussed in Appendix A.

Table 3: Comparisons with baseline models. Baseline
models are trained with human-annotated data only.

from potential noise in the silver labels, resulting
in the lowest performance observed in the Proba-
bility of 0 experiment. On the other hand, when
the filtering probability is set to 1.0, sentences with
confidence scores lower than the threshold are en-
tirely filtered out. However, filtering with a high
probability is not optimal as it cannot be asserted
that the low-confidence instances are definitively
incorrect. Filtering out all of these low-confidence
samples directly eliminates the possibility for the
model to learn from them. Therefore, we chose a
filtering probability of 0.5 as the default setting.

4.5 Comparison with Baselines

In this section, we compare our ICLD model with
baselines using only original human-annotated data.
Longformer (baseline) and Longformer (ICLD) uti-
lize pretrained Longformer (Beltagy et al., 2020)
(base version) implemented from huggingface
(Wolf et al., 2019). Compared with the baseline
model where only human-annotated data is utilized,
our ICLD model improves the macro F1 score by
4.9 percent and micro F1 score by 2.3 percent.
RoBERTa (baseline) and RoBERTa (ICLD) utilize
pretrained RoBERTa (Liu et al., 2019) (base ver-
sion) implemented from huggingface (Wolf et al.,
2019). Compared with the baseline model where
only human-annotated data is utilized, our ICLD
model improves the macro F1 score by 4.2 percent
and micro F1 score by 1.8 percent. These com-
parisons verify the effectiveness of our proposed
method, which improves news discourse profiling
by a large margin.

Furthermore, it is observed that models utiliz-
ing Longformer demonstrate superior performance
compared to those utilizing RoOBERTa. RoBERTa
is specifically designed to handle inputs within a
token limit of 512, whereas news articles often ex-
ceed this limit. Consequently, we partition lengthy
articles into multiple segments before feeding them
into RoBERTa. In this process, sentences belong-
ing to different segments are unable to interact with
each other, resulting in the absence of comprehen-
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Macro
Precision | Recall | F1 F1
(Choubey et al., 2020) 56.9 53.7 | 54.4 | 60.9
(Choubey and Huang, 2021) 58.7 56.4 | 57.0 | 62.2
(Spangher et al., 2021) — — 63.5 | 67.5
(Li et al., 2022b) 68.2 63.9 | 65.6 | 69.7
Our ICLD model 67.9 68.8 | 68.3 | 71.0

Table 4: Comparison with previous methods. Spangher
et al. (2021) does not report their macro precision and
recall scores.

sive global contextual information within their cor-
responding sentence embeddings. Consequently,
the performance is adversely affected. On the con-
trary, Longformer is explicitly designed to handle
long inputs, thereby circumventing this potential
segmentation issue. All sentences within a dis-
course can be collectively modeled, resulting in
enhanced performance.

Notably, the performance of these two baseline
models is relatively comparable since the standard
training process does not fully exploit contextual
information. For instance, when predicting the cate-
gory of the first sentence, it is likely that knowledge
of the last sentence is unexploited. Consequently,
document splitting has minimal impact on per-
formance. However, in our proposed contrastive-
based method, the first and last sentences may be
randomly selected in one positive or negative pair.
In such cases, the sentence embeddings of these
two sentences need to be compared and updated
directly. With Longformer, all sentences share a
similar contextual environment and possess a holis-
tic view of the entire document, thereby justifying
the comparison and update process. However, if the
document is split when employing ROBERTa, these
two sentences might belong to distinct semantic en-
vironments, making the comparison unjustifiable.

4.6 Comparison with Previous Methods

Table 4 shows the performances of previous meth-
ods. In contrast to previous approaches, our semi-
supervised method leverages newly introduced un-
labeled data, resulting in a substantial improvement
in news discourse profiling performance. Choubey
and Huang (2021) utilizes sub-topic information to
guide the embedding extraction in an actor-critic
manner. Spangher et al. (2021) improves news
discourse profiling performance by utilizing the
multitask training from several discourse datasets.

Micro 5 1 et al. (2022b) mainly focuses on alleviating

overfitting for discourse-level tasks and the perfor-
mance in the table is based on TS language model
(Raffel et al., 2020), which serves as our teacher
model. It is worth noting that our ICLD model with
the base versions of Longformer or RoOBERTa sur-
passes the performance of Li et al. (2022b) where
the large version of T5 language model is utilized.
Considering the huge discrepancy in model sizes
and the training corpus utilized for these language
models, we assert that our proposed method ex-
hibits a significant capability for this task.

5 Conclusion

In this work, we introduce the Intra-document Con-
trastive Learning with Distillation (ICLD) method
for news discourse profiling, which leverages un-
labeled data to enhance performance. News dis-
course profiling is a discourse-level task where the
prediction of each sentence is intricately linked to
the overall event structure of the entire discourse,
rather than solely relying on the semantic meaning
of individual sentences. To the best of our knowl-
edge, we are the first to address this unique task
structure and propose a semi-supervised approach
to tackle it effectively. The dataset we collected
emulates real-world scenarios, encompassing po-
tential domain shifts, and our method demonstrates
robust performance in such settings, affirming the
efficacy of our proposed approach.

Limitations

In this task, it is observed that sentences with simi-
lar semantic meanings can be assigned to different
categories. Therefore, our objective is to establish
an embedding space that not only captures seman-
tic similarities but also incorporates the underlying
event structure. To achieve this, we designed a
contrastive learning based approach. However, it
is important to note that our contrastive learning
method is not necessarily the optimal solution when
compared to other possible semi-supervised meth-
ods. The primary motivation of this paper is to ad-
dress the unique task structure and propose a semi-
supervised method that is specifically designed for
this task. We do not claim that our method is com-
prehensive or superior but only serves as an initial
exploration of a semi-supervised approach tailored
to this intriguing task structure.

SFor the detailed description of datasets, please see the
Appendix in Spangher et al. (2021).
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A Effects of Filtering Threshold

In order to investigate the effects of the filtering
threshold on the performance of our method, we
analyze the results using different thresholds in Ta-
ble 5. The default filtering probability for these
models is set to 0.5. From the table, it can be ob-
served that this hyperparameter has a negligible
effect on the model performance. However, when
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Macro Micro
Precision | Recall | F1 F1
10-Percentile 67.6 67.6 | 67.5 70.5
30-Percentile 67.6 68.2 | 67.8 70.6
50-Percentile 67.9 68.8 | 68.3 | 71.0
70-Percentile 67.9 68.2 | 68.0 | 70.7
90-Percentile 66.0 67.9 | 66.8 70.1

Table 5: Ablation experiments with respect to the filter-
ing threshold.

the filtering threshold is set to the 90th percentile,
indicating that 90% of sentences will be randomly
filtered, a significant decrease in performance is
observed. This outcome is expected as a high per-
centile threshold results in a substantial reduction
in the amount of available unlabeled data, which
affects the model’s learning capabilities.

B Effects of Amount of Extra Data

Macro Micro
Precision | Recall | F1 F1
0 66.2 62.3 | 63.4 | 68.7
500 64.2 63.4 | 63.6 | 67.9

1,000 66.3 64.7 | 65.3 | 69.9
2,000 68.0 64.7 | 65.5 | 69.8
3,000 67.5 65.2 | 66.0 | 70.0
5,000 67.8 66.7 | 66.9 | 70.2
8,000 67.2 68.6 | 67.8 | 70.7
10,000 67.9 68.8 | 68.3 | 71.0

Table 6: Ablation experiments with respect to the
amount of unlabeled data.

In this section, we investigate the impact of the
amount of unlabeled data on the performance of our
method. The datasets used in these experiments are
randomly sampled from a total of 10, 337 unlabeled
news articles that we have collected, ensuring that
they have the same data distribution. /0,000 men-
tioned in Table 6 represents the usage of 10, 337
news articles. Compared to our baseline approach
where no unlabeled data is utilized, the model
trained with an additional 500 unlabeled news arti-
cles does not exhibit improved performance. Since
there are only 500 human-annotated articles avail-
able for training, the inclusion of 500 unlabeled
articles with potential noise has a detrimental ef-
fect on the model. However, as the amount of unla-
beled data increases, the model’s performance grad-
ually improves. The performances of models using
8,000 and 10, 000 articles are similar, suggesting
that the performance is approaching saturation.
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