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Abstract

Medical question answering for consumers
aims to assist consumers in finding trustwor-
thy and relevant information for their concerns.
Although some datasets exist for consumer
question answering, they use synthetic ques-
tions or present difficult-to-understand answers.
We introduce MedRedQA, a large non-factoid
English consumer Question Answering (QA)
dataset containing 51,000 pairs of consumer
questions and their corresponding expert an-
swers. MedRedQA facilitates research that aims
to provide consumer-friendly responses to real-
world consumer questions. We propose and
benchmark three tasks for consumer medical
question answering for our dataset, including
(1) candidate answer ranking, (2) open-ended
answer generation, and (3) answer generation
with scientific evidence. Our benchmarking ex-
periments reveal that, for the ranking task, it is
feasible to retrieve expert answers within five
responses in an oracle retrieval. Though, in an
answer generation task, it remains challenging
to align the generation toward expert answers.
However, our experiments show that including
scientific evidence in the prompt may reduce
hallucinations in an answer generation setup.1

1 Introduction

Those without expertise in the medical domain,
hereafter referred to as consumers, often seek an-
swers to their medical questions online (Van Riel
et al., 2017). A startling number of these con-
sumers do not follow up their online search with
a medical professional and believe in their self-
diagnosis (Kuehn, 2013), which may be corrobo-
rated by less reputable sources (Nelson et al., 2020).
This is concerning, given the amount of health
misinformation circulating the general web (Hus-
sain et al., 2018), and that non-official high-traffic
health websites likely have high amounts of misin-

1To preserve user anonymity, the dataset will be made
available through a script to download the data.

formation (NewsGuard, 2021). As a result, a mis-
informed consumer might be less likely to adhere
to health guidelines (Jon et al., 2020), such as vac-
cination advice (Garett and Young, 2021). On the
other hand, there is a positive correlation between
patients researching their conditions and improved
patient-physician rapport. This occurs as dialogue
improves between the physician and their patient
when the patient has an improved understanding
of their potential diagnosis and prognosis (Cocco
et al., 2018). Importantly, when the consumer is
wrong about their potential diagnosis, adherence
to the physician’s recommendations does not de-
crease (Van Riel et al., 2017).

Given the aforementioned benefits of patients’
being proactive in searching their symptoms, some
existing systems allow consumers to search for
potential diagnoses. Examples of these systems
include health cards, which provide disease in-
formation alongside search results (Jimmy et al.,
2019), a curated multi-document answer synthe-
sis that takes answers from an expert annotated
database (Demner-Fushman et al., 2020), and a
search system that allows users to get expert-level
recall using consumer queries over peer-reviewed
COVID-19 literature (Nguyen et al., 2022). These
systems are important and require continual re-
search as consumers require high-quality medical
advice for a broad range of topics.

However, consumer QA systems often use
datasets of limited scope and scale. Many of these
datasets often make assumptions on consumer in-
put (e.g., a singular short closed question), retrieve
answer excerpts from difficult-to-understand med-
ical articles (consumer unfriendly), and are too
small to train contemporary models. We aim to
address these problems by introducing MedRedQA,
the largest English consumer question answering
(QA) dataset. MedRedQA consists of 51,000 con-
sumer questions and verified expert answer pairs
collected from a health subreddit called AskDocs
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which is dedicated to improving access to health
information for consumers. We present benchmark-
ing experiments for retrieval-based QA and genera-
tive QA for these pairs. We also introduce a novel
task for generative QA with the availability of rele-
vant scientific sources. To this end, we introduce a
collection of question–expert answer–source arti-
cle triplets containing PubMED2 scientific articles
that are referenced by a medical expert. Our paper
provides the following research contributions:

1. Construction of a dataset for research on real-
world consumer questions providing expert
answers similar in language to the consumer.

2. Proposal of three tasks including evaluation
and analysis of baselines for Consumer QA:
(a) expert answers as a ranking problem; (b)
expert answer generation from a question; and
(c) novel expert answer generation grounded
by question-source article pairs.

3. Analysis of the difference in language used by
the consumer and the medical expert and their
response behaviors on the forum.

2 Related Work

Literature in biomedical QA primarily focuses on
providing answers to professionals.

Professional QA The annually run
BioASQ (Krithara et al., 2016; Nentidis et al.,
2017, 2018) provides tasks and datasets for QA
posed by medical experts as a summarization and
information retrieval task. Similarly, tasks run by
TREC including TREC-COVID (Voorhees et al.,
2020) and TREC-CDS (Voorhees and Hersh, 2012;
Roberts et al., 2017, 2018, 2019, 2021) are focused
on solving search tasks for medical experts which
include clinical decision support (Roberts et al.,
2015, 2016), clinical trial retrieval and precision
medicine (Roberts et al., 2017, 2018).

Consumer QA While there has been con-
siderable effort to help experts, less em-
phasis has been put forward on consumers.
MEDIQA (Ben Abacha et al., 2019), which is an
extended collection of MedNLI (Shivade, 2019),
MedQUAD (Ben Abacha and Demner-Fushman,
2019) and RQE (Abacha and Demner-Fushman,
2016), is proposed to facilitate consumer biomed-
ical QA. However, these datasets are limited in

2pubmed.ncbi.nlm.nih.gov

magnitude, have different latent distributions be-
tween the training – testing distributions (Nguyen
et al., 2019), and have assumptions that reduce
the difficulty of the consumer biomedical QA task
(such as how users ask questions) or do not provide
consumer-understandable answers.

Furthermore, MEDIQA derives some of its data
from MIMIC-III (Johnson et al., 2016), a dataset
of critical-care patient reports that does not reflect
the medical needs of an everyday consumer. We
summarize datasets for the consumer QA domain
in Table 1.

MashQA (Zhu et al., 2020) presents long-form
medical documents or websites for span-based
question answering from typically short-form fac-
toid questions. However, MashQA is suitable for
question answering with context rather than open-
ended question answering. Furthermore, the ques-
tions are typically short and address a single in-
formation need: ‘How many available treatments
for X disease?’, without incorporating contextual
information of the consumer, such as their medical
history, age or gender. Moreover, there is an im-
plicit assumption that question context contains the
answer (SQuAD-style question answering), which
may not be comprehensible to consumers.

RedHot (Wadhwa et al., 2023) presents a task of
retrieving evidence for Reddit questions from peer-
reviewed sources to verify a medical claim made
in the post using patient/population, intervention,
comparison and outcomes (PICO) elements for re-
trieval. The data is sourced from subreddits (or
forums) where the diagnosis is known: /r/ADHD,
/r/Psychosis, and is used to provide interventions
or treatments. Although well annotated, it does
not present answers in a consumer-friendly man-
ner that the consumer will likely understand and
appreciate, as the answers are given as PubMed ab-
stracts (Graham and Brookey, 2008). Furthermore,
the dataset does not leverage the answers from the
users to the questions. This may be because there is
no verified distinction between an expert response
and a layperson response. These distinction labels
are present in /r/askdocs, used in this work.

cMedQA (Zhang et al., 2018) and
ChiMED (Tian et al., 2019), are large-scale
corpora that use crowdsourced data from existing
online forums with doctor-patient response pairs.
They are well suited for consumer question
answering, as they are sourced from real-world
data. These datasets, however, are not in English.

https://pubmed.ncbi.nlm.nih.gov/
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Dataset Size Language Description
Mash-QA (Zhu et al., 2020) 34.8k English Span-based QA for consumer health, where contexts are given as long

documents and questions are of the short-form.
ChiMed (Tian et al., 2019) 24.9k Chinese A corpus where doctor-patient answer pairs are taken from an existing

online forum (XunYiWenYao).
cMedQA v2 (Zhang et al., 2018) 108k Chinese A corpus where doctor-patient answer pairs are taken from an existing

online forum (wywy.com)
MedQuAD (Ben Abacha et al., 2019) 48k English A collection of curated English question-answer pairs from cancer.gov

with consumer language in the answers.
MeQSum (Ben Abacha and Demner-Fushman, 2019) 1k English Summarization of long-form consumer context questions to short-form

questions.
BioReddit (Basaldella and Collier, 2019) N/A English Collection of Biology StackExchange and Reddit Health Subreddits corpus

to produce static word embeddings.
RedHot (Wadhwa et al., 2023) 22k English Collection of annotated Reddit posts from health subreddits of a particular

disease e.g. /r/ADHD /r/Psychosis
MedRedQA (Ours) 51k English An English Corpus from /r/askdocs where long-form consumer ques-

tions are mapped to short-form doctor comments

Table 1: Comparison of different biomedical consumer QA datasets.

There is a gap in the literature when it comes
to real-world datasets that: (1) accurately reflect
how consumers ask questions; (2) take into account
the consumers’ medical context; (3) are of a practi-
cal size to meet contemporary neural models data
requirements; (4) provide trustworthy answers in
a consumer-friendly way. Our dataset addresses
this gap in the literature by sourcing real-world
consumer questions that include medical context
and providing the answers in a language that the
consumer understands.

3 MedRedQA Dataset Creation

Raw Data Collection We collected data from
posts and comments to subreddit /r/askdocs, pub-
lished between July 10, 2013, and April 2, 2022,
totalling 600, 000 submissions (original posts)
and 1, 700, 000 comments (replies). Askdocs
(/r/askdocs) is a forum for consumers, referred
to as laypeople in the forum, to ask medical ques-
tions and receive responses from physicians. There
were 71 unique occupations for medical experts
and three labels for the consumer. Each submission
had an average of 3.03 (±10.75) comments, a me-
dian of 3.00, with an overall maximum comment
count of 5,888, indicating a long-tail distribution.
The average submission contained a short patient
profile: demographics, medication, symptoms and
a question, with the format agreed on as part of
the forum’s rules. Only a third of the submissions
had a comment, and 20% of the responses were
from verified medical professionals. From n-gram
frequency analysis, we found that consumers tend
to ask about acute illnesses (symptoms within the
last two weeks) with the leading advice given on
the forum to go see a doctor from both consumers

and medical experts.
Upon manual inspection, we find that submis-

sions with the highest comment count often con-
tained emotionally charged content (e.g., suicide)
or were general information threads (e.g., a com-
pilation of COVID questions/answers). Longer
submissions, likely adhering to community guide-
lines, had more comments. The average number of
tokens was 231.9 (±217.2) per submission, 21.59
(±10.46) per comment, and 11.21 (±8.435) for ti-
tles. Physicians’ comments (50.79 ± 68.61) were
more concise than those from other consumers
(53.89 ± 70.39). The Jaccard Index (Jaccard, 1912)
between the vocabularies of consumer’s comments
and medical experts’ comments was 0.89 after stop-
word removal, with the main difference in tokens
being unique medical terminology.

Data Cleaning We use a set of heuristics to clean
and organize the data. Firstly we remove all sub-
missions that have been removed by moderators,
submissions from banned users, bot content, and
submissions with fewer than five words. To protect
privacy, posts from any users with deleted accounts
or those who have removed their posts, as the title
and comments remain, have also been removed.
We further remove posts with images and remove
any URLs.

We then filter comments using the same criteria
but with two additional heuristics: (1) the comment
must be from a verified physician, and (2) the com-
ment must have a score higher than 1.0 (the default
score), which indicates that at least one other user
agrees with the comment. We then use the highest-
scoring comment as the answer for the submission.
After filtering and cleaning heuristics, a total of
51, 000 question-answer pairs remained. We then
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Title: Currently have traveler’s diarrhea for 7 days
in ME, no access to a doctor

Body
Age: 32 Gender: F Height: 170cm Weight: 66kg
Race: European
Location: [omitted]
Current medications: Dexilant 30mg for stomach
acid
Other medical conditions: None, non-smoker,
otherwise healthy overall aside the PPI prescribed
due to stomach acid (h. pylori tested negative).
Present complaint: I have travelerś diarrhea that...

Answer
Sounds like you are in the "mild" category. You
could try Loperimide or Pepto Bismol. I rec-
ommend medicine if youŕe having pain, bloody
stools, continued fever. Here are some guidelines
you could read and decide:
https://www.ncbi.nlm.nih.gov/pmc/articles/PMC6610510/

PMCIDS(s): PMC6610510, 31320958

Table 2: An example containing a PubMed Reference.

randomly divide the dataset into an 80-10-10 train-
ing/validation/testing split.

Scientific evidence Some comments contain ref-
erences to medical articles as evidence or are pre-
sented as further reading for the consumer. There
were 3, 300 PubMed articles mentioned in the com-
ments. However, we retained only 1000 references
(30.3%) which were from verified medical profes-
sionals in the final dataset. Table 2 shows an ex-
ample from the dataset. We check the provided
abstracts by annotating a random 10% sampling of
the abstracts for quality verification (Appendix C).

4 Tasks

We explore three tasks, where the goal is to pro-
duce a consumer-friendly expert answer, given a
consumer question: (1) Question Answering as
a ranking task over candidate answers (Nguyen
et al., 2016); (2) an open-ended generation task
where questions are used to generate answers; and,
(3) a generation with scientific evidence task
where questions and the corresponding evidence
(PubMed articles’ abstract) are used to generate
an expert response. These tasks are formulated as
below:

Ranking Consumer question answering can be
tackled as an ad-hoc ranking task:

P (relevance = 1,D, q) = score(q,D), (1)

where the relevance of the ad-hoc consumer ques-
tion (query), q to a candidate expert answer, d, from

the corpus of expert answers, d ∈ D, is computed
with a function that estimates relevance score for
ranking. Retrieval of expert responses is desirable
as they are written by experts, whose quality has
been assessed via crowdsourcing (i.e., the forum
score).

For dense retrieval (Zamani et al., 2018), typi-
cally a bi-encoder is used for initial stage ranking:

hd = BERT(d)[CLS] (2)

hq = BERT(q)[CLS] (3)

score(q, d ∈ D) = cos(hq,hd), (4)

which estimates relevance score as the cosine sim-
ilarity between the hidden representations of the
consumer question, hq and expert answer, hd.

The initial retrieval can be re-ranked in a sec-
ondary stage ranker with a filtered set of expert an-
swers Dk, which is typically set to the top 1000 can-
didate answers, Dk=1000 from the initial retrieval:

score(q, d ∈ Dk) = Softmax(hq;d). (5)

Sparsity However, for our dataset, we also need
to account for the sparsity of the labels:

P (label = 1|D, q) ∈ {0, 1}, (6)

where there is only a single expert answer, d ∈ D,
which has a label of 1 a query, q. We therefore
validate if the baselines can reasonably model the
sparse data distribution.

Open-ended Generation The importance of the
ranking task is that it allows answers to be restricted
to a set of verified expert answers. However, there
is no guarantee that future answers are contained
in the set of verified answers. We therefore can
also model the task of providing consumer-friendly
expert answers with auto-regressive generative Lan-
guage Modeling (LM):

P (w1, ..., wt) ≈ P (wt|w1, ..., wt−1), (7)

wt+1 ∼ P (·|w1:t), (8)

where a word, wt+1 is sampled from the probability
distribution over the vocabulary P (·, w1:t) given
the sequence generated, w1:t up until time step, t.

When finetuned with instructions, we can
auto-regressively generate an output sequence,
Ot = {wp, ..., wt}, given a fixed prompt P =
{w1, ..., wp−1} that is more aligned with human
preference.
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Generation With Scientific Evidence However,
the output of the open-ended generation may be
too broad, prone to hallucination or irrelevant. We,
therefore, introduce the novel task of using Large
Language Models (LLMs) fine-tuned with the con-
text provided by PubMed documents to generate
expert consumer-oriented answers. The context
is provided to produce a better auto-regressive
response using the evidence from the PubMed
document. Moreover, providing source docu-
ments in prompts has reduced hallucination in
LLMs (Madaan et al., 2022; Guu et al., 2020;
Lazaridou et al., 2022), a vital property for sen-
sitive tasks such as consumer medical QA. This
generation task uses a subset of submissions that
contain a PubMed document (provenance) which
we use as scientific evidence in a fixed prompt P .

5 Methods

We investigate the following methods and their
implementations to validate the feasibility of the
tasks we propose for the MedRedQA dataset taking
into account the sparsity of the labels.

5.1 Ranking

We use BM25 (Robertson et al., 1994) as a rank-
ing baseline. BM25 is a robust statistical model
that uses lexical overlaps or hard-matching as a
relevance signal. Although not as competitive as
a well-tuned neural model, it is a stable baseline
and works well out-of-the-box (Armstrong et al.,
2009). Furthermore, it captures different relevance
signals when compared to dense retrievers (Wang
et al., 2021).

The ranking pipeline includes a zero-shot Bi-
Encoder (BiEnc) and Cross-Encoder (CEnc). We
use the PubMEDBERT model by Gu et al. (2021)
as our BiEnc, pretrained on the PubMed cor-
pus (NCBI, 2023), without additional finetuning.
Contradictory to (Reimers and Gurevych, 2019),
we found that finetuning the sentence encoder
hurts ranking in our preliminary experiments (Ap-
pendix B).

We select the top 1000 answers from BiEnc
for second-stage ranking with a cross-encoder,
MonoBERT (Nogueira et al., 2019). This CEnc
was trained with a learning rate of 2 × 10−5 for
4500 steps (stopping when the model over-fit) us-
ing the AdamW optimizer (Loshchilov and Hutter,
2017) with a warm-up ratio of 0.1. We select the
best checkpoint based on the validation set perfor-

mance for downstream task prediction. We used
random sampling to select negatives.

5.2 Open-Ended Generation
For the expert answer generation, we use T5 (Raffel
et al., 2020), an encoder-decoder conditional LM,
which has shown to be as effective as a GPT-3
model (Liu et al., 2022b; Brown et al., 2020).

We test various T5-large models for answer gen-
eration: (1) T5 version 1.0, (2) T5 version 1.1,
which is pretrained without task prompts, as test-
ing showed task confusion was present in the v1.0
model; (3) T5 Flan, a T5 model (Chung et al., 2022)
pretrained on various instruction-based tasks (Wei
et al., 2022) to improve alignment with instruction
prompting, and (4) Flan-T5 pretrained on the in-
domain PubMedQA (Jin et al., 2019), which may
improve alignment with expert answer generation.

For training, we truncated questions to 510 to-
kens and trained the models using maximum likeli-
hood estimation (teacher forcing) as

LCE(ŷt, yt) = − log ŷt[wt+1], (9)

where the cross-entropy loss is the negative log
probability assigned to the next word, wt+1. We re-
use the same hyperparameters and optimizers for
finetuning, namely Adafactor (Shazeer and Stern,
2018) and a constant learning rate, as the origi-
nal authors did (Raffel et al., 2020). We adopt a
similar method to Flan for prompt training, where
we construct four variations of prompt templates
(Appendix D.1). We train for three epochs, regen-
erating the prompts for each epoch.

For generation decoding (Equation 8), we select
generated words based on maximum likelihood3

for reproducibility

wt+1 = argmaxP (·|w1:t) (10)

and set the number of generated tokens to 150.

5.3 Generation with Scientific Evidence
We employ the use of open-source LLMs, namely
Llama 7B (Touvron et al., 2023) and Alpaca
7B (Taori et al., 2023) (a Llama checkpoint fine-
tuned to align with human preference), as they
can be finetuned. This removes the need to pro-
vide few-shot examples for in-context learning (Liu
et al., 2022a). LLMs are also viable for consumer-
oriented answer generation and have garnered

3Preliminary tests show that sampling or beam search do
not have much of an effect on the MoverScore
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Ranking Facet Acc@1000 ↑ HR ↓

BiEnc Title 0.1389 785.8
Body 0.1734 600.1
Title+Body 0.1560 628.6

BM25 Title 0.0890 1332.7
Body 0.0675 1548.2
Title+Body 0.0588 1597.1

Table 3: Results for first-stage retrieval experiments.

much attention for their fluent well-formed re-
sponses (Ouyang et al., 2022). Moreover, as the
PubMed documents are fewer than 1000, we can
use LLMs to compensate for this data scarcity,
given that LLMs are a viable option with only a few
training data points (Karimi Mahabadi et al., 2022).
Another benefit is increased model input size over
T5 (512 to 1024), which would not otherwise fit
the question and PubMed abstract.

We use a checkpoint (Park, 2023) that is pre-
trained on the Alpaca dataset (Taori et al., 2023)
and further finetune on our scientific evidence sub-
set using Low-Rank Adaptation (LoRA) (Hu et al.,
2021) learning rate of 3e-4 and LoRA settings (r=8,
alpha=16, dropout=0.05 with an input size of 1024
tokens).

Our experiments are on zero-shot and finetuned
models. For generation, we use the same decoding
hyperparameters as T5. However, we increased
the input size to 1024, and the generation limit
to 250 as preliminary testing showed the Llama-
based models were verbose. We experimented with
longer generation limits (up to 500), but this led to
repetitive degenerate text (Holtzman et al., 2020).

6 Results and Discussion

Metrics We report accuracy@k (where k is the
retrieval size of the result set) as the primary metric
to compensate for the sparse nature of the dataset.
We also include the Harmonic mean of the Ranks
(HR), the reciprocal of the mean reciprocal rank,
which indicates the expected rank of the relevant
answer. We report Rouge-1 (Lin, 2004) to capture
vocabulary overlap as a supplementary metric for
the generation task. To also capture semantics, we
use MoverScore (Zhao et al., 2019) as our primary
evaluation metric for the generation tasks.

Ranking Task Retrieval is expected to be dif-
ficult for MedRedQA due to the sparsity of labels
and the nature of the questions. The questions are

Ranking Acc@1 ↑ Acc@10 ↑ HR ↓

BM25 (Title) 0.0000 0.0002 1333
BiEnc (Body) 0.0002 0.0014 600.1
BiEnc + CE 0.0633 0.1018 *27.13
BiEnc + CE (Oracle) 0.3654 0.5791 4.174

Table 4: Second stage re-ranking of candidate answers.
Oracle refers to evaluating the subset of query–answer
retrieved that is known to have a relevant answer. *The
Harmonic Mean Rank of BiEnc + CE is undefined as the
BiEnc had topics that did not retrieve a relevant answer;
we estimate the cross-encoder will perform at least as
well as the bi-encoder.

MoverScore ↑ Rouge-1

Pretrained

Flan 0.501 ± 0.053 0.075 ± 0.081
T5-Large 0.479 ± 0.030 0.039 ± 0.060

Finetuned

Flan 0.507 ± 0.064 0.096 ± 0.01
T5-Large 0.499 ± 0.032 0.094 ± 0.10
Flan+PubmedQA 0.504 ± 0.053 0.096 ± 0.01
T5-Large-1.1 0.502 ± 0.035 0.096 ± 0.10

Table 5: Generation of experts answers task using the
T5-based models.

non-factoid, noisy (typographic errors and gram-
matical errors), and share little similarity with the
answers (based on the results of the BM25 baseline,
a keyword-matching probabilistic model). First-
stage retrieval underperformed for both neural and
probabilistic models (Table 3). Interestingly, we
found that the bi-encoder model performed best
with the body of the post as the query and that the
title facet introduced noise. This was the opposite
of the BM25 baseline, which performed best with
the title as the query. This is a notable result, as
it reinforces our assumption that the two ranking
models capture different signals and that BM25
performed better with fewer terms in the query for
a recall-based task.

Using a cross-encoder, a more expensive oper-
ation, showed substantial improvement over the
initial retrieval. Given a perfect first-stage retrieval,
where the retrieved set contains the relevant answer
for the query (oracle in Table 4), reaching an ex-
pected ranking (HR) of 4.174 in the second-stage
retrieval for a relevant answer is possible. Assum-
ing the cross-encoder performs no better than the
bi-encoder, we achieve an HR of 27.13. Overall,
the results indicate that the task is feasible and
that our setup is reliable for benchmarking much-
needed first-stage improvements.
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Open-ended Generation Task We found that
the best-performing model, on average across the
metrics, was finetuned Flan-T5 (Table 5). This
highlights that the Flan dataset has better align-
ment with our dataset, given that we are using in-
struction prompting. However, we found that Flan-
T5 pretrained with PubMedQA was less effective.
This indicates that there is a difference in language
between our dataset and scientific literature. Al-
though Rouge-1 scores are low, this is generally
expected in the biomedical domain and open-ended
text generation, given the difficulty of mapping ex-
pert biomedical answers to questions with high
lexical gaps (Weißenborn et al., 2013). We expect
scores to be lower than those in BioASQ (Nen-
tidis et al., 2022), as the task involves mapping
consumer questions to expert answers, rather than
expert questions to expert answers and can be mod-
ified to be extractive question answering task for
higher Rouge-1 scores.

Overall, the T5 models produced much shorter
responses than the LLM counterparts. Interestingly,
the Flan-T5 generated 10.18±12.77 words after
finetuning and 16.53±27.11 words before. This is
reflected in the lower Rouge-1 scores, as the chance
of word overlap between the generated text and
the reference is reduced with fewer words; mean-
ing medical experts tend to be concise and direct,
which the T5 models learned during training.

Qualitatively, the T5 responses often instructed
the consumer to see a specialist and prefaced with
“I’m not a doctor.” Although appearing in the train-
ing set, as medical experts are not all doctors, it
is interesting that the model reinforced this type
of response. Before finetuning, the model would
respond with “I’m not a doctor, I’m a hairstylist”.
However, after finetuning, the model would still
preface with “I’m not a doctor,” but would then
provide relevant health advice to the user. This
suggests that this phrase frequently appears along-
side consumer biomedical questions in the C4
dataset (Raffel et al., 2020) used for T5 pretraining.

Furthermore, T5-generated responses often ad-
vised the consumer to see a specific health pro-
fessional based on their medications (e.g., “see a
psychiatrist”, “see an audiologist”). This is a useful
generation, as maximizing recall—sensitivity is de-
sirable when providing medical advice. That being
said, we did find cases where Flan-T5 produced
responses that contradicted the expert response; for
instance, a user would ask if a particular aspect

MoverScore ↑ Rouge-1

Zero-shot

Llama 0.509 ± 0.017 0.141 ± 0.075
Alpaca 0.515 ± 0.018 0.164 ± 0.087

Finetuned

Llama 0.505 ± 0.019 0.133 ± 0.073
Alpaca 0.516 ± 0.016 0.164 ± 0.088

Table 6: Generation of experts answers task with the
PubMed document in the prompt.

MoverScore ↑ Rouge-1

Zero-shot

Llama 0.510 ± 0.019 0.143 ± 0.087
Alpaca 0.517 ± 0.016 0.168 ± 0.095

Finetuned

Llama 0.506 ± 0.014 0.117 ± 0.075
Alpaca 0.518 ± 0.015 0.172 ± 0.093

Table 7: Generation of experts answers task. There
is no PubMed document in the prompt, however, the
finetuned models are still finetuned with documents in
the prompt.

of their health is within normal range. The model
would suggest it is not normal, but the expert re-
sponse suggests it is within the normal range.

One major differentiating factor between the T5
and expert responses was that the T5 responses
were concise, factual, and instructive. While many
expert responses were similar, expert responses
were likely to be longer and provided reassurance
rather than advice: “This is normal, nothing to be
worried about” (further examples of generation and
further analysis in Appendix D.3.1.

Generation with Evidence Task The results (Ta-
ble 6), show that the Alpaca model performs best
across the metrics, aligning better with the expert
responses. We found that the Llama models fell
behind in performance, which is expected as these
models are not aligned to instructions, but are tra-
ditional LMs. However, it is surprising that tuning
the Llama model yielded worse performance after
finetuning, which may result from the small dataset
size. Quantitatively, adding the document to the
prompt produced slightly worse scores (Table 7)
which may result from irrelevant abstracts being
included in the prompt (Appendix C). This would
have a significant effect, given the test sample size.

For the LLMs, the responses were more empa-
thetic than their T5 counterparts. This is unsur-
prising, given that they were trained to align with
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human preference. This was shown as they of-
ten repeated the same beginning phrases—“Thank
you for your question, you are concerned about
[disease]”—which did appear in the pretrained
model, but became more refined after finetuning.

We observed that the Alpaca model generation
typically thanks the user and responds sincerely,
which is also reflected in the average generation
length being 136 tokens (10× more than T5). In
contrast, Llama generated 98 tokens on average. It
also is more likely to speak in the first person than
as a third party, similar to Llama.

Inspection of the finetuned Alpaca-generated re-
sponses showed mostly factual responses, where
the model would provide textbook-like definitions
and excerpts describing a particular disease or con-
dition: “Thank you for your question... NRBC
count is a lab test measuring the amount of nu-
cleated blood cells...[100 tokens omitted]” which
appears off-topic and irrelevant to the user’s ques-
tion about lab results. This contrasts with expert
responses which tended to be concise and perti-
nent: “The labs are acceptable. No reason to be
concerned here.” This finding is in line with recent
research, showing that LLMs tended to produce
more empathetic, verbose responses (Ayers et al.,
2023). In contrast, some physician responses were
dismissive of the user’s concerns.

Qualitatively, adding the document to the prompt
is important as LLMs produce textbook-like re-
sponses and, therefore must contextualize their re-
sponses in relevant literature to reduce hallucina-
tion. Without adding the document to the prompt,
we find there are three primary sources of error: (1)
the LLM hallucinates (replies as customer support),
(2) strays off-topic (provides textbook definitions
of a particular word in the prompt), or (3) provides
incorrect advice (saying a lab result is normal when
it is abnormal). This may indicate that the evalua-
tion metrics used are not aligned with the response
consumers want, but are aligned with the expert
response that the consumer can understand. Exam-
ples and further analysis are in Appendix D.3.2.

Overall, the generation models provide coher-
ent, well-formed sentences. Nevertheless, they are
still unlikely to be useful without contextual evi-
dence. We found that the T5 model’s generations
aligned more with expert responses (in length and
tone). However, this is likely not aligned with
the consumer expectations. LLMs are likely more
aligned with consumer expectations, but have a

more prominent tendency to hallucinate. We find
that adding PubMed evidence to the prompt allows
for improved responses from the model. Even with-
out evidence in the prompt, training the model with
these prompts produces responses better aligned
with the expert. An application of this type of gen-
eration could be to draft the answers for experts
interacting with consumers, where the expert could
also provide the PubMed document.

Vocabulary differences between consumer and
medical expert Analyzing the distinctions be-
tween the consumer and medical expert language
could verify whether the experts’ answers are
consumer-friendly. We first analyze diction dis-
tinctions between a consumer and a medical ex-
pert by training a Random Forest model and ana-
lyzing SHapley Additive exPlanation (SHAP) val-
ues (Lundberg and Lee, 2017). A highly relevant
signal was the grammatical person (we, your, I) and
the mention of virus or COVID. The mention of
COVID or using the first person was highly indica-
tive of a layperson. In contrast, using the second or
third person alongside a more general term such as
virus or coronavirus was indicative of an expert.

We also measured the percentage of medical
terminology used between an expert and a con-
sumer. To do this, we used the Medical Subject
Headings (MeSH) vocabulary as a proxy for the
medical lexicon. We found that 36% of tokens
from consumers were medically related, while 35%
of tokens from the expert were medically related.
This indicates that the lexicon of the consumer and
experts are similar regarding medical terminology
usage, which suggests that experts may use lan-
guage that the consumer understands instead of
medical jargon. We additionally found that the
most common phrases were feels like and see doc-
tor, and references to symptoms (area, duration).
Most common words by doctors and consumers’
comments were similar and mainly focused on in-
structions (see a doctor) and prepositions (looks
like a benign tumor).

7 Conclusions

Consumer question answering in medicine requires
real-world questions with expert-verified consumer-
friendly answers. We presented MedRedQA, a large-
scale dataset to facilitate research in this field. We
explored ranking and generation tasks for ques-
tion answering that contemporary neural models
struggle with. Empirically, we showed that: (1)
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for ranking, it is possible to find relevant expert
responses within the first five responses with oracle
retrieval; and (2) for the generation models, there
is potential to generate human-aligned responses
given PubMed evidence in the prompt to prevent
model hallucination. For future studies, consumer-
aligned metrics for generation should be explored.

Limitations

One limitation of our dataset is that it is only in
English. However, other datasets of this size exist
for other languages, such as in Chinese (Table 1).
Other limitations include limited negative sampling
and the use of weak supervision over expert gold
labels and very sparse training labels (one per ques-
tion), making the tasks more difficult. This may
be remedied by crowdsourcing more data points by
labelling the auto-regressive generation output or
the ranking candidates produced in second-stage
re-ranking.

Furthermore, the experimented Transformer
models are not designed for arbitrarily long se-
quences of text, which may fail to capture the con-
text of the longer questions.

A shortcoming of our current study is that, al-
though we experimented with fine-tuning using
medical abstracts for expert generation, it is more
suitable for a ranking task to retrieve expert evi-
dence from PubMed. However, as an open-ended
ranking task, it is difficult to encapsulate the prove-
nance task, as it becomes unclear what the set to
be sampled is. Since the set contains 1000 doc-
uments, sparsity becomes a larger issue when re-
trieving from the entire PubMed corpus. Otherwise,
ranking over the set of 1000 documents becomes a
trivial task. We, therefore, leave these labels in the
dataset as exploration for future work.

Furthermore, we could only use open-access
transformer (Vaswani et al., 2017) models, which
may not be state-of-the-art compared to private
larger-scale ones such as GPT-3. This can poten-
tially be explored in future work.

For our metrics, we could not report the har-
monic mean of the bi-encoder with the cross-
encoder as it would require running the cross-
encoder across the entire corpus for every permuta-
tion of data points, which would take many months
to complete on our limited hardware.

Another problem would be that we did not have
direct annotation over the dataset. This could leave
undesirable answers in the dataset. However, given

the voting system, we assume that curt responses
are unlikely to be voted highly and by using only
expert answers, this may be mitigated enough so
as to not be a major concern.

Finally, measuring user-oriented metrics such as
brevity, coherence, and factual correctness for the
auto-regressive generated responses is desirable as
our metrics do not consider the user’s preference.
This, however, would require ample resources and
cost for annotation and may be suitable for future
exploration.

Ethics Statement

This work has received ethics approval from the
authors’ institutes’ ethics committee. We also have
approval from /r/askdocs for releasing the dataset
and complying with Reddit’s terms of service.

Consumer medical data may contain sensitive
information about users. We partially mitigate this
problem by removing users who have deleted their
post or their accounts and removing posts contain-
ing links to images. Furthermore, we paraphrase
any examples drawn from the dataset, including in
this paper to avoid singling out any individual. We
also do not include pseudonyms in the dataset, and
require users of the dataset to sign an agreement
acknowledging they have received both: (1) ethics
approval from their internal review board and (2)
have received the Reddit license. In order to allow
users to opt out of the dataset, we provide a script
to generate the dataset rather than releasing it as a
static dataset.

Our experiments indicate that contemporary neu-
ral models cannot replace medical experts regard-
ing advice. Instead, the aim should be to provide
recommendations for specialists and provide fur-
ther reading (through provenance) for the consumer
or for drafting responses to consumers from the ex-
perts.

Furthermore, as with data from Reddit, a web-
site where many users can contribute, there is a
potential for bias or misinformation when using
data from this website. However, the /r/askdocs
forum has an effective verification strategy for med-
ical experts and strong moderation, allowing for
a higher-than-average quality of questions and an-
swers. However, in times of mass posts such as
the pandemic period, there could be potential for
questions and answers to be under-moderated.

In our dataset, there may be triggering question-
answer pairs for some people and we ask users of
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the dataset to execute caution in this regard. For
instance, the most popular post on the /r/askdocs
forum is suicide-related.

We make it clear that the dataset is to be used
only for research purposes, as we find current mod-
els ill-suited for automatic responses or real-world
usage.
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In the appendix, we produce further experimen-
tal details and results.

A Packages and Experimental Setup

For dataset analysis, we used the NLTK (Bird and
Klein, 2009) library for tokenization and stopword
removal. For the experiments, we used the Hug-
gingface Transformers (Wolf et al., 2019) library
for training, evaluating and loading the ranking and
generation models. We also use this library for
tokenizing the data. Furthermore, all experiments
were reported using a fixed seed of 42 for all ran-
dom initialization or random sampling. We report
our experiments for a single run as the primary
purpose of the work is to illustrate the feasibility
of the task and the usability of the dataset. All ex-
periments (training, evaluation, testing) were con-
ducted on a single Jetson NX Orin 32 GB developer
kit.

B Negative Results

Universal sentence embedding training and
warm-starting of the embedding space As the
dataset has sparse training data, we assumed that
warm-starting the embedding space with in-domain
data before finetuning it with a task similar to
the downstream task would produce a better rank-
ing. To do this, we warm-start our embedding
space with our curated medical subset of the MS-
Marco (Nguyen et al., 2016) dataset. We then
filtered MS-Marco using MetaMap, to ensure in-
domain training and the model learns how to rank
expert answers by relevance rather than semantics.

After warm-starting, it is beneficial to ensure
that the bi-encoder sentence embeddings are uni-
versal (Reimers and Gurevych, 2019). To do this,
we finetuned the PubMEDBERT model on the NLI
and STS-B datasets using the settings indicated by
the original authors (Reimers and Gurevych, 2019).
We then use this universal sentence encoder for fur-
ther finetuning. We train the model with a constant
learning rate of 2×10−5 for 5 epochs and select the
best checkpoint based on the validation set. Rather
than directly sampling negatives, we opt for a loss
function designed for datasets with only positive
samples. We use the Multiple Negatives Ranking
Loss (Henderson et al., 2017) which uses in-batch
negative sampling. These results are shown in Ta-
ble 8 and indicate that the baseline model works
best.

We found similar shortcomings with

Facet Acc@1000 ↑ HR ↓

BM25 (Baseline) Title 0.0890 1333
Bi-Encoder (Baseline) Body 0.1734 600.1
Bi-Encoder (NLI) Body 0.1080 999.4
Bi-Encoder (NLI + Warm-Start) Body 0.0975 1144

Table 8: Negative results indicating that NLI (universal
sentence embeddings) and warm-starting the embedding
space lead to worse results for ranking.

MonoBERT (Nogueira et al., 2019) when
warm-starting, including strong overfitting immedi-
ately at the start of training. This is notable given
that MonoBERT was pretrained using MS-Marco,
indicating that the medical subset of MS-Marco is
likely noisy or has reinforced inductive biases in
the model that were not useful for the downstream
task.

However, experiments with provenance retrieval
reveal that warm-started models were better at re-
trieving the relevant PubMed abstracts. This re-
veals there is still merit to warm-starting the em-
bedding space as this aligns better with the data dis-
tribution of the layperson questions to PubMed ar-
ticles rather than layperson to the expert response.

C PubMed annotation

C.1 Annotation instructions
We randomly sampled 10% of examples and anno-
tated 100 examples between 3 annotators of aca-
demic backgrounds in biomedical natural language
processing. We labeled each example with one
of three labels: irrelevant, relevant, or unknown.
To assess for relevance, we compared the user’s
question, and expert response and see if the pro-
vided PubMed abstract is relevant. Specifically, the
abstract is relevant if it either: (1) addresses the
user’s information need (contains the user’s men-
tioned disease); (2) explains the expert’s diagnosis
(contains the mentioned diagnosis); or (3) is used
for differential diagnosis (for example, it was pro-
vided to rule out the disease the author may have
proposed). We did not, however, determine if the
PubMed abstract contained the correct diagnosis
or prognosis for the individual and only judged
the article’s relevance from the criteria, as this was
outside the area of expertise for the annotators.

C.2 Annotation results
We found that 69 out of 100 were deemed rele-
vant, and 3 were considered unknown. Many ar-
ticles deemed irrelevant were in response to posts
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about a general topic, for example, a weekly post
asking physicians to post articles they found in-
teresting or were a result of a parsing error. For
instance, PMIDXXXXXX was unavailable so PM-
CXXXXXXX was retrieved instead.

D Additional Experimental Details

D.1 T5 Prompt Templates
The following four prompts were used during the
training of the T5 models, and were inspired by the
Flan prompts4:

1. Provide a response for the question: Question:
context Answer:

2. title: user_title question: context answer:

3. Q: context A:

4. Write a title for the following question: Ques-
tion: context

The prompt template was randomly picked from a
random uniform distribution for each training ex-
ample. However, we used a fixed seed of 42 for the
random generation for reproducible results. During
the generation of validation or test examples, we
exclude the fourth prompt template as the response
generated would otherwise be a title rather than an
expert response. After each prompt, the model is
trained to conditionally generate a response to the
full prompt, which is the template prompt with the
fields filled with a sample from the training set.

D.2 Llama and Alpaca Prompt Templates
We use the following instruction-based prompt for
generation based on the following template:

Below is an instruction that describes a task,
paired with an input that provides further context.
Write a response that appropriately completes the
request.

### Instruction: Given the following user ques-
tion and document, provide useful, medical advice,
citing evidence from the document where possible.

### Question: {question}
### Document: {document}
### Response:
The prompt used is derived from the original

Alpaca prompt template but adjusted to suit the
current task of producing an expert response given
a PubMed abstract and user question.

4https://github.com/google-research/FLAN/blob/
main/flan/templates.py

D.3 Generation Output Examples

D.3.1 T5-based generation analysis
We sample our generated examples based on their
mover score. To avoid cherry-picking, we look at
the best (Table 9) and worst (Table 10) generations
based on their MoverScore, and randomly sample
a generation from the final set (Table 11). We
consider the Flan T5 model that has been finetuned
as it performed the best and find the corresponding
generation in the untuned model for comparison.

In the worst case, we find both the Flan-FT and
untuned models output the end-of-sentence token
too early for the same input. In the best-performing
case, the generated Flan-T5 finetuned model pro-
duces an answer more aligned with human experts,
whereas the untuned model copied the prescription
from the input text. We see this strategy occur-
ring several times in the generation for the untuned
model as it falls back to squad-style question an-
swering, where it copies spans from the context as
an answer to the question.

On average, we find that the Flan-T5 model, fine-
tuned or otherwise, recommends the consumer to
see a medical specialist. That being said, the un-
tuned model tended to be more verbose and in-
direct, which was refined after finetuning. This
suggests that the model learns to be more direct
with its responses during the training process.

Interestingly, we find it difficult to get T5 to
generate longer responses, where it would often
generate singular-word responses. However, the
LLMs have the opposite problem where they are
almost always hitting the generation limit.

D.3.2 LLM-based generation analysis
Similar to the previous section, we adopt the same
sampling strategy to select generation examples.
We found that in the worst case, the Alpaca hallu-
cinates immediately when the source document is
removed – acting as healthcare customer support,
rather than providing answers to the user’s ques-
tion. Llama models tended to act textbook-like in
the worst-case scenario, but produce more coherent
responses to less difficult questions (Table 12).

With the source document, we find that Alpaca
is more direct in its responses, and can address
the user’s information need sooner in the genera-
tion. Interestingly, we find that alignment between
the reference response and the LLM-generated re-
sponses is worse (Table 13) when the physician
dismisses the user’s concerns or questions. We find

https://github.com/google-research/FLAN/blob/main/flan/templates.py
https://github.com/google-research/FLAN/blob/main/flan/templates.py
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that LLMs will always address the user’s concerns,
and in the event that the physician is dismissive, it
attempts to ask clarifying questions to better under-
stand the user’s intent.

On average (Table 14), we found that Llama will
respond as a third party, whereas Alpaca models
tended to speak in the first person. With the docu-
ment in the prompt, the Alpaca models were more
direct and less likely to hallucinate.

However, in the paper, we find that the metrics
do not perfectly align with consumer expectations.
We find that MoverScore, is a useful metric for
relative importance and ranking. As shown in the
Tables, it still describes the best, average and worst-
case scenarios.
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Flan FT Prediction It’s a good antibiotic.
Flan Prediction Prescribed Bactrim DS for bladder infection.

Reference Bactrim is a very safe and well-tolerated antibiotic.

Table 9: Best performing generation examples based on MoverScore. Reference here is the expert response to the
user’s question.

Flan FT Prediction Consider
Flan Prediction summer

Reference It’s just a boil. Sweat, dirt, and dead skin cells block the pores and infect them.
I’d know better if I could examine you, but is the affected area around the boil
turning red and getting hard to the touch? It looks like there is cellulitis present
as well (or if it’s not there it’s coming). \n\nYou need antibiotics pronto. You
should also use antibacterial soap and let your breasts hang fee as much as you
can. Go get antibiotics for MRSA (methicillin resistant staph aureus) as soon
as possible. This can get really bad quickly.

Table 10: Worst performing generations based on MoverScore.

Flan FT Prediction You need to see a doctor.
Flan Prediction I think you’re right. Stress and anxiety can cause a variety of symptoms. It

can also cause other health problems. You should seek medical attention if you
have any of these symptoms."

Reference Were you educated about HSV after your diagnosis? Stress manifests in all
different ways for different people. You could make an appointment to speak
about your concerns with your new diagnosis. Im sure there’s a community on
Reddit who have all gone through what you are now. Just breathe. You’ll get
through it and learn how to live with it.

Table 11: Randomly sampled from the typical distribution i.e. average case generations.
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Alpaca Finetuned (FT) Thank you for your question. It is important to note that there is currently no
conclusive evidence that the Gardasil vaccination can prevent the development
of cervical cancer. The vaccine protects against four high-risk human papillo-
mavirus (HPV) types that are responsible for approximately 70% of cervical
cancers. However, it does not protect against all types of HPV, including those
that cause genital warts. Therefore, even after receiving the Gardasil vaccine, it
is still possible to develop genital warts. It is important to note that the strains
of HPV that cause genital warts are different from the ones that cause cervical
cancer. In fact, most people who get genital warts do not go on to develop
cervical cancer.

Alpaca FT w/o Document Dear [user], Thank you for reaching out to us for assistance. We are sorry to
hear about your concerns regarding your health. It is important to note that there
is no direct correlation between the Gardasil vaccination and the development
of plantar warts. The Gardasil vaccine protects against four high risk human
papillomavirus (HPV) types which can lead to cervical cancer. These include
HPV types 6, 11, 16, and 18. Plantar warts are caused by different types of
HPV, namely HPV type 17. Therefore, it is unlikely that the Gardasil vaccine
would have prevented the development of plantar warts. It is important to note
that the Gardasil vaccine does not protect against all types of HPV.

Alpaca Thank you for reaching out to us! It sounds like you have a lot going on and
we want to help you navigate through your concerns. Firstly, let’s start with
the basics. The Gardasil vaccine protects against certain strains of Human
Papillomavirus (HPV). These strains can cause cervical cancer, genital warts,
and other health issues. The vaccine does not prevent all strains of HPV,
however, it does reduce the risk of developing these conditions. It is important
to note that even if you were exposed to HPV before receiving the vaccine, it
does not mean that the vaccine did not work. In fact, the vaccine works best
when given before exposure to HPV.

Llama The answer is yes, you probably have HPV. You can get tested for HPV through
your primary care physician. If you test positive for HPV, then you need to get
a Pap smear every six months until you are done having children. If you test
negative for HPV, then you don’t need to get a Pap smear anymore. ## External
links * Official website

Reference The Gardasil vaccine is formulated to protect first and foremost against the
strains of HPV that cause cervical cancer. More recent version of the vaccine
have included more of the strains that just cause warts, but it doesn’t protect
against every strain of HPV. Having genital warts doesn’t mean that your
Gardasil vaccine didn’t work. There is no need for you to be getting Pap smears
any more frequently than is normally suggested.

Table 12: Best performing generation example based on MoverScore (Alpaca FT) and the baseline counterpart.
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Alpaca FT Thank you for reaching out to us. We appreciate your interest in our platform
and we are happy to help you with your query. The provided document does
not contain sufficient information to provide a proper medical advice. It would
be helpful if you could share more details about your symptoms, such as the
type of pain, its location, duration, severity, associated symptoms, and any other
relevant information. Also, it would be beneficial to know your age, gender,
and any past medical history. We recommend that you consult a doctor for
a thorough evaluation and diagnosis of your condition. They will be able to
determine the cause of your pain and suggest appropriate treatment options
based on your individual needs. Please note that we are not a medical facility
and cannot provide medical advice or diagnose conditions over the internet. If
you need immediate assistance, please call 911 or visit your nearest emergency
room. Best wishes for a speedy recovery.

Alpaca FT w/o Document Hello there, thank you for reaching out to us. We appreciate your interest in
learning more about medicine and healthcare. As a community-based plat-
form, we encourage open dialogue between members and medical profession-
als. However, due to HIPAA regulations, we cannot provide personalized
medical advice without having access to your full medical history. If you
would like to receive personalized medical advice, please consider schedul-
ing an appointment with a doctor through our partner telemedicine service,
[Teladoc](https://www.teladoc.com/). Teladoc offers 24/7 access to board-
certified physicians who can diagnose, treat, and prescribe medications when
medically necessary. You can find more information about Teladoc by visiting
their website or calling 1-800-831-6599. We hope this helps! We look forward
to continuing the conversation with you.

Alpaca Thank you for reaching out to us. We appreciate your interest in our platform
and we are happy to help you with your query. The provided document does
not contain sufficient information to provide a reliable medical advice. It is
important to note that the results presented in the document are based on a
small sample size and therefore cannot be generalized to the entire population.
Furthermore, it is unclear whether the authors controlled for confounding factors
such as age, lifestyle habits, and other environmental factors which could affect
the outcome measures.It is recommended that you consult a qualified physician
who can conduct a thorough physical examination and review your medical
history before providing any medical advice. We hope this helps. Please feel
free to reach out to us again if you need more assistance. Best regards, AskDocs
Team

Llama The first thing we need to consider is whether the patient is experiencing
symptoms related to their heart. If they are, it would be important to rule
out other causes such as anxiety, depression, or stress. If these are ruled out,
then we should consider the possibility of a cardiac cause.\em{If the patient is
experiencing no symptoms, then we could consider the possibility of a cardiac
cause. However, it is more likely that the patient is experiencing symptoms
related to another condition. For example, the patient may be experiencing
symptoms related to anxiety, depression, or stress. It is important to rule
out these conditions before considering a cardiac cause.}\em{If the patient is
experiencing symptoms related to anxiety, depression, or stress, then we should
consider treating those conditions.

Reference It’s pseudoscience.

Table 13: Worst performing generation example (Alpaca FT) based on MoverScore and the baseline counterpart.
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Alpaca FT Thank you for reaching out to us for assistance. Based on the information
provided, it appears that your niece may have contracted a type of Human
Papillomavirus (HPV) which causes warts. There are many types of HPV,
some of which can lead to more serious conditions such as genital warts and
cervical cancer. The good news is that most cases of HPV clear up on their
own within two years. In terms of treating the wart on the top of her hand, it
would be best to consult with a dermatologist. They will be able to assess the
wart and determine the best course of action based on its location, size, and
appearance. Some dermatologists may choose to use cryotherapy (freezing) to
remove the wart, while others may opt for other methods such as laser treatment,
electrosurgery, or curettage

Alpaca FT w/o Document Dear Aunt, Thank you for reaching out to us for help. Based on your descrip-
tion, it sounds like your niece may be suffering from HPV infection. Human
papillomavirus (HPV) is a common virus that can cause warts in various parts
of the body including the hands, feet, face, genital area, and mouth. The most
common type of HPV that causes warts is called HPV-6 and HPV-11. These
types of HPV usually do not cause cancer but can lead to warts. The best
way to prevent HPV infection is by getting vaccinated against HPV before
becoming sexually active. The HPV vaccine protects against several strains of
HPV, including those that cause genital warts.

Alpaca Dear Customer, Thank you for reaching out to us for assistance. Based on
the information provided, it seems like your niece may have multiple warts
on her hands and face. The most effective way to treat these warts would be
to see a dermatologist as soon as possible. They can assess the condition and
determine the best course of action based on the location, size, and type of
warts. The dermatologist may use one of several methods to remove the warts
including cryotherapy, laser surgery, curettage, electrosurgery, or chemical
peels. These procedures are usually done in the office under local anesthesia.
Some warts may require more than one procedure to completely eliminate
them. It is important to note that warts can recur even after successful removal,
especially if the patient does not follow proper hygiene practices. Therefore, it
is essential to maintain good personal hygiene

Llama The patient needs to see a dermatologist. The wart is likely a sebaceous cyst.
Sebaceous cysts can be treated with surgery, cryotherapy, electrocautery, laser
ablation, or liquid nitrogen. The best option would be to remove the cyst. If
the cyst is removed, then the patient may need to take antibiotics to prevent
infection. ## External links * Official website

Reference There are many nonfreezing treatments for warts.

Table 14: Average randomly sampled generations and the baseline counterpart.


