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Abstract

Fine tuning of the pre-trained language
model is a technique which can be used to
enhance the technologies of low-resourced
languages. The unsupervised approach
can fine-tune any pre-trained model with
minimum or even no language-specific re-
sources. It is highly advantageous, partic-
ularly for languages that possess limited
computational resources.
We present a novel approach for fine-tuning
a pre-trained Automatic Speech Recogni-
tion (ASR) model that is suitable for low
resource languages. Our methods involves
iterative fine-tuning of pre-trained ASR
model. mms-1b is selected as the pre-
trained seed model for fine-tuning. We
take the Nepali language as a case study for
this research work. Our approach achieved
a CER of 6.77%, outperforming all previ-
ously recorded CER values for the Nepali
ASR Systems.

Keywords - Low-Resourced ASR, Active
Learning, Pre-Training, Nepali ASR

1 Introduction

Automatic Speech Recognition (ASR) systems
use machine learning algorithms and neu-
ral networks to analyze and transcribe audio
recordings or live speech into text form. ASR
has a wide range of applications, including
- voice assistants, transcription services, ac-
cessibility tools, language translation services,
voice search etc. ASR technology has ad-
vanced significantly in recent years following
the development of deep learning techniques,
and it continues to play a crucial role in the de-
velopment of natural language processing and
human-computer interaction systems.

The supervised ASR systems learn from
aligned speech and transcribed text pairings,

requiring lots of well-prepared data. Speech
and transcribed text must be perfectly aligned
and the alignment basically is done manu-
ally in the Supervised approach. The manual
alignment demands extensive time and effort
as spoken words must be precisely matched
with their written counterparts. Unsupervised
ASR implementation was first proposed by Liu
et al. (2018). Since then unsupervised ap-
proaches have been in popular use. Recently,
the research conducted by Baevski et al. (2022)
demonstrated that the performance of unsu-
pervised ASR is equivalent to supervised ASR
models performance.

However, developing an ASR model for low-
resourced languages is a challenging task. The
pre-trained model could be fine-tuned with
some limited available labeled speech corpus.
This fine-tuned model is then used to label the
unlabeled corpus. The labeling achieved can
be augmented to the manually labeled speech
corpus. The whole process can be described
as a semi-supervised learning approach which
is a combination of supervised and unsuper-
vised approaches. Also, there is yet another
approach called transfer learning which is also
becoming predominantly popular in such con-
texts. Transfer learning as the name suggests
is about applying a model trained and devel-
oped for one purpose or task to a somewhat
related but quite different task and purpose.
Similarly, active learning is focused on select-
ing the most informative examples for label-
ing to improve the model’s performance since
manual labeling is resource-intensive.

While they both aim to enhance machine
learning models, they address different aspects
of the learning process: transfer learning fo-
cuses on the use of other supportive models,
while active learning concentrates on data se-
lection and annotation.



The concept of the active learning are being
popular in the ASR domain after popularity of
the larger ASR pre-trained model such as Hu-
BERT(Hsu et al., 2021), wav2vec(Schneider
et al., 2019), wav2vec2.0(Baevski et al., 2020a,
Baevski et al., 2020b, w2v-BERT(Chung et al.,
2021), Mockingjay(Liu et al., 2020). These
models are trained using larger and multilin-
gual speech corpus. Many research (Arunk-
umar et al., 2022; Khare et al., 2021; Luo
et al., 2021; Singh et al., 2023; Zheng et al.,
2023) show that the accuracy of the ASR in
low-resourced languages can be improved by
fine-tuning the pre-trained models. The fine-
tuning approach also saves the model training
time significantly.

In this paper, we propose an active learning-
based self-training approach to improve the
quality of the ASR model. We used language
score as a active learning dataset selection cri-
teria. wav2vec2.0 based Massively Multilin-
gual Speech (MMS) - 1B (mms-1b) pre-trained
ASR model is used as a seed model for fine tun-
ing.

The rest of the paper is organized as follows
the related works and the methodology used
are explained in section 2 and 3 respectively.
Section 4 explains the dataset used for training
the model. Section 5 presents the conducted
experiments and their results. Finally, the pa-
per concludes with section 6 where summary
of findings, future plans, and potential exten-
sions to the work are explained.

2 Related Works

Self-supervised approaches have been popular
for the past few years, especially in the context
of low-resourced languages. The goal of this
approach is to optimistically utilize the large
unlabeled speech data to improve the overall
accuracy of any given task in low-resourced
languages. There are various large models
available for ASR task. Hsu et al. (2021) has
proposed a Hidden-Unit BERT (HuBERT), a
self-supervised speech representation learning,
which utilizes an offline clustering step to pro-
vide aligned target labels for a BERT-like pre-
diction loss. Javed et al. (2022) combined
various speech dataset of 40 indian languages
(17,000 hours of raw speech data) including
Nepali and trained wav2vec pre-trained model

called IndicWav2Vec.
Baevski et al. (2020a) has proposed a frame-

work for the semi-supervised learning of speech
representation. The authors trained unsuper-
vised model on 53K hours of unlabeled data to
produce pre-trained seed model. That model
is further fined tuned using just 10 minutes of
labeled data. They achieved 4.8/8.2% WER
on clear/other test sets. This demonstrates
the feasibility of speech recognition with lim-
ited amounts of labeled data.

The data augmentation-based approach is
another way to take benefit of the larger re-
sources. Khare et al. (2021) utilized the
transliteration based augmentation to address
the labeled data scarcity. High-resource
graphemes of English are transliterated to low-
resourced languages graphemes( experimented
on : Hindi, Telugu, Gujarati,Bengali, Korean,
Amharic). Those transliterated dataset are
used for extended pre-training of the seed
model. The fine-tuning of the pre-trained
model on 10 hours of Gujarati dataset signif-
icantly reduced WER from 55.8% to 32.4%.
Arunkumar et al. (2022) has proposed en-
semble model to combine the HuBERT and
wav2vec2.0 to fine-tune ASR models. The per-
formance of ensembled approach is compared
with model generated from fine-tuning of indi-
visual HuBERT and wav2vec2.0 model. On
the LibriSpeech dataset the ensemble model
performed better.

Zheng et al. (2023) further explored the data
selection approach for active learning. The au-
thors extracted different level of granularity
(K-means ID, phoneme, word) from unlabeled
data using using HuBERT, wav2vec-U2.0 and
WFST. They computed perplexity (PPL) and
used PPL-based contrastive data selection ap-
proach. The proposed data selection frame-
work effectively improved the word error rate
(WER) by more than 11%.

The utilization of pseudo-labeling for unsu-
pervised datasets has gained popularity as a
means to mitigate the substantial effort and
cost associated with generating labeled speech
datasets. Xu et al. (2020) implemented iter-
ative pseudo-labeling(IPL) technique for fine
tuning the pre-trained model.This approach
improved the word error rate on the Lib-
riSpeech test dataset in both standard and
low-resourced settings. Singh et al. (2023)



also experimented the pseudo-labels based self-
training approach for low-resourced speech
recognition. They fine tuned wav2vec2.0
based cross-lingual XLSR-53 model(Conneau
et al., 2021) on the Punjavi speech dataset.
The unlabeled dataset are labeled with pseudo-
labels and marked with confidence score.
Those data that pass the threshold confidence
score are selected for the next level of fine-
tuning. The process is repeated until the
model stops improving.

Javed et al. (2022) has fine-tuned their
proposed IndicWav2Vec model using Nepali
OpenSLR dataset. When larger language
model (LMlarge), augmented lexicon, and re-
scoring is used they improved the performance
of model for Nepali speech input. As per
Xu et al. (2021) the pseudo-labeling and self-
training approach on wav2vec2.0 can signifi-
cantly improve the output in the low-resourced
setting. The noisy student training with
SpecAugment using giant Conformer models
pre-trained using wav2vec2.0 is experimented
by Zhang et al. (2022). By doing this, they
are able to achieve word-error-rates 1.4% on
the LibriSpeech.

3 Methodology

3.1 Supervised Learning for Base
model

Fine-tuning is a widely employed method in
the field of machine learning. It involves
the training of a pre-trained model, which
has been previously trained on a substantial
dataset for a task that is related, to be further
trained on a more limited and specific dataset.
The purpose of this additional training is to
customize the model’s performance for a par-
ticular task or domain.

We used Massively Multilingual Speech
(MMS) - 1B (mms-1b) pre-trained
model(Pratap et al., 2023) as the base
model for the experiment. The model has
been pre-trained using wav2vec2.0’s self-
supervised training on a dataset of around
500, 000 hours of speech data over more than
1, 400 languages. The pre-trained model
functions as a base model acquiring general
speech patterns and representations from a
wide range of audio data.

In the first phase (Phase1 : Fine tuning

the pre-trained model as shown in the Figure
1) supervised approach is used for fine tuning
the base model. This phase outputs the Fine
Tuned (FT) model at level 0 (FTmodel_0). The
Labeled Dataset is used for the training.

3.2 Language Model
Language Models (LM) in ASR are essential
for improving the accuracy and effectiveness
of speech-to-text transcription. They provide
language understanding, context, and the abil-
ity to adapt to different speakers and domains.
The main reason of introducing LM is to eval-
uate the output of the ASR model in terms
of the score while performing active learning.
When a language model processes a sequence
of words, it assigns a probability score to that
sequence(LMScore). The score represents how
likely that particular sequence is, according to
the learned patterns of the language model.
In general, higher probability scores are as-
signed to more grammatically correct and con-
textually appropriate word sequences, whereas
lower scores are assigned to less likely or incor-
rect sequences. This score is used as a dataset
selection criteria in the active learning phase
in both Algorithm 1 and 2.

KenLM Language Model Toolkit1 is used
for training the LM. We trained 5-gram
KenLM LM using the text label of speech
dataset(Kjartansson et al., 2018).

3.3 Active Learning
The speech corpus labeling task is expensive,
time consuming, and resource-intensive. If we
have seed data then we can use it to train
the base model and use the trained model to
further generate more data. This approach is
known as Active learning approach. We used
active learning approach on the Phase 2 as pre-
sented in Figure 1. The FTmodel_0 is consid-
ered as the base model of this phase. The unla-
beled dataset is labeled using the base model.
Along with labeling, the LMScore is also cal-
culated. The LMScore of each data in un-
labeled dataset are compared with threshold
value (LMThreshold) to check if we can consider
this data as semi-labeled data. If LMScore >
LMThreshold then this data is considered as
semi-labeled data and it is merged with la-

1KenLM: https://kheafield.com/code/kenlm/
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Figure 1: Architecture for semi-supervised iterative fine tuning of pre-trained model using Active Learning
approach

beled dataset. The merged data is then used
for further training.

Algorithm 1: Recursive fine tuning of
the fine-tuned model

Input:
Pretrained Model: PTModel

Labeled Train Dataset: DS_TrainLabeled

Labeled Test Dataset: DS_TestLabeled

Unlabeled Dataset: DSUnlabeled

Language Model: LM
Output: Final fine tuned model: FTFinal

1 FTmodel_0 = FineTune( PTModel,
DS_TrainLabeled )

2 FTfinal = FTmodel_0

3 do
4 DSsemilabeled = { }
5 foreach speech in DSUnlabeled do
6 label = FTfinal.Inference(speech)
7 LMscore = LM .Score(label)
8 if LMscore > LMthreshold then
9 DSsemilabeled.Append(speech,

label)

10 DSMerged = DSsemilabeled ∪
DS_TrainLabeled

11 FTfinal = FineTune( FTfinal, DSMerged )
12 CER = CalculateCER(FTfinal ,

DS_TestLabeled)
13 while (CER is improved)
14 return FTFinal

The active learning phase (Phase 2 as shown
in Figure 1) is an iterative phase for fine tun-
ing the base model. We followed two simple
algorithms for the active learning. The Algo-
rithm 1 is used for the recursive fine tuning
of fine tuned model and the Algorithm 2 is
used for the recursive fine tuning of the base

model. The output of both algorithm are the
fine-tuned ASR model FTFinal.

3.3.1 Requirements to perform active
learning

The following inputs are required for active
learning algorithms:

• Pretrained Model: PTModel - It is (mms-
1b) pre-trained model proposed by Pratap
et al. (2023)

• Dataset: We need labeled as well as
unlabeled datasets - 1) Labeled Train
Dataset: DS_TrainLabeled, 2) Labeled
Test Dataset: DS_TestLabeled , and 3)
Unlabeled Dataset: DSUnlabeled

• Language Model: LM - It is 5-gram
KenLM language model. The language
model is used for calculating the score
while generating the semi-labeled dataset.

3.3.2 Choosing LMthreshold

The convergence of the training toward min-
imal error is depends on the language mod-
els threshold score value LMthreshold. We per-
formed training on smaller dataset to find the
best fit among the set of the thresholds {-7, -6
, -5, -4, -3, -2, -1, 0, 1, 2, 3 ... }. Based on
this training we selected -5 as a best fit for the
given dataset. This selection criteria can be
further improved.



3.3.3 Recursive fine tuning of the
fine-tuned model

Algorithm 1 recursively fine-tunes the fine-
tuned model. The FTmodel_0 is the base
model that is used in the first iteration.
The label is generated from the fine-tuned
model and respective LMscore is calculated.
If LMscore is within the accepted threshold
(i.e. LMthreshold) then the data is consid-
ered as semi-labeled data and merged with
DS_TrainLabeled dataset to form DSMerged.
The DSMerged dataset are used for the next it-
eration. In this algorithm recently fine-tuned
model is used for next iterations fine-tuning.
The iteration continues until we get consistent
CER.

3.3.4 Recursive fine tuning of the base
model

Algorithm 2 recursively fine-tune the base
model. The pre-trained mms-1b (PTModel)
model is first fine-tuned to build the
FTModel_0. This fine-tuned model is then
considered as the base model for further fine-
tuning. This algorithm is essentially the same
as Algorithm 1, the differences is on line:#11
where the recursive fine-tuning is done. In this
algorithm we pass the FTModel_0 for further
fine-tuning.

4 Dataset

The validation of proposed model is conducted
in a low-resourced environment. The Nepali
language is used as the test language. Kjar-
tansson et al. (2018) has developed a crowd-
sourced speech corpus, known as OSLR53,
specifically designed for Nepali and other lan-
guages that have limited resources available.
The dataset can be accessed by the public
through the Open SLR website2. The dataset
consists of a total of 165 hours of recorded
speech, which has been contributed by 527 dis-
tinct individuals. The dataset has a total of
157, 905 recorded phrases.

For the validation of our proposed model we
splited OSLR53 dataset into three parts - 1)
labeled train dataset (DS_TrainLabeled), 2)
labeled test dataset(DS_TestLabeled), and 3)
unlabeled dataset (DSUnlabeled). The dataset
details are summarized into the Table 1.

2SLR53 : https://openslr.org/54

Algorithm 2: Recursive fine tuning of
the base model

Input:
Pretrained Model: PTModel

Labeled Train Dataset: DS_TrainLabeled

Labeled Test Dataset: DS_TestLabeled

Unlabeled Dataset: DSUnlabeled

Language Model: LM
Output: Final fine tuned model: FTFinal

1 FTmodel_0 = FineTune( PTModel,
DS_TrainLabeled )

2 FTfinal = FTmodel_0

3 do
4 DSsemilabeled = { }
5 foreach speech in DSUnlabeled do
6 label = FTfinal.Inference(speech)
7 LMscore = LM .Score(label)
8 if LMscore > LMthreshold then
9 DSsemilabeled.Append(speech,

label)

10 DSMerged = DSsemilabeled ∪
DS_TrainLabeled

11 FTfinal = FineTune( FTmodel_0,
DSMerged )

12 CER = CalculateCER(FTfinal ,
DS_TestLabeled)

13 while (CER is improved)
14 return FTFinal

Dataset Details
DS_TrainLabeled Duration 8.13 Hours

Utterances 14474
DS_TestLabeled Duration 1 Hour

Utterances 1609
DSUnlabeled Duration ∼ 80 Hours

Utterances ∼ 140K

Table 1: Training Dataset used for validating pro-
posed model

Labeled Train/Test Dataset The labeled
dataset contains the tsv file with fileid, path
and label(transcribed text). Out of the total
data, about 8Hours of data are considered as
the training dataset whereas about 1Hour of
data are considered as the test dataset. We
used the test dataset to evaluate the fine-tuned
ASR model.

Un-labeled Dataset Unlabeled dataset
preparation task is comparatively easier than
labeled dataset but still requires significant
time to collect, curate, and pre-process. Un-
fortunately, the speech corpus for the unsuper-
vised ASR task is not available. We are work-
ing on the unlabeled dataset preparation task.
But at the moment we are not in a position to



use them. So for the validating our proposed
model we have decided to use some portion of
the data from OSLR53 as a unlabeled dataset
after seprating train/test dataset.

5 Experiment, Result and
Discussion

There are couple of pre-trained seed models (as
explained in section 2) available for ASR task.
These pre-trained models are trained on the
larger speech corpus of single or multi-lingual
speakers. For the experiment we used Mas-
sively Multilingual Speech (MMS) - 1B (mms-
1b) as a pre-trained seed model.

The character based tokenizer is used to
tokenize the label. The Devanagari charac-
ters that were used in the Nepali language are
listed in Table 2 and are considered as vocabu-
lary for fine-tuning. The vocabulary size used
for training is 64.

Type Symbols
Vowel अ, आ, ई, इ, उ, ऊ, ए, ऐ, ॠ,

ओ, औ
Consonants क, ख, ग, घ, ङ,

च, छ, ज,झ, ञ,
ट, ठ, ड, ढ, ण,
त, थ, द, ध,न,
प, फ, ब, भ, म,
य, र, ल, व, श,
ष, स, ह

Vowel markers ◌ा, ि◌, ◌ी, ◌ु, ◌ू, ◌े,
◌ै, ◌ो, ◌ौ

Other markers ◌् , । , ◌ं , ◌ृ , "◌ँ etc.

Table 2: Devanagari characters used in Nepali Lan-
guage

The fine-tuning, training, and executing
the experiment was performed on a system
equipped with an RTX 3090 GPU (24GB GPU
Memory), a Ryzen 9 5600x CPU, and 32 GB
of memory.

The Character Error Rate (CER) is used
for the evaluation purpose. All the experi-
ments are evaluated on same DS_TestLabeled
dataset.

We compare the performance of the base
model and fine-tuned model. The base model
is fine-tuned from mms-1b pre-trained model.
The labeled dataset DS_TrainLabeled is used

Experiment Result
(CER)

Base Model
fine-tuned using DS_TrainLabeled 11%

Active Learning using Algorithm 1
Recursive fine tuning of the fine-tuned
model

6.80%

Active Learning using Algorithm 2
Recursive fine tuning of the base model 6.77%

Table 3: Result of various experiments

for fine-tuning. The evaluation is performed
using DS_TestLabeled dataset and resulted to
11% CER which is considered as baseline for
further comparison. The experimental results
are summarized in Table 3.

After successful execution of the Algorithm
1 (Recursive fine tuning of the fine-tuned
model) and 2 (Recursive fine tuning of the
base model) the returned fine-tuned model
FTfinal is evaluated on the DS_TestLabeled
Dataset with 6.80% and 6.77% CER respec-
tively. Based on this, we can say that our fine-
tuning approaches improve the performance
significantly over the base model which is only
trained using the labeled dataset.

The mms-1b is also fine-tuned by Pratap
et al. (2023). Authors used Dev and Test
Dataset for fine-tuning the base model. These
datasets are not available in the public domain.
The Common Crawl LM is used for decoding
purpose. Their result for Nepali language in
terms of CER is 8.3% amd 7.7% respectively
on Dev and Test dataset. If we compare this
work with ours, we can clearly say that our
approach improves CER by 1% on the test
dataset.

The supervised ASR models for the
Nepali language proposed by Regmi and Bal
(2021)(Joint CTC-Attention), Dhakal et al.
(2022) (CNN-ResNet-BiLSTM), Banjara et al.
(2020)(CNN-GRU) are state-of-art models
which uses the OSLR53 dataset. Their re-
ported CER are respectively, 0.30%, 17.07%,
and 27.72%. Decreasing these CERs requires
a significantly large labeled corpus. The ef-
fort for such corpus development is resource-
intensive. This makes our approach the most



suitable approach for Nepali ASR as through
this approach we can also achieve acceptable
CER with comparatively a very small amount
of resources.

6 Conclusion and Future Work
The Active learning-based self-supervised ap-
proach for developing ASR for low-resourced
languages particularly Nepali is presented in
this paper. The proposed method utilizes an
iterative training approach, which has proven
to be effective, especially in the context of lan-
guages with limited available resources. This
iterative training process involves repeated cy-
cles of learning and refining, allowing the sys-
tem to adapt and improve its performance over
time. By employing the suggested method, it
is possible to eliminate the extensive labeling
efforts in creating speech datasets for fully su-
pervised ASR models. The experimental anal-
ysis demonstrates the effectiveness of our algo-
rithms in terms of improving the performance
of the ASR model in low-resourced settings of
Nepali language. This research can be further
extended for other languages which has limited
language resources.

There are several areas for improvement
in this research. We have considered only
wav2vec2.0 based pre-trained seed model. We
can test the algorithms on other pre-trained
ASR models such as HuBERT. Language
model is not being used yet for the decoding
purpose. We can use the appropriate language
model which is trained from larger text to im-
prove the performance of the overall system.
The language model threshold is fixed through-
out the training. Some adaptive approach for
the threshold calculation can be done.
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