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Abstract

The paper presents a novel approach for auto-
mated cross-lingual fact-checking that extracts
and verifies information from Wikipedia using
references. The problem involves determining
whether a factoid in an article is supported or
needs additional citations based on the provided
references, with granularity at the fact level.
We introduce a cross-lingual manually anno-
tated dataset for fact extraction and verification
and an entirely automated pipeline for the task.
The proposed solution operates entirely in a
cross-lingual setting, where the article text and
the references can be in any language. The
pipeline integrates several natural language pro:
cessing techniques to extract the relevant facts
from the input sources. The extracted facts are
then verified against the references, leveraging
the semantic relationships between the facts
and the reference sources. Experimental evalu:
ation on a large-scale dataset demonstrates the
effectiveness and efficiency of the proposed ap:
proach in handling cross-lingual fact-checking
tasks. We make our code and data publicly
available'.

1 Introduction

Wikipedia is one of the world’s most widely used
sources of information, and its articles cover a vast
array of topics in many different languages. Hence,
the accuracy and reliability of the information on
Wikipedia becomes a topic of concern and impor-
tance. To maintain the high standard of its articles,
all material in Wikipedia must be attributable to a
reliable, published source.

While there have been efforts at identifying if
the information in a sentence is factually correct
or needs a citation, most of these approaches are
monolingual and only present for high-resource
languages. Furthermore, these solutions work on
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the granularity of a sentence. Complex sentences
from Wikipedia articles can be made up of multiple
facts. In such cases, the correctness of each of these
facts can be more helpful than the correctness of
the sentence as a whole. For this, we need to have
specific information about the availability of cita-
tions for each fact. Thus, it becomes necessary first
to extract factual information from the sentences
and then predict the label for each of those. Figure
1 shows an example of the XFactVer problem.
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Figure 1: Example of the cross-lingual fact extraction
and verification problem.

The pipeline for cross-lingually extracting fac-
tual information can also be used for multiple pur-
poses, like automatically populating knowledge
graphs such as Wikidata or utilising natural lan-
guage text from multiple sources to create a com-
mon knowledge graph. Once the facts are extracted,
we pass each of the facts along with semantically
selected sentences from the reference through a
classifier pipeline, which predicts if the citations
support the fact or if the fact is in need of further
citation. Such a pipeline can be used for automat-
ically citing text on the low-resource editions of
Wikipedia and reducing the manual efforts needed
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to identify sentences needing citations. This be-
comes particularly important for the low-resource
versions of Wikipedia, which have a lower quality
of articles and fewer editors.

Thus, the major contributions of this paper in-
clude:

* A cross-lingual dataset for fact extraction and
verification, covering English and five Indian
languages.

* A pipeline for automated cross-lingual fact ex-
traction and verification, with the granularity
at the fact level instead of the sentence level.

To the best of our knowledge, this is the first at-
tempt at solving this task.

2 Related Work

In this section, we discuss related work on the two
stages of our approach - fact extraction and verifi-
cation.

2.1 Fact Extraction

Structured fact extraction from unstructured tex-
tual data is a widely studied problem. Two Indian
languages - Hindi and Telugu have been covered
in a prior work (Kolluru et al., 2022). We extend
this to four other Indian languages while avoiding
translation. Our work is most similar to Singh et al.
(2022) - we experiment with other fact extraction
methods and extend their work to include verifica-
tion as well.

2.2 Fact Verification

Prior work on fact verification has centred around
the FEVER benchmark (Pan et al., 2021; Krishna
et al., 2022). Most prior work on fact verification
is monolingual and works on sentence level instead
of fact level (Subramanian and Lee, 2020; Huang
et al., 2022). Individual facts can be added to a
knowledge graph (Nadgeri et al., 2021), and then
various knowledge graph comparison methods can
be used for comparing and verifying facts across
the two graphs (Zhu et al., 2020; Mondal et al.,
2021; Chen et al., 2022).

3 Dataset

We construct the XFactVer dataset using two ex-
isting datasets, the XAlign (Abhishek et al., 2022)
and the XWikiRef (Taunk et al., 2023) datasets.
The XAlign dataset contains sentences from Indian

Language | Articles | Sentences | Facts
Bengali 11,468 | 53,522 106,165
Odia 1,635 7,601 13,035
English 4,715 17,326 39,540
Punjabi 3,491 12,324 25,758
Tamil 6,003 21,937 38,100
Hindi 5,796 20,277 40,062
Total 33,108 | 132,987 262,660

Table 1: Dataset statistics for each of the languages.

language Wikipedia articles from the persons do-
main along with aligned facts from Wikidata. The
XWikiRef dataset contains articles in Indian lan-
guages along with text from their references. We
extract the intersection of these two datasets by get-
ting the entities which are present in both XAlign
and XWikiRef. We extract the top 10 sentences
from the reference text for all the article sentences
in the dataset. We do this by checking semantic
similarity between (article text, reference text) as
(question, answer) pairs 2. In order to construct
the golden test data for every sentence, we man-
ually annotate each fact. The manual annotators
provide two possible labels - either the fact is sup-
ported with respect to the reference sentences, or it
isn’t supported. Using this approach, we construct
the XFactVer dataset. The constructed golden test
dataset contains a sentence from the Indian lan-
guage Wikipedia article, context from citations,
manually aligned facts, and a manually annotated
label. Figure 2 describes the components of the
dataset.
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3. Sentence Facts
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1. Article Title
2. Article Sentences
3. Article Facts
4. Aligned Citation
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Figure 2: Components of the XFactVer dataset.
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4 Methods

The automated pipeline for fact-level verification is
constructed in the following phases. Figure 3 gives
a diagrammatic overview of this process.
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Figure 3: Pipeline for automated fact extraction and
verification.

4.1 Fact Extraction

The task of cross-lingual fact extraction (CLFE)
involves extracting English facts from the natural
language text of multiple low-resource Indian lan-
guages. For this task, we propose two methods.
The first approach formulates this problem as a
text-to-text task and finetunes a pre-trained mT5
model for extracting the English facts (Singh et al.,
2022). For our second method, to check the vi-
ability of LLMs for this task, we prompt GPT-4
to extract facts in English from the multilingual
sentences.

4.2 Fact Verification

Our best-performing fact verification approach uti-
lizes passing each fact along with the correspond-
ing reference sentences from a classifier. Since the
reference text can be very long, we tokenize the
reference text into sentences and then use LABSE
(Feng et al., 2022) to find the top 10 semantically
similar sentences from the reference to the article
sentence.

mT5-small GPT-4
Metric  ROUGE-L  BERTScore = ROUGE-L  BERTScore
bn 0.838 0.890 0.902 0.954
or 0.711 0.860 0.600 0.822
en 0.768 0.883 0.656 0.868
pa 0.692 0.865 0.601 0.847
ta 0.842 0.924 0.766 0.902
hi 0.854 0.932 0.596 0.833
avg 0.784 0.893 0.687 0.871

Table 2: Language-wise fact extraction results.

bn or en pa ta hi avg

Accuracy  66.59  70.52 6190 6039 6643 5776  63.93

Table 3: Language-wise fact verification results.

4.3 Implementation Details

For fact extraction using mT5, we use the mT5-
small model having 8 encoder and 8 decoder layers.
We use Adam optimizer with a learning rate of 2e-
5 and train the model for 10 epochs with a batch
size of 4. For fact verification, in particular, the
threshold to determine semantic similarity was kept
at0.7.

5 Results

5.1 Fact Extraction

The results for fact extraction are shown in Table ??.
We observe that ROUGE-L and BERT Score corre-
late well, and thus, either metric can be used to find
our best-performing model. Other than Bengali,
mT5-small outperforms GPT-4 in all the languages,
with the best results observed for Hindi. Thus, fine-
tuning a much smaller model outperforms a SOTA
model trained with few shot prompting, even for
English.

5.2 Fact Verification

For fact verification, as shown in Table 3, our
proposed system achieves an average accuracy of
63.93%. It can be observed that the system does
not suffer from a language divide. Even extremely
low-resource languages like Odia and Punjabi per-
form very close to or higher than the average, while
higher-resource languages like English perform
worse than average.

6 Conclusion and Future Work

In this work, we proposed the task of cross-lingual
fact extraction and verification and contributed rel-
evant baselines for the same. We also contribute a
manually annotated golden test set for verifying our



pipeline or those devised in future. Surprisingly,
we find lower-resource Indian languages to perform
comparably, or in a few cases, even better than En-
glish, all without relying on translation. Further
work can utilize Set Transformers (Lee et al., 2019)
to augment the mT5-based generation, which is
particularly useful in our case since the extracted
facts are permutation invariant.
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