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Abstract

Automated answer validation can help improve
learning outcomes by providing appropriate
feedback to learners, and by making question
answering systems and online learning solu-
tions more widely available. There have been
some works in science question answering
which show that information retrieval methods
outperform neural methods, especially in the
multiple choice version of this problem. We
implement Siamese neural network models and
produce a generalised solution to this problem.
We compare our supervised model with other
text similarity based solutions.

1 Introduction

Reading comprehension based question answering,
where a passage is given and models have to answer
questions based on the passage, has been studied
extensively in the past decade. The science ques-
tion answering problem is relatively harder given
the it’s a narrower domain. In particular, science
question answering in the presence of distractors
(known generally as multiple choice answers) re-
mains an active area of research.

SciQ dataset introduced by (Welbl et al., 2017)
has questions, multiple choices, correct answer,
and a supporting passage. Text similarity solutions
are a reasonable choice to solve this problem. Com-
paring the answers to ground truth in closed-book
QA is the most generalized version of the prob-
lem. Having multiple options makes the problem
slightly harder since distractors can have lots of
words in common with the correct answer.

The particular problem that we want to address
in this work is automated answer validation. Given
the question and the answer provided by students,
we need to evaluate if the answer is correct, using
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Question: What type of organism is
commonly used in preparation of
foods such as cheese and yogurt?

Options: mesophilic organisms
protozoa
gymnosperms
viruses

Correct Answer: mesophilic organisms

Support Text: Mesophiles grow best
in moderate temperature, typically
between 25C and 40C (77F and 104
F). Mesophiles are often found living
in or on the bodies of humans or
other animals. The optimal growth
temperature of many pathogenic
mesophiles is 37C (98 F), the normal
human body temperature. Mesophilic
organisms have important uses in
food preparation, including cheese,
yogurt, beer and wine.

Figure 1: An example question, options, answer and
support text from sciq dataset. Our task is to validate
the user answer using the support text.

the question and the supported text. We need to
generate a pair between the student answer and
the correct answers, where the correct answers are
determined from the supporting text.

Consider the example in the SciQ dataset in Fig-
ure 1. Given the question and the supporting text,
we can determine the correct answer is mesophilic
organisms. Now we can validate whether the stu-
dent answer is correct based on text similarity. This
is a relatively simple example, where the phrase
meosphilic organisms occurs verbatim in the sup-
porting text, but this may not always be the case.

A typical information retrieval based solution

to this problem will search the multiple options in
the supporting passage. We want to investigate if



a neural network model can perform well on this
task. Further, if possible, we would like to compare
such a supervised model with large language model
based solutions. We’ll describe our solution in
more detail in Section 3.

The automated answer validation system for sci-
ence question answering will benefit educators and
students in science-related subjects. It will stream-
line the assessment process, reduce manual effort,
and ensure consistent evaluations, leading to im-
proved learning outcomes in the science domain.

Improving learning outcomes in science educa-
tion was also the motivation for the SciQ project at
Allen Institute for Al In the Indian context, solv-
ing this problem could help reduce the disparities
in learning opportunities among different income
levels and location of the students. In particular,
our solution could help create a scalable platform
for students appearing in competitive exams to take
mock tests without having to pay for such services
in coaching centers.

2 Related Work

Approaches to multiple-choice science exam ques-
tion answering (QA) differ in terms of their rea-
soning architectures and training processes. (Clark
et al., 2013) present a collection of sub-issues and
methods for solving them. (Li and Clark, 2015) ap-
proach assesses how well a scenario, built from the
question and augmented with additional knowledge
base (KB) data, holds together. On the other hand,
(Sachan et al., 2016) develop a model focused on
entailment that uses a max-margin ranker to find
the right answer based on background knowledge.
Models that employ probabilistic reasoning include
techniques such as Markov logic networks (Khot
et al., 2015) and an integer linear program-guided
approach that constructs proof chains using orga-
nized knowledge (Khashabi et al., 2016). The
Aristo ensemble (Clark et al., 2016) combines var-
ious reasoning approaches with basic statistical
methods that rely on lexical relationships and infor-
mation retrieval (IR). These simpler methods alone
offer surprisingly effective starting points. There’s
been limited effort to apply neural networks to this
challenge, mainly due to the scarcity of training
data. This paper aims to tackle that problem by
creating a substantially larger dataset than what
existed before, and we showcase the outcomes of
tests conducted using cutting-edge reading compre-
hension methodologies on our new datasets.

Siamese networks were introduced by (Brom-
ley et al., 1993) who used the method for the task
of determining whether two input signatures orig-
inated from the same person. Siamese Networks
feature two or more identical subnetworks that ac-
cept distinct inputs but share the same parameters
and weights. These subnetworks are then joined
at some point, and the network learns a similarity
function over its inputs. The architecture is partic-
ularly useful for tasks that involve comparing two
different but similar pieces of data, such as in the
case of signature or face verification.

Over the years, Siamese Networks have been
adapted and extended for various tasks beyond
signature verification, including face recognition,
object tracking, and more. They have become a
foundational architecture in the area of learning
similarity metrics and are widely used in various
applications today. (Singh, 2019) describes the im-
plementation of siamese network models for text
and image similarity.

(Viji and Revathy, 2022) describe an hybrid
approach that combines BERT extraction with
deep Siamese Bi—-LSTM model for text similar-
ity. (Malkiel et al., 2022) focus on interpretability
of BERT based text similarity. (Gollapalli and Ng,
2022) proposed using a text similarity measure for
question generation.

(Li et al., 2023) propose using text similarity for
question answering in a particular field of medi-
cal domain, namely rheumatoid arthritis question-
answering system. (Vallejo et al., 2022) discuss the
limitations of Pearson Correlation for validating
text similarity metrics.

3 Our approach

Our solution for automated answer validation is
as shown in Figure 2. Given a question, answer,
multiple options and supporting text, we use dif-
ferent text similarity methods to predict the correct
answer. This answer prediction can be evaluated
using ground truth (correct answer) available in the
dataset.

We implement a Siamese text similarity model
and compare with other methods like few shot in-
ference and retrieval augmented generation using
large language models.

* Implementing a robust Siamese text similarity
model for answer validation in the science
domain.



B — () —
i et

Feedback

+ ____________ bl
Bag of Words

Y

Siamese
Networks

\

SBERT
Cosine Similarity

Large Language
Models

Text Similarity

| Ground Truth I

Figure 2: Automated Answer Validation using Text Similarity

* Preprocessing and structuring the dataset from
SciQ dataset to create meaningful pairs of stu-
dent responses and correct answers.

» Handling varying lengths of text data during
model training and inference.

* Addressing potential semantic ambiguities
and domain-specific challenges in science
questions and responses.

After implementing the above model, we com-
pare our solution with an unsupervised method,
where SBERT with cosine similarity provides the
text similarity score. We also discuss how our so-
lution compares with Large Language Models in
Section 6.3. While using LLMs, there are couple of
approaches that we could try. Retrieval augmented
generation is closer to the information retrieval
based solutions in this problem. We can ask the
LLM to predict if the selected answer is correct,
given the question and the supporting text. As a
separate exercise, we could also evaluate LLMs
on closed book question answering. In the RAG
approach, we can try to extract a relevant portion
of the supporting text, to help the LLM make the
correct prediction.

In another approach, we can use few shot prompt-
ing, where we give the model few examples of the
question, multiple choices and correct answers. An
instruction fine tuned model like flan-T5 or GPT3.5
could use the samples to validate the answers. We
discuss some of these in Section 6.3 but do not
implement in this work.

3.1 Methodology

* Combine the question and supporting text to
create meaningful context for answer valida-
tion in the science domain. Structure the data
to form pairs of student responses and correct
answers, along with corresponding labels (0
for incorrect and 1 for correct).

* Implement a Siamese neural network archi-
tecture using NLP libraries and deep learning
frameworks. Train the model on the pairs of
student responses and correct answers to learn
the underlying text representations

* Develop an interface for educators to input
student responses and query the Siamese text
similarity model for validation in the science
domain.

* Fine-tune the model and update the answer
validation system based on evaluation results.

4 Siamese Neural Networks

A Siamese neural network (Bromley et al., 1993),
often referred to as a twin neural network, is a
type of artificial neural network designed for com-
paring the similarity between two different input
vectors by utilizing shared weights in parallel. One
of the output vectors is typically precomputed, es-
tablishing a baseline for comparison against the
other output vector. This concept can be likened to
fingerprint comparison but is better described as a
distance function used in locality-sensitive hashing.
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Figure 3: Siamese Networks for Text Similarity in Automated Answer Validation

For the text similarity tast, the siamese network
looks like the architecture in Figure 3.

Mathematically, the goal is to minimize the dis-
tance metric for similar objects while maximizing
it for dissimilar ones. The most commonly used dis-
tance metric is the Euclidean distance, represented
as:

Here, = and y are vectors of dimension n, and
D(z,y) calculates the Euclidean distance between
them.

4.1 Learning in Siamese Networks

Learning in Siamese networks can be achieved us-
ing various loss functions, with two common ap-
proaches being triplet loss and contrastive loss.

Triplet Loss

In triplet loss, the network learns by comparing
three inputs: an anchor sample, a positive sample,
and a negative sample. The loss function encour-
ages the network to minimize the distance between
the anchor and positive samples while maximiz-
ing the distance between the anchor and negative
samples. The triplet loss function can be defined
as:

L = max(d(a,p) — d(a,n) + margin, 0)

Where:

* L is the triplet loss.

* d(a,p) is the distance between the anchor and
positive sample.

* d(a,n) is the distance between the anchor and
negative sample.

* margin is a hyper parameter that enforces
a minimum difference between positive and
negative distances.

Contrastive Loss

In contrastive loss, a weight decay or similar reg-
ularization technique is used in combination with
the network to minimize the distance between sim-
ilar objects and maximize the distance between
dissimilar ones.

S Experiments

5.1 Datasets

The SciQ dataset (Welbl et al., 2017) contains
13,679 crowdsourced science exam questions about
Physics, Chemistry and Biology, among others.
The questions are in multiple-choice format with
4 answer options each. For the majority of the
questions, an additional paragraph with supporting
evidence for the correct answer is provided.

e answers 1 - 4: Candidate answers for the
question (string).

e correct_answer: The correct answer for the
question (string).

* support: The supporting text for the question
(string).



In addition to the above dataset, we are consid-
ering generating similar datasets in other domains
using generative Al services like ChatGPT. Given
the availability of question papers from competive
exams, we might be able to generate correct an-
swers and supporting text using ChatGPT. We can
combine the question and the supporting text to
validate the student answers.

5.2 Benchmarks

Benchmarks typically include datasets, metrics,
evaluation protocols and baseline models. SciQ
dataset by (Welbl et al., 2017) is the obvious bench-
mark for this task. The dataset was generated in a
crowdsourced approach. They employ a number
of methods to generate multiple choice answers.
They predominantly report accuracy as the metric.
We propose to mostly follow their approach and
report accuray of the Siamese network model in
accurately selecting the correct answer among the
multiple choices.

5.3 Experimental setup

We implemented our solutions using pytorch
(Paszke et al., 2019) though we initially used keras
for prototype models For the application, we con-
sidered gradio, streamlit and fastAPI and chose
streamlit. The deployment details are as discussed
in Section 6.2. We also used other packages and
tools like nltk (Loper and Bird, 2002) and pandas
(McKinney et al., 2011).

5.4 SBERT

Our second baseline for automating answer val-
idation uses SBERT (Sentence-BERT) model
(Reimers and Gurevych, 2019), in conjunction
with cosine similarity. It employs pre-trained
transformer-based models to generate embed-
dings for text data, allowing for the compari-
son of question-answer pairs. The ’paraphrase-
distilroberta-base-v1’ variant of SentenceTrans-
former was chosen for this task. The embeddings
were processed to remove question words and punc-
tuation, ensuring data consistency. The resulting co-
sine similarity scores indicate the degree of similar-
ity between text documents. This SBERT-based ap-
proach achieved a notable level of accuracy, demon-
strating its effectiveness in selecting correct an-
swers among multiple choices.

The SBERT and cosine similarity approach of-
fers a practical means of capturing the underlying
semantics of text data. It generates embeddings

that encapsulate the context of questions and an-
swer options, facilitating a deeper understanding of
their relationships. The cosine similarity scores pro-
vide a straightforward measure of similarity. The
reported accuracy rate reflects the approach’s rel-
evance in educational assessment systems and its
potential to enhance the efficiency and accuracy of
automated answer evaluation.

5.5 Siamese Networks

Siamese networks are a class of deep learning mod-
els designed for text similarity tasks. They play a
significant role in assessing the similarity between
two text sequences, making them valuable tools
for various natural language processing applica-
tions. In the context of automated answer evalu-
ation, Siamese networks prove effective in deter-
mining the resemblance between a question and its
associated answer options. Their underlying archi-
tecture involves processing both input texts through
shared layers, allowing the network to learn and
extract essential features from the text data.

The Siamese network solution in this context is
particularly focused on automating the process of
selecting the correct answer from a set of options.
To achieve this, it leverages the concept of textual
similarity. During training, the network learns to
distinguish between the correct answer and dis-
tractors by understanding the inherent connections
between the question and each answer choice. This
learning process relies on encoding text into nu-
merical representations and computing similarity
scores, which are then utilized to make informed
decisions.

Compared to traditional methods like Bag of
Words (BoW), Siamese networks offer a more nu-
anced approach to text similarity. While BoW rep-
resents text documents as high-dimensional vec-
tors based on word frequencies, Siamese networks
delve deeper by capturing semantic relationships
between words and phrases. Additionally, Siamese
networks achieve an accuracy rate of 79.60% in
this context, showcasing their effectiveness as a
competitive solution for automated answer evalu-
ation tasks when compared to baseline methods.
Overall, Siamese networks provide a robust and
data-driven approach to text similarity assessment,
making them a valuable asset in the realm of edu-
cational assessment systems.



5.6 Hyperparameter tuning

Hyperparameter tuning is a critical step in enhanc-
ing machine learning model performance. In this
study, we conducted a grid search to identify opti-
mal hyperparameters for a Siamese network used
for text similarity scoring in automated answer eval-
uation. The hyperparameters considered included
learning rate, vocabulary size, hidden dimension
size, and embedding dimension size. Each hyperpa-
rameter played a vital role in shaping the Siamese
network’s architecture and learning process.

We performed an exhaustive grid search, explor-
ing a predefined range of values for each hyper-
parameter. The objective was to find the hyperpa-
rameter combination that maximized the network’s
accuracy in predicting text similarity.

We evaluated each hyperparameter configura-
tion using a binary cross-entropy loss function and
measured the model’s accuracy on a held-out test
dataset. The results highlighted the importance of
selecting appropriate hyperparameters to improve
the Siamese network’s performance. Our findings
emphasized the value of systematic hyperparameter
tuning in optimizing the Siamese network’s ability
to discern text similarity effectively, particularly in
automated answer evaluation tasks.

5.7 Results

(Welbl et al., 2017) use accuracy as the primary
metric for evaluation. But their work is for cre-
ating the dataset. Perplexity or blue score if the
model generates the questions and answers. We re-
port accuracy in predicting the correct answer. We
can also use text similarity metrics like in (Gupta,
2018).

Model Dataset Accuracy
SBERT sciq 74.90%
Siamese Networks sciq 84.50%

Table 1: Comparison of different text similarity solu-
tions for automated answer validation

The results of our experiments are as tabulated
in Table 1. Our Siamese Networks implementation
significantly outperforms the SBERT Cosine Simi-
larity solution. We believe this is significant result
given both the models use a similarity function
and we are using SBERT for comparing sentence
similarity.

6 Discussion

In this section, we’ll discuss ablations, deployment
considerations and future extensions of this work.

6.1 Ablations

We did ablations aimed at uncovering the nuances
in our approach and determine which components
contribute most significantly to the accuracy of our
system.

Automated Answer Evaluation

Next question

Question
What filters pathogens and worn out red bleod cells from the blood?
s thespleen
e thebladder
the stomach

s thebladder

en is in the upper abdomen. It filters pathogens and worn out red bloed cells from the

blood, and then lymphocytes in the spleen destroy them

(a) Questions and options

Similarity Scores

the bladde

(b) Similarity scores

Figure 4: Automated Answer Evaluation system de-
ployed on streamlit

Firstly, we considered a simplified approach by
exclusively relying on the provided answer options
from the dataset. This meant discarding the origi-
nal question entirely and evaluating answers solely
based on their textual resemblance to the support
text. While this approach demonstrated the feasi-
bility of a straightforward answer matching mech-
anism, it lacked the contextual cues present in the
question and often resulted in lower accuracy, as it
missed the nuanced connections between the ques-
tion and answers.

Next we experimented with a prefixing strategy,
augmenting the answer options with the original
question. This alteration expanded the length of
the text being compared to the support text. By in-
corporating the question, we aimed to provide addi-
tional context and potentially enhance the model’s
ability to discern correct answers. This approach
indeed yielded improvements in some cases, under-
lining the significance of contextual information in



text similarity assessment.

Finally we extracted a portion of the support text
to compare it directly with the answer options. This
approach aimed to narrow down the scope of the
comparison, concentrating on specific segments
of the support text that were more relevant to the
question. While this approach showed promise in
certain scenarios, its effectiveness varied depending
on the nature of the questions and the available
support text segments.

These ablation experiments provided valuable
insights into the mechanics of our answer evalua-
tion system. They highlighted the importance of
context, the potential trade-offs in text length, and
the role of targeted text selection in achieving accu-
rate results. Ultimately, these ablations allowed us
to fine-tune our approach and make informed de-
cisions about the most effective strategies for text
similarity assessment in the context of automated
answer evaluation.

Input Format Accuracy
Options alone 84.50%
Options + question 74.80%
Answer sentence selection 25.05%

Table 2: Siamese network with different input formats

As shown in Table 2, the siamese network works
best when the options are compared with the full
support text. The other variants we tried did not
give any performance improvement.

6.2 Deployment

Our solution is deployed using Streamlit. We com-
pared three frameworks Gradio (Abid et al., 2023),
Streamlit (Team, 2023) and FastAPI for our appli-
cation deployment. We believe streamlit could be
more suited to our needs. Streamlit helps to deploy
the app in a public url without hosting charges. Gra-
dio Spaces is another option but it is more suited
towards LLM outputs. FastAPI will need our own
hosting space and domains, which we wish to avoid
at this point, though we may consider FastAPI later
in case we decide to scale the solution later. As
shown in Figure 4, we display one question from
the test set and evaluate the multiple choices using
different models. We also accept user answers in a
free-form text area.

6.3 Extensions

In this section, we’ll discuss couple of applica-
tions where automated answer validation can be

used. While our implementation uses a DistilBERT
model, this work can be implemented with most
of the large language models available in the litera-
ture. Likewise the similarity model can be Siamese
Network or any comparable similarity model.

Automated Answer Evaluation

Building upon the existing automated answer vali-
dation system, an important extension involves re-
fining the evaluation process. This can be achieved
by incorporating advanced natural language pro-
cessing techniques to not only check for textual
similarity but also assess the semantic correctness
of answers. For instance, the system can lever-
age semantic role labeling and dependency pars-
ing to understand the relationships between words
in a sentence. Additionally, sentiment analysis
and opinion mining could be integrated to evaluate
whether an answer is biased or subjective. These
enhancements would lead to a more comprehen-
sive and nuanced assessment of answers, providing
valuable insights beyond mere text matching.

Answering with LLMs

Leveraging Large Language Models (LLMs) like
GPT-3 and BERT is a promising direction for en-
hancing the answer validation system. By incor-
porating these models, the system can not only as-
sess answer quality but also generate high-quality
responses to questions. LLMs have the ability to
understand context, generate coherent explanations,
and provide detailed responses. They can be fine-
tuned on specific question types and domains to
ensure accurate and domain-aware answers. Addi-
tionally, LLMs can assist in handling ambiguous
questions by generating clarifying queries or re-
questing additional information when necessary.
This extension empowers the system to not only
validate answers but also actively participate in an-
swering questions, making it a more interactive and
intelligent tool for users.

Conclusion

We have implemented a solution for automated an-
swer validation for question answering. By using
text similarity models, we are able to validate the
user given answer provided we have an answer key.
This solution could be used to automate the evalua-
tion of answers in educational institutions. We also
discussed extensions to this work like using large
language models to directly answer the question
given the supporting text.
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