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Abstract

Translation systems rely on a large and good-
quality parallel corpus for producing reliable
translations. However, obtaining such a cor-
pus for low-resourced languages is a challenge.
New research has shown that transfer learn-
ing can mitigate this issue by augmenting low-
resourced MT systems with high-resourced
ones. In this work, we explore two types of
transfer learning techniques, namely, cross-
lingual transfer learning and multilingual train-
ing, both with information augmentation, to ex-
amine the degree of performance improvement
following the augmentation. Furthermore, we
use languages of the same family (Romanic, in
our case), to investigate the role of the shared
linguistic property, in producing dependable
translations.

1 Introduction

For any machine translation (MT) system to pro-
duce reliable translations, it needs to be trained
using a large and good-quality parallel corpus.
Although, these corpora are abundant for Euro-
pean languages with high digital presence (where
both the participating languages are high-resourced
(HR)), finding one for low-resourced (LR) lan-
guages is difficult (one of the participating lan-
guages is LR). This leads to the development of
a small-sized parallel corpus, which when used in
training does not produce robust MT systems and
translations.

Over the years, many research works have fo-
cused on the effect of transfer learning on MT. This
translates from experiments where LR language
data have been augmented using HR data to pro-
duce better outputs when compared to vanilla MT
models trained using LR languages only (Gu et al.,
2018). Furthermore, training HR and LR MT mod-
els together have also given considerable improve-
ments in the quality of MT output.

This paradigm for multilingual translation can
be compared naively to how human individuals
learn new languages and acquire new languages. In
the Indian context, for instance, a natural English
speaker who is conversant in Hindi could pick up
Marathi more quickly than someone completely
ignorant of any Indic languages. Second language
acquisition is associated with cognitive rewiring
and anatomical alterations in the human brain, as
proposed by Li et al. (2014). Furthermore, Schep-
ens’s empirical research (Schepens et al., 2016)
shows that bilingual speakers’ ease of acquiring a
third language is closely correlated with the lan-
guages’ distance from one another. The authors
noted that several factors, including anthropolog-
ical development, speaker geography, vocabulary
exchange, syntactic structural similarities, etc., in-
fluence how simple it is to acquire a new language.
Pagel et al. (2007) demonstrated in a different work
the connection between word usage frequency and
the development of Indo-European languages.

The previous works inspired us to look into the
cases where LR MT models may gain informa-
tion when trained incrementally on already trained
HR MT models (where the participating languages
belong to the same language family), with infor-
mation augmentation, using various transfer learn-
ing approaches. We used two transfer learning
approaches to test this. The first one, called the
cross-lingual transfer technique with information
augmentation, initially trains an HR MT system.
After the training is over, the weights of the HR
model are saved. Thereafter, an LR MT system is
trained, where the saved weights of the HR model
are then used to initialize the model training. Fur-
thermore, before sending the information to the
decoder, the input sentence is passed through both
encoders (both HR and LR) and the resulting con-
text vectors are concatenated. This method allows
the transfer learning model to gain from already
trained HR model weights as well as to benefit



from the already trained HR encoder vector.
In the second approach, called multilingual learn-

ing with information augmentation, a multilingual
HR MT system is trained with multiple HR lan-
guage pairs. Similar to the previous approach, the
weights are saved again. The same process, includ-
ing the HR weights and concatenation of the HR
encoder and LR encoder vector, is followed before
sending information to the decoder. The LR model,
in this approach, benefits from the shared linguis-
tic property of the participating HR languages that
belong to the same language family.

2 Related Work

The training of NMT systems without the use of
parallel or comparable data has been extensively
studied. Such studies typically combine designs
incorporating several encoders and decoders (Lam-
ple et al., 2018; Artetxe et al., 2018), heavily rely
on cross-lingual embedding, and perform iterative
back translations (Sennrich et al., 2016). Addi-
tionally, it has been discovered that training NMT
systems in multiple languages enhances translation
performance (Dong et al., 2015; Firat et al., 2016;
Johnson et al., 2017).

A single encoder that is shared by all languages
and a decoder for each language were utilised by
Dong et al. (2015) and Sen et al. (2019). A sin-
gle shared attention mechanism is used by Firat
et al. (2016) to propose multi-way cum multilin-
gual NMT with multiple encoders and decoders.
Johnson et al. (2017) developed a more straightfor-
ward yet efficient method that only required one
encoder and one decoder. All of the parallel data
were combined into a single corpus after certain
unique tokens were added at the start of each sen-
tence. A transfer-learning strategy was put up by
Gu et al. (2018) to share lexical and sentence-level
representations from several source languages into
a single target language.

A similar architecture was described by Zoph
et al. (2016) who trained a high-resource language
pair (the parent model) first. The weights from the
parent model were initially initialised in the child
model, which was trained on the language pair with
limited resources. They assisted with the English
translation of Hausa, Turkish, Uzbek, and Urdu by
using a French–English parent model.

To the best of our knowledge, there hasn’t been
any published research on how, when all languages
belong to the same language family, a system

trained in an HR language can improve the transla-
tion output of a system trained in an LR language.
Furthermore, we didn’t merely use the HR model’s
weights to initialise the LR model. In addition,
the encoder vectors of the LR model were concate-
nated with the HR model’s vectors for each source
sentence, fed with the same sentence, and then sent
to the decoder for prediction.

3 Data

As mentioned earlier, we wanted to test whether
MT models trained using HR languages, benefit an
LR MT model when used in accordance to trans-
fer learning approach. Furthermore, we wanted
to keep the participating languages belonging to
the same language family, so that we can investi-
gate the concept of shared linguistic property. For
this, we stuck to experimenting with the Romanic
language family, which consists of languages like
French, Italian, Spanish, Portuguese and Roma-
nian.

For experimentation purposes, we considered
(French, Italian, Spanish, and Portuguese) – En-
glish language pairs as HR and Romanian – En-
glish language pairs as LR for the second transfer
learning approach. On the contrary, For the first ap-
proach of transfer learning, we considered French
– English as the HR language and Romanian – En-
glish as the LR language. For this, the amount of
data for HR language pairs was adjusted to 100k
and 50k for the LR language pair. We named these
experiments as MTSameFamily as a whole.

Moreover, to find whether languages from the
same language family only aid in better transla-
tions, we experimented with a separate language
family (Slavik, in our case), which consisted of Bul-
garian, Czech, Polish and Slovak languages. These
languages again, were considered as HR languages
and 100k parallel sentences (HR – English) of these
were considered for the second transfer learning
approach. For the first transfer learning approach,
we considered Bulgarian – English language pair
as the HR language. We named these experiments
as MTDiffFamily as a whole.

The parallel corpus for the above-mentioned lan-
guages was extracted from the Europarl project1.

4 Methodology

The proposed approach starts with training in the
cross-lingual transfer technique with information

1https://www.statmt.org/europarl/

https://www.statmt.org/europarl/
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Figure 1: Transfer learning based MT architecture.

augmentation. For this approach, the HR MT
model (essentially a seq-to-seq model based on
LSTM cells) was first trained using the French
– English language pair, for the MTSameFamily ex-
periments and Bulgarian – English language pair,
for the MTDiffFamily experiments. The hyper-
parameters for training these models were as fol-
lows. The batch size was set to 64, the number
of epochs was set to 100, the activation function
was softmax, the optimizer chosen was rmsprop
and the loss function used was sparse categorical
cross-entropy. The learning rate was set to 0.001.

After the HR MT models were trained, the
weights were saved. Thereafter, the LR MT model
was trained using the Romanian – English parallel
corpus. The weights of the LR MT model were
initialized with the saved weights of the HR MT
model. This time around, the source Romanian
sentence was fed to the encoder of the LR MT
model. At the same time, this sentence was also
sent to the trained encoder of the HR MT model.
Both resultant context vectors, CHR and CLR were
concatenated using Schur product operation. This
concatenated context vector was then sent to the
decoder part to complete the training process of
the LR MT model. The hyper-parameters for this
model were kept alike with the HR MT model.

For training the multilingual learning technique
with information augmentation, the HR MT model
was trained using a mixture of language pairs, with
sentences belonging to the same language family

for MTSameFamily and different language family for
MTDiffFamily. For this, the sentences from language
families were coupled together. This gave rise to
two source corpora, that consisted of a mixture
of French, Spanish, Italian and Portuguese lan-
guages and Bulgarian, Czech, Polish and Slovak
languages. The target corpus consisted of all En-
glish sentences.

The same procedure of training HR MT models
first, saving the weights, passing Romanian sen-
tences through the encoder of the LR MT model
and HR MT model to get concatenated context vec-
tor, etc., was followed. The same hyper-parameters
were used to train the second transfer learning ap-
proach as well. The whole architecture followed
for training both our approaches has been depicted
in Figure 1.

Also, a vanilla MT model, using seq-to-seq ar-
chitecture was trained using 50k sentences of Ro-
manian – English and this acted as our baseline
system through which we could investigate the
performance gain via transfer learning. The same
hyper-parameters, as mentioned above, were used
to train this baseline model.

5 Results and Discussion

The results of the above experiments were quanti-
fied using automated MT evaluation metrics. For
the automated metrics, we used BLEU (Papineni
et al., 2002), ChrF (Popović, 2015) and TER
(Snover et al., 2006) to evaluate the translation



quality. The results have been shown in Table 1.

Ln
Family MT Models BLEU TER ChrF

Baseline
MT Model 11.26 89.43 23.15

Romanic

Cross-lingual
Transfer
Learning

12.25 86.98 25.87

Multilingual
Learning 13.88 80.47 27.91

Slavik

Cross-lingual
Transfer
Learning

10.87 91.27 21.52

Multilingual
Learning 11.13 90.15 22.71

Table 1: Automated evaluation of the MT models for
both language families.

From Table 1, we can see that both transfer learning
approaches of MTSameFamily outshine the baseline
model. Though the difference is not substantial,
it is because we have used subsets of the actual
parallel corpora to perform our experiments. As
neural machine translation (NMT) is a data-hungry
process, using full datasets for training purposes
can generate much more substantial gains.

Also, we found out that the multilingual transfer
learning approach produced better translations as
compared to the cross-lingual approach. This is
because this type of transfer learning allows knowl-
edge to be transferred so that all languages can
gain from one another. In our case, the multilin-
gual transfer learning MT model benefits from the
knowledge of all Romanic languages as compared
to only one in the case of the cross-lingual transfer
learning MT model.

For experiments of MTDiffFamily, we see that both
the transfer learning approaches do not produce
improvements in the quality of translation output.

6 Conclusion and Future Work

In this work, we see the benefit of using trans-
fer learning approaches for low-resourced machine
translation. In our case, we experimented with the
Romanic language family, which consisted of lan-
guages like French, Italian, Spanish, Portuguese
and Romanian. Another set of experiments with
the Salvik language family, which consisted of lan-
guages like Bulgarian, Czech, Polish and Slovak
were also performed.

While it is a known fact that transferring knowl-
edge of a high-resourced MT model into a low-

resourced MT model aids in producing better trans-
lation quality, we wanted to test the same concern-
ing a language family. For our experiments, we
considered languages of the same family (French –
English, Spanish – English, Italian – English and
Portuguese – English) and different language fam-
ily (Bulgarian – English, Czech – English, Polish
– English and Slovak – English) as high-resourced
and Romanian – English as low-resourced.

Experimentation, using two types of trans-
fer learning approaches shows that performance
(BLEU, TER and ChrF) does increase when lan-
guages of the same language family are used in the
transfer learning setting, as this approach takes ad-
vantage of the common linguistic property shared
by the languages of a same family.
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