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Abstract

In the ever-expanding landscape of biomedi-
cal research, development of new cancer drugs
has increased the likelihood of adverse drug
reactions (ADRs). However, information about
these ADRs is often buried in unstructured data,
requiring the conversion of this data into a struc-
tured and labeled dataset to identify potential
ADRs and associations between them, making
the extraction of entities and the analysis of
causal relations a pivotal task. Machine learn-
ing methods have been used to identify ADRs,
but current literature has several gaps in cover-
age, superficial manual annotation, and a lack
of a labeled ADR corpus specific to cancer and
normalized entities. Current datasets are gen-
erated manually on the abstracts, limiting their
scope. To address these limitations, the paper
presents an algorithm that automatically con-
structs, annotates, normalizes entities specific
to cancer and identifies causal relationships
among entities using linguistics and grammati-
cal properties, MetaMap and UMLS tools en-
abling efficient information retrieval. A further
knowledge graph was created for a case report
to visualize the causal relationships.

1 Introduction

In the dynamic landscape of healthcare, Adverse
Drug Reactions continue to be a challenge espe-
cially given the increasing complexity of therapeu-
tics, terminologies, and the growth of unstructured
medical literature. Significant amount of medical
literature encoded in natural language, is available
in the public domain through PubMed, including
biomedical literature, discharge summaries, clini-
cal trials, health reviews, electronic health records,
and others. However, the main obstacle is the
lack of tools and the difficulty in parsing and ex-
tracting relevant and useful information related to
ADR from the available data due to its unstruc-
tured and ambiguous nature which impedes the
creation of a tools and approaches for creating a

structured, unambiguous, annotated dataset for ma-
chine learning algorithms for entity and causal re-
lation extraction. Some of the available datasets
for disease are NCBI(Doğan et al., 2014) and
RareDis(Martínez-deMiguel et al., 2022), while
MIMIC-II(Lee et al., 2011), NYPH(Duan et al.,
2012), and GE HER(Harpaz et al., 2012) datasets
consist of clinical observations and discharge sum-
maries. The Stockholm EPR(Dalianis et al., 2012)
Corpus and OMOP(Hripcsak et al., 2015) provide
drug exposures and patient data. To the best of
our knowledge, no automatically annotated dataset
contains entities specific to cancer drug and their
side effects. The proposed dataset has been devel-
oped and annotated automatically and contains four
entities: disease, dysn, side effects, and drug along
with entity CUI, normalized entity, and entity type.
In succession, causal relationships were elicited
among these entities. This step is essential for con-
structing structured knowledge repositories, and
enabling efficient information retrieval. (Figure 1)
shows the workflow of proposed method. Section
2 elucidates the proposed methodology and algo-
rithm. Section 3 expounds the results and Section
4 evinces the conclusion and future scope.

Figure 1: Proposed work flow

2 Proposed Work

This study presents the algorithm proposed for the
automatic construction of a labeled semantic ADR
dataset specifically to detect adverse drug reactions
during treatment of cancer and its types. We ob-



served that most of the datasets available for ADR
prediction are based on the abstracts of PubMed
articles, a part of which are unlabeled and unstruc-
tured and requires expert knowledge, which limits
their coverage of entities and makes it difficult to
extract latent information. These limitations were
addressed by the proposed algorithm (Figure 2)
discussed briefly in this section.

Defining entities of interest lays the foundation
as it define the scope of the dataset. For our cor-
pus, four types of entities were defined (Table 1):
cancer types, drugs, dysn, and Adverse Drug reac-
tion. There is occasionally a chance that a certain
condition might be caused by another disease, by
ingesting any substance, or by any medication as a
side effect. In the suggested dataset, this particular
condition is categorised as a Dysn.

Proposed algorithm can be divided into four
parts where first part find phrases in every sen-
tence by calling ’identify_phrase()’ function. Now
for each phrase, in second part, all possible vari-
ants are generated and best variant ’v’ based on
the threshold mechanism is selected by calling the
’find_variants()’ function. In third part, annota-
tion and normalization is performed by calling the
’annotate_and_normalize()’ function. After annota-
tion, relations are extracted in the form of triplets by
calling ’identify_relation()’ function followed by
assigning CUI and property to the entity in fourth
part of algorithm.

Figure 2: Proposed algorithm

Entities of interest Label
Cancer types Neop
Drugs drug
Adverse drug reaction Adr
Dysn Dysn

Table 1: Entities of interest.

2.1 Raw Data Collection
A good amount of primary data sources is available
for collecting raw data like survey data, clinical tri-
als, medical literature, case reports, product label-
ing, social media data, review data, and electronic
health records commonly known as EHRs. So-
cial media data is vulnerable to inaccuracies. Case
reports were chosen as a raw data because in com-
parison to all, case reports have high sensitivity for
detecting ADRs and high coverage of cancer types
and drugs used in treatment for cancer along with
its associated side effects. 500 case reports were
chosen as a raw dataset.

2.2 Phrase Generation
Annotation necessitates the identification of initial
phrases containing the entity. Entity identification
for dataset construction is based on the assumption
that the word which will be considered as the entity
must be a noun. For phrase identification three
cases have been considered and explained below
and MedPost tagger (Smith et al., 2004) has been
employed to find POS for each word for phrase
generation(Figure 3).

Case 1: During POS tagging, when
multiple nouns appear together
in a continuity. It will be
considered as a single phrase
having a high probability of
occurrence of multiple word
entities.

Case 2: While implementing
POS tagging, when multiple
nouns appear together along
with prepositions, adjectives or
verbs it will also be considered
as a phrase. For example, “pain
in chest” is a group of two noun
words with one preposition in
between.

Case 3:In most of the cases during
POS tagging, a single noun word



is considered as a phrase for
entity annotation. Consider an
example sentence ‘mild fever in
the evening’ where “fever” is a
single noun word considered as a
phrase.

Figure 3: Phrase identification

2.3 Annotation and Normalization

To increase the efficiency of entity annotation and
normalization and to maximize the number of
named entities that can be mapped to medical ter-
minologies, variants are generated since this helps
to ensure that the corpus annotations are as useful
as possible (Figure 4). Initially, if the phrase con-
tains any biomedical entity, then variants of that
phrase are generated. METAMAP tool (Aronson
and Lang, 2010) has been used for entity recogni-
tion. Variant generation is based on three schemes:
string distance, phrase rearrangement, and stop
word removal. In a string distance-based scheme, a
string is manipulated on the grounds of cohesive-
ness and minimum edit distance. In the phrase
rearrangement scheme, all possible combinations
of words in phrases are taken care off, while in stop
word removal, all prepositions, adjectives and verbs
are removed from phrases. Giving these phrase
variants as input for lexical look up from medical
terminologies, mapping is performed with the help
of the METAMAP tool. During lexical look up, the
mapped medical terms, which are considered as a
candidate set for each phrase, is generated. Each
candidate is ranked or eliminated based on the can-
didate score. If the candidate score exceeds the
defined threshold, these candidates are considered
as the set of normalized names for the actual phrase
mentioned in the case reports. Threshold value was
set to the value on which it gave best results during
multiple iterations.

Once the phrases are mapped to their medical ter-
minology terms and their entity type is matched to
the entity type of our interest, the phrase is tagged
as the entity with its entity type, and the mapped
terms are assigned as the normalized terms for the
entity. For every entity, a unique concept identi-
fier (CUI) is assigned. We considered SNOMED-
CT (Chang and Mostafa, 2021), RXNorm (Liu
et al., 2005), NCI (Mailman et al., 2007) and MeSH
(Dhammi and Kumar, 2014) as potential normaliza-
tion resources for cancer types, dysn, drugs related
to cancer and their corresponding side effects. In
this manner, entities of interest were tagged in case
reports (Figure 5).

Figure 4: Variant generation

Figure 5: Annotation and normalization

2.4 Causal Relation Extraction
In order to effectively identify high-quality rela-
tionships from biomedical resources, there exists



a process called biomedical causal relation extrac-
tion. A causal (cause-effect) relation is an asso-
ciation between two occurrences where the first
event must happen before the second in order for
the relationship to exist. This paper proposes the
usage of linguistics rules and grammatical depen-
dencies for relation extraction (Figure 6). The pro-
posed approach to extract relations employs the
stanza dependency parser for extracting dependen-
cies among the words in a sentence. Word de-
pendency is a crucial part as it provides syntacti-
cal information about sentence through which se-
mantics of a sentence can be extracted. Relations
were extracted in the form of triplets encompassing
three elements defined as subject, object and predi-
cate, where subject and object are the entities and
predicate indicates the relationship between them.
Causal relations are typically more complex and
explicitly concerned with cause-and-effect connec-
tions. This relationship was taken into consider-
ation while developing the triplet generation rule.
The rule specifies that if there is a linking word
that is a verb between two entities in a text, then
the combination of these two elements in a phrase
should be taken into consideration. Then this path
should be regarded as a triplet.

Figure 6: Causal relation extraction

2.5 Entity property assignment

Most of the previous studies on the construction
of biomedical corpus are limited to the tagging of
mentioned single word entities in a text, due to
which useful information remains hidden. In this
regard, the proposed dataset construction algorithm
facilitates the extraction of hidden information by
identifying entities mentioned in different forms.
These forms of entity are described by their prop-
erties. Entity properties give a clear and precise
description of the linguistic formation of entities.
These properties require careful handling because

they are complex to annotate and are defined in
table 2.

2.6 Knowledge Graph Construction
After generating triplets and relation extraction,
final step is to create knowledge graph using the
generated triplets (Figure 7).

3 Result and Analysis

This paper contributes to medical society by meet-
ing the challenges and research gaps identified in
the literature with the aid of natural language pro-
cessing and providing the algorithm for the auto-
matic construction of semantic, labeled, and nor-
malized dataset by extracting entities and their re-
lations in the form of triplets. Further, as a final
point, a knowledge graph was created. Proposed
approach for entity extraction was compared with
the three state of art approaches: Hunflair, scispacy
and Pubtator. Table 3 shows the comparison based
on the listed parameters which are different entities
having different grammatical properties and associ-
ations. State of art models were unable to extract
some complex entities, our approach is efficiently
able to extract those entities. A knowledge graph
of a case report having PMID 22508979 and ti-
tle “Hand foot syndrome related to chemotherapy”
(Qiao and Fang, 2012) was created using the pro-
posed approach and further compared it with the
existing knowledge graph creation method scispacy.
knowledge graph constructed by the proposed ap-
proach encompasses more semantics than the state
of art method. Figure 7 and 8 show a knowledge
graph created by our approach and scispacy. As
there is no benchmark dataset available for valida-
tion. Extracted entities or the nodes of the knowl-
edge graph were manually validated by a domain
expert.

Figure 7: Proposed Causal relation extraction graph



Property Example Explanation
Multiple
word entity

First-line treatment of myeloid
leukaemia

‘myeloid leukaemia’ is a two word entity

Abbreviations
and
Acronyms

TEN is also known as Lyell’s
syndrome and VCZ is a new-
generation triazol antifungal
agent

‘TEN’ is an abbreviated form of ‘Toxic epidermal
necrolysis’ and ‘VCZ’ is an acronym for ‘Voricona-
zole’

Composite
entity men-
tions

Bleeding from oral, conjunctival
and genital mucous membranes

It is a presence of a single entity that leverages multi-
ple entities that are related to each other. Composite
entity is converted into single entities: ‘oral bleed-
ing’, ‘conjunctival bleeding’ and ‘genital mucous
membrane bleeding’

Presence of
modifier be-
fore entity

Lady was admitted with a dry
cough

Normal entity may change the meaning if it comes
before a biomedical entity. Word ‘dry’ modifies the
meaning of word ‘cough’

Combined
entity

Resolved after switching to
lenalidomide-dexamethasone
regimen

Extracted entity ‘lenalidomide-dexamethasone’ is a
combination of two drugs ‘lenalidomide’ and ‘dex-
amethasone’

Discontinous
enitity

Pain started in hands while walk-
ing

Biomedical multi-word entity can be discontinuous.
Pain and hand should be perceived as a single entity
yet are not continuous.

Table 2: Property definition

Entity|Approach Proposed
entity

Hunflair Pubtator Scispacy

Pain in hands Yes No Yes No
Metastic renal cell
carcinoma

Yes No Yes Yes

TMZ Yes Yes Yes Yes
Lenalidomide - dex-
amethasone

Yes No No No

Table 3: Comparison table

Figure 8: Proposed Causal relation extraction graph

4 Conclusion and future Scope

This study delves into state-of-the-art named entity
and relation extraction methods to advance our un-
derstanding of the complex biomedical landscape.
The proposed dataset can be utilized for model
training for ADR prediction specific to cancer. Fur-
ther knowledge graph was constructed which can
assist healthcare professionals in making informed
decision and identifying relevant treatments. In
future, this corpus can be enlarged by adding more
case reports. More entity types can be extracted and
corpus can be used for training predictive models.
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