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Abstract

In 2008, the Princeton team released
the last version of the “Princeton An-
notated Gloss Corpus”. In this corpus.
The word forms from the definitions and
examples (glosses) of Princeton Word-
Net are manually linked to the context-
appropriate sense in WordNet. However,
the annotation was not complete, and the
dataset was never officially released as
part of WordNet 3.0, remaining as one
of the standoff files available for down-
load. Eleven years later, in 2019, one of
the authors of this paper restarted the
project aiming to complete the sense an-
notation of the approximately 200 thou-
sand word forms not yet annotated. Here,
we provide additional motivations to com-
plete this dataset and report the progress
in the work and evaluations. Intending
to provide an extra level of consistency
in the sense annotation and a deep se-
mantic representation of the definitions
and examples promoting WordNet from
a lexical resource to a lightweight ontol-
ogy, we now employ the English Resource
Grammar (ERG), a broad-coverage HPSG
grammar of English to parse the sen-
tences and project the sense annotations
from the surface words to the ERG predi-
cates. We also report some initial steps
on upgrading the corpus to WordNet 3.1
to facilitate mapping the data to other
lexical resources.

1 Introduction

In the “Princeton Annotated Gloss Cor-
pus” (GlossTag), the content word forms
in the definitions and examples in Word-
Net1 (Fellbaum, 1998) are manually linked

1We are using the trademark ’WordNet’ for the
Princeton English Wordnet.

to the context-appropriate sense in Word-
Net itself. Thus, the glosses are a sense-
disambiguated corpus, and WordNet is the
dictionary against which the corpus was an-
notated. The corpus is available for down-
load on the Princeton WordNet website as a
standoff package supplementing the Word-
Net 3.0 release. Although it has already been
recognized as a precious resource, not all
words have been annotated yet. According
to the statistics in the website,2 by 2008, the
corpus contains 206,711 words (including
collocations and multi-word expressions) yet
to be disambiguated. In (Rademaker et al.,
2019), one of the authors reported initial
efforts to complete the annotation of the
corpus (release 2019). This paper reports
the progress on this endeavor (release 2022)
with improvements in the methodology and
evaluation.

The glosses were introduced in WordNet
around 1989 (Fellbaum, 1998); before them,
senses were distinguished only by synonyms
and semantic relations. From this same ref-
erence,“As the number of words in WordNet
increased, it became increasingly difficult
for us, purely on the basis of synonyms, to
keep all the different word senses distinct.”

On the other hand, introducing glosses has
its problems. First, it is not always easy to
write good definitions, and second, glosses
introduce information redundancy.

“In the course of incorporating this
kind of explanatory information, we
have all acquired greater respect
for traditional lexicographers.”

2http://wordnetcode.princeton.edu/glosstag.
shtml
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“The (somewhat idealistic) hope was
that the definition of any word could
be inferred from its position in this
network of semantic relations and
that definitional glosses would be
redundant [. . . ] If more distinguish-
ing features could be indicated by
pointers representing additional se-
mantic relations, the glosses would
become even more redundant. An
imaginable test of the system would
then be to write a computer pro-
gram that would synthesize glosses
from the information provided by
the pointers.” (Fellbaum, 1998)

Nevertheless, since its introduction, re-
searchers have found many applications for
WordNet glosses. Harabagiu and Moldovan
(Fellbaum, 1998; Harabagiu et al., 1999;
Moldovan and Novischi, 2004; Mihalcea and
Moldovan, 2001) propose disambiguating
the content words in the glosses to increase
the semantic connections among the words
and to establish relations among them be-
tween different syntactic categories to sup-
port common-sense reasoning. In one exam-
ple, they explain how the disambiguation of
the words ‘eat’ and ‘food’ in the definitions
of the adjective ’hungry,’ the verb ‘eat,’ and
the noun ‘refrigerator’ establish a seman-
tic path between the concepts expressed by
the words. Thus, one can infer from ‘being
hungry’ the action of ‘going to the refriger-
ator.’ Increasing the semantic connections
among WordNet synsets also improves the
results of many word sense disambiguation
(WSD) algorithms that use the network struc-
ture of WordNet to identify the most plausi-
ble sense for the words in a context (Agirre
and Soroa, 2009; Banerjee and Pedersen,
2002; Basile et al., 2007). By disambiguat-
ing the words in the glosses, we add pointers
between synsets A and B whenever we an-
notated a word with a sense from A in B’s
definition. With that approach, we can in-
crease the connectivity between the Word-
Net synsets by approximately an order of
magnitude.

The disambiguation of words in the

glosses can also improve WordNet and pro-
vide completeness and consistency. For
instance, the initial versions of WordNet
do not contain relations that indicate how
words like ‘racquet’, ‘ball’, and ‘net’, and
the concepts behind them, are part of an-
other concept that can be expressed by
‘court game’ (Fellbaum, 1998). In WordNet
3.0 the ‘domain relations’ between synsets
were introduced to alleviate this so-called
‘tennis problem’ of WordNet (Miller, 1993),
but the disambiguated gloss of the synset
{tennis, lawn_tennis} (1) would already en-
rich the connections among the concepts.
Another desired property is that all words
used in the definitions are defined in this
same resource. Hopefully, this completeness
could also help us ensure quality in our long-
term endeavor during the expansion of Word-
Net to highly technical domains. Once more
concepts are added or redefined, the glosses
would be refined and disambiguated, forcing
us to use the newly added senses in a produc-
tive cycle of editing, testing, and correcting.

(1) a game played with rackets by two or
four players who hit a ball back and
forth over a net that divides the court
(00482298-n) 3

Beyond the disambiguation of words in the
glosses, (Clark et al., 2008a,b) used manu-
ally constructed logical forms from a subset
of the WordNet glosses for text understand-
ing and question answering.

In our approach, we aim at high-quality
human annotation, leveraging the lessons
learned and directives developed for the
project in Princeton but adapting them to
our tools. Data is available using the same
open license used by Princeton for the initial
version of the data (called GlossTag 2008).
In (Rademaker et al., 2019), we reported the
initial steps of data preparation, our annota-
tion interface’s implementation, and a pre-
liminary experiment on the inter-annotator
agreement. The result was called GlossTag
2019 (the 2019 release of the corpus).

3Glosses, definitions or examples will be followed
by the corresponding synset identifiers from WordNet
3.0.



Here we present the GlossTag 2022. In
Section 2, we discuss some inconsistencies
in the data identified during the annota-
tion; mainly, we ensure that GlossTag 2022
sentences are all effectively derived from
the WordNet 3.0 glosses. In Section 3, we
explain why we employed the English Re-
source Grammar (ERG) to parse the sen-
tences into syntactic and semantic struc-
tures, hopefully more consistent than previ-
ous pre-processing annotations in GlossTag
2008 and manually constructed logical forms
(Clark et al., 2008a,b; Niles and Pease, 2003;
Pease and Cheung, 2018). We also explain
the projection of the sense annotations from
the surface words to the ERG predicates.
This helped us improve consistency and fa-
cilitate sense annotation, mainly of verbs,
where senses are normally related to spe-
cific syntactic valence alternations. In Sec-
tion 4 we evaluated the UKB word-sense dis-
ambiguation algorithm (Agirre and Soroa,
2009) in the annotation of the GlossTag itself.
The idea was to test the feasibility of having
an algorithm give hints to the sense anno-
tator and produce intermediary ‘silver’ ver-
sions of the data in future releases. In Sec-
tion 5 we make initial considerations about
the challenge to migrate the GlossTag 2022
annotations to WordNet 3.1. We presented
some final considerations and future work in
Section 6.

2 Data validation and preparation

As reported in (Rademaker et al., 2019),
from the GlossTag 2008 XML files, we built
the GlossTag 2019 JSON-Lines files with one
JSON object per line for each gloss. The
transformation was done mainly to facilitate
the data ingestion in the backend of our an-
notation tool with elementary validations. In
GlossTag 2019, we focused on the annota-
tion job and assessing its complexity only.
Nevertheless, the work over the last three
years reveals inconsistencies, and data need
to be prepared to be combined with their
semantic representation obtained from the
English Resource Grammar.

In (Miller and Fellbaum, 2007), the au-

thors briefly mentioned the sense tagging
of the WordNet glosses. The description is
not detailed enough to conclude if they are
describing the GlossTag 2008. The best doc-
umentation about the dataset is provided as
comments on a DTD file that specifies the
wordnet document type of the XML files in
the ‘merged’ folder of the dataset.4 Every
‘synset’ element in the DTD contains three
‘gloss‘ child elements. One with the attribute
‘orig’, is a string that allegedly matches the
gloss of this same synset in the WordNet
3.0 DB files. The second, with the attribute
‘text’, is also a string, with extra spaces indi-
cating the tokenization and quotes encoded
in UTF-8. The third, with the attribute ‘wsd’,
is the one that holds the actual annotations
of words and collocations in child elements.

The glosses in WordNet 3.0 can be pre-
ceded by a domain classification fragment
and/or an auxiliary fragment, both usually
in parenthesis and optionally followed by
more auxiliary fragments and zero or more
examples. For sense tagging purposes, the
original annotators ignored the classification
fragments, as the information is normally re-
peated in the usage, region, and category
pointers. The auxiliary fragments are always
secondary to the primary sense of the synset;
they can precede or follows the definition
but can also be embedded within the defi-
nition. Auxiliary fragments are tagged with
‘ignore’ or ‘arg.’ Those assigned with the
tag ‘ignore’ are ignored for sense tagging
and contain mainly grammatical or usage
information, some qualifying text such as a
year born, time, date range, or a chemical
or other symbols.

In (2) we show the gloss of the synset
{wash} (verb) with a fragment assigned with
tag ‘arg’, the argument or typical argument
(in green), for the preceding verb (in blue).
They are set off in this way so that the syntax
of the definition fits that of the lemma (the
defining verb is intransitive if the lemma is
intransitive).

(2) to cleanse (itself or another animal) by
4https://wordnetcode.princeton.edu/

glosstag.shtml
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licking; "The cat washes several times a
day" (00036178-v)

Inside the definitions and examples, we
have the ‘wf’ (word form), ‘cf’ (‘wf’ that are
part of one or more collocations), and ‘mwf’
elements. The ‘wf’ and ‘cf’ are marked up
with parts of speech and potential lemma
forms at WordNet 3.0. The collocations are
marked in a way that can even indicate dis-
contiguous forms. The ‘wf’ can also be anno-
tated with some semantic classes: punctua-
tion, year, chemical name, number, time, cur-
rency, abbreviations, or mathematical sym-
bol. The ‘mwf’ are multi-word forms com-
posed by ‘wf’ and ‘cf’ children that can also
be annotated with semantic classes: date,
date/numeric range, numeric form, currency,
measurement, mathematical formula, and
other groups of symbols. The ‘wf’ and ‘cf’
that have been disambiguated are further
annotated with WordNet sense keys and the
flag indicating if the annotation was done au-
tomatically or manually. Furthermore, ‘wf’
and ‘cf’ elements may contain a separator at-
tribute with the character separating the cor-
responding form from the next in print. Valid
values for this attribute are hyphen, empty
string, and space for hyphenated words not
in WordNet, contractions that get split (in
‘cf’ forms), and cases where no space follows
the form. The default value is a space, not
explicitly assigned. We should be able to
reconstruct the original text of the glosses
in the WordNet DB files using the separa-
tors, but this was not true for approximately
2100 glosses; we found and fixed some mis-
matches also caused by extra semi-colons
added in the end of the examples.

We know almost nothing about how the
original text of the glosses was processed to
produce all these mark ups in the GlossTag
2008. What are the tokenization criteria?
How were the semantic classes identified?
How the definitions and examples segments
were identified in a given gloss text. More-
over, some essential details are provided in
the DTD. The part-of-speech (POS) tags were
automatically assigned only to word forms
in the definitions, not in the examples, ap-

parently because examples were supposed
to be partially annotated; according to an-
other comment, that says ‘only synset terms
in examples should be sense tagged,’ but we
have a more ambitious goal.

Once the tokenization issues were solved,
and data was confirmed to correspond to
the original WordNet 3.0 DB files, we split
the glosses into sentences (definitions and
examples). Approximately 758 examples in
WordNet 3.0 are quotes such as (3), that
is, quotes followed by the author’s name or
source. We removed the quote marks and
moved the author’s name (or title of the pub-
lication) to the metadata associated with the
example.

(3) "their views of life were reductive and
depreciatory" - R.H.Rovere (00050446-
a)

Finally, we calculated the text span of each
word form (also known in the literature as
token ranges) in the sentences. As we will
see in the rest of the paper, once we parse
the sentences with ERG to produce the se-
mantic representations, we need to match
the predicates obtained from the ERG analy-
sis with the word forms in the GlossTag 2022
using the text spans. That is the reason for
such careful considerations about tokeniza-
tion. The missing POS in the examples were
obtained from ERG analysis.

3 Parsing with English Resource
Grammar

The English Resource Grammar (ERG)
(Flickinger, 2000, 2011) is a broad-coverage,
general-purpose computational grammar
that, combined with specialized tools, can
map running English text to highly normal-
ized logical-form representations of mean-
ing. ERG is a linguistically precise HPSG-
based grammar of English and semantically
grounded in Minimal Recursion Semantics
(MRS) (Copestake et al., 2005), which is a
form of flat semantic representation capable
of supporting underspecification. The ERG is
developed as part of the international Deep
Linguistic Processing with HPSG Initiative



(DELPH-IN) 5 and can be executed by some
parsing and realization systems, including
the LKB grammar engineering environment
(Copestake, 2002), as well as the more effi-
cient ACE parser,6 for applications.

We grouped the GlossTag 2022 sentences
in profiles, test suites, collections of test
items for judging the performance of an
implemented grammar within DELPH-IN.
While the original purpose of test suites is
to aid in grammar development, they are
more generally useful for batch processing.
[incr tsdb()](Oepen, 2001) is the canonical
software for managing the profiles but Py-
Delphin Library (Goodman, 2019) is an alter-
native. A profile is just a relational database.
However, the data are stored in flat text
files on disk instead of using a standard SQL
database, and the profile is the folder. The
file relations describe the database schema
of this profile; its syntax is described in
(Oepen, 2001). Individual relations (or ta-
bles) are stored in separate files with the
same name as the relation. The SQL-like
query language TSQL can be used to query
profiles.

After creating the profiles with 2000 sen-
tences each, we processed them with the Ace
parser in a cluster, running each profile in
parallel. It took about 30 minutes. For each
sentence, we asked for the top-best analy-
sis of ERG. GlossTag 2022 contains 165,976
sentences; from these, only 5,282 were not
parsed by ERG. Using some heuristics (the
most productive one is adding an extra ‘X’ in
sentences ending with the preposition ‘of’,
e.g. “get the votes of X”), we were able to
parse roughly 600 more sentences (only 2%
are not parsed).

Since ERG is a computational grammar
and sentences are typically ambiguous, we
can have hundreds or thousands of read-
ings for each sentence. We stored only
the top-best analysis according to the pre-
trained parsing ranking model distributed

5https://github.com/delph-in/docs/wiki/
6https://github.com/delph-in/docs/wiki/

AceTop

with ERG.7 This is not to say that all analyses
were the expected ones, but informal evalua-
tion gives us some great expectations. In a
future experiment, we aim to employ FFTB
(Packard, 2015) for gradually treebanking all
sentences. FFTB allows the selection of an
arbitrary tree from the ‘full forest’ without
enumerating/unpacking all analyses in the
parsing stage. The treebanking of all sen-
tences would ensure the data’s quality and
the actual evaluation of the parsing selection
model. We aim to turn GlossTag 2022 into a
dynamically annotated treebank (Flickinger
et al., 2012; Oepen et al., 2002).

For each item (sentence) in a profile,
once it was processed, we have the deriva-
tion tree and the semantic representation
MRS.8 Figure 1 presents one MRS. Predi-
cate–argument structure is expressed in a
bag of n-ary elementary predications (EP)
linked together by typed variables.9 The
predicate symbols can be divided into sur-
face predicates and abstract predicates. Sur-
face predicates follow a naming conven-
tion where the symbol is composed of three
components, called ‘lemma’, ‘pos’ (mostly
align with a crude inventory of word classes
(n)oun, (q)uantifier, (v)erb and (a)djective,
etc), and ‘sense’ (coarse-grained senses,
ERG only marks those sense distinctions that
are morphosyntactically marked). Surface
predicates, by convention, are marked by a
leading underscore and are exclusively intro-
duced by lexical entries from the grammar,
whose orthography is a (possibly inflected)
form of the lemma field in the predicate.
The predicate _palmately/rb_u_unknown is
a generic predicate instantiated by ERG for
dealing with the unknown word.10 The num-
bers following the predicate name indicate
the text span to which the EP corresponds.11

7We are ignoring details about all other parameters
that control the ACE parser.

8Among many additional information that we do not
have space to describe.

9Eventualities (e), instances (of type x), labels or
handles (of type h), and underspecified (u and i).

10Not explicited defined in its lexicon.
11The most complete and up-to-date presentation of

ERG semantics can be found in https://github.com/
delph-in/docs/wiki/ErgSemantics.
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Figure 1: MRS of the definition “of a leaf shape; palmately cleft rather than lobed” (02173264-a)

4 Speeding up the annotations

Manual word sense disambiguation (WSD)
is an arduous task, but many techniques for
automatic WSD are being investigated. Auto-
matic WSD methods include graph-based (or
knowledge-based), supervised and unsuper-
vised machine learning methods (Bevilacqua
et al., 2021). Since GlossTag 2022 is still
not wholly annotated, having an automatic
method to complete the annotation or filter
the most plausible senses for the human an-
notator is appealing. The automatic annota-
tion would allow us to provide intermediary
releases of the GlossTag, but we need to es-
timate the quality of such ‘silver’ version.

Note that the GlossTag 2008 was already
used by many WSD approaches (Bevilac-
qua et al., 2021). It has been used as a
dataset for training supervised WSD algo-
rithms.12 and also to increase the connec-
tivity among synsets by (Agirre and Soroa,
2009). In this section, we used UKB (Agirre
and Soroa, 2009), a graph-based approach
for WSD. It applies random walks, e.g., Per-
sonalized PageRank, on the Knowledge Base
(KB) graph to rank the vertices according to
the given context. UKB has been shown to

12Replacing the well-known but controversial Sem-
Cor (semantic concordance), a subset of the Brown
Corpus (Miller, 1993) and other small corpora used in
the previous SemEval tasks.

perform almost as well as supervised meth-
ods or even outperform them on specific do-
mains (Agirre et al., 2018, 2009). Since UKB
uses GlossTag, this creates a possible circu-
larity, problematic for WSD evaluation but
not for our goal. We took the GlossTag 2022
sentences, removed all the annotated senses,
and passed the sentences to UKB. Given the
results of UKB, for each word, we compare
the annotations we already have in the data
with the sense provided by UKB, evaluating
the performance of UKB.

Figure 2 presents the GlossTag informa-
tion of the same definition processed by ERG
and presented in Figure 1 in a tabular for-
mat. To produce the UKB input (Figure 3),
we have to consolidate the information ob-
tained from ERG with the GlossTag anno-
tations, which is not easy. MWE must be
combined into a single token, and all tokens
must have lemma and POS so that UKB can
disambiguate them. But in Figure 2, tokens
9-10 are not marked as ‘cf’ (MWE). Token 11
was tagged as an adjective but manually dis-
ambiguated and analyzed by ERG as a verb.
On the other hand, the MWE ‘leaf shape’
(Tokens 3-5) matches with the ERG analy-
sis that identified the expression with the
‘compound’ predicate.13

13We are skipping details related to obtaining the
lemmas rather and leaf_shape from the predicates



# text = of a leaf shape; palmately cleft rather than lobed
# id = 02173264-a
# type = def
1 wf ignore 0:2 IN of of _

2 wf ignore 3:4 DT a a _

3 glob|a auto _ _ _ leaf_shape%1 leaf_shape%1:25:00::
4 cf|a un 5:9 NN leaf leaf%1|leaf%2 _

5 cf|a un 10:15 NN shape shape%1|shape%2 _

6 wf ignore 15:16 : ; _ _

7 wf auto 17:26 RB palmately palmately%4 palmately%4:02:00::
8 wf man 27:32 VBN cleft cleft%1|cleave%2|cleft%3 cleft%5:00:00:compound:00
9 wf un 33:39 RB rather rather%4 _

10 wf ignore 40:44 IN than than _

11 wf man 45:50 JJ lobed lob%2|lobed%3 lob%2:35:00::

Figure 2: GlossTag 2022 tabular presentation of a sentence. The lines starting with hash contains
sentence metadata. Each word is presented in a line, column 1 is the identifier, column 2 is the
word type, column 3 the annotation flag, column 4 the text span, column 5 the part-of-speech tag
(when available), column 6 the form in the sentence, column 7 the possible WordNet 3.0 lemmas and
column 8 the sense, when annotated.

Figure 3 presents the UKB inputs for the
sentence from Figures 1 and 2. Two consec-
utive lines represent each context. The first
line contains the context identifier, whereas
the second one contains the words to be dis-
ambiguated. Each element in a context has
four mandatory fields; lemma and POS are
the most important ones. UKB then disam-
biguates all the words from the input in a sin-
gle run. UKB can deal with partially disam-
biguated contexts and use the provided con-
cept identifiers (synset identifiers) to give
extra information in the disambiguation of
the remaining tokens. Given that, we gen-
erated two contexts for each sentence. In
the first context in Figure 3, we included one
extra token, the synset identifier.

For evaluation, we only considered the
words in the GlossTag which are associated
with at least one sense.14 We have looked
for a match by checking if UKB generated
sense is a subset of the senses provided in
the annotations. The total number of words
disambiguated and considered for evalua-
tion using UKB was 819,533. Among them,
the ones with senses that were also disam-
biguated by UKB sum up to 442,782. Table 1
shows the results for the contexts with the
additional synset identifier (a) and the re-
sults for the contexts without the additional

_rather+than_c, _leaf_n_1 and _shape_n_1.
14In our annotation guideline, the annotators can

annotate more than one sense for each word.

synset identifier (b).

Total # (a) # (b) % (a) % (b)
All 442782 413546 374648 93.39 84.61
Noun 329692 308245 287033 93.49 87.06
Adj 64298 60591 52008 94.23 80.89
Verb 41520 37832 29529 91.11 71.12
Adv 7272 6878 6078 94.58 83.58

Table 1: UKB evaluation results by part-of-
speech. Columns # shown the counts of matches
and columns % the percentage.

The majority of the UKB errors involved
words that are highly polysemic. For ex-
ample, the verb ‘make’ has 52 senses in
WordNet 3.0. Synset 00891038-v has the
definition “assure the success of” and exam-
ple “A good review by this critic will make
your play!”. UKB does not annotate the cor-
rect sense of ‘make’ in the example, even
in the context where the synset identifier
itself is added as an extra fake word. Fi-
nally, we have definitions such as “of or re-
lating to taxonomy” (03018498-a) with only
two content words, not enough information
to UKB. After some error additional analy-
sis, we have found some necessary improve-
ments for further evaluation. UKB did not
find many lemmas in WordNet 3.0 because
they were not lower-cased properly. Many
cases of MWE were not annotated in the
GlossTag nor detected correctly by ERG also
need to be fixed. The mapping of ERG com-



ctx-02173264-a/a
leaf_shape#n#w4#1#1 palmately#r#w7#1#1 cleave#v#w8#1#1 rather#r#w9#1#1 lob#v#w11#1#1 02173264-a#a#fake1#2#1

ctx-02173264-a/b
leaf_shape#n#w4#1#1 palmately#r#w7#1#1 cleave#v#w8#1#1 rather#r#w9#1#1 lob#v#w11#1#1

Figure 3: UKB Input Context Example

pounds 15 and GlossTag globs needs improve-
ments. Nevertheless, we can safely conclude
that adding the synset identifier as an ad-
ditional word in the context helps UKB. It
seems to justify the use of UKB to automati-
cally annotate missing senses and thus gen-
erate a ‘silver’ release of GlossTag 2022.

5 The ongoing update to WordNet
3.1

In the latest version of WordNet, Prince-
ton team applied minor fixes in the texts of
the glosses and removed many newly con-
sidered offensive words. Besides adding
(676 senses) and removing senses (382
senses), some WordNet 3.0 senses have
moved between synsets, or the correspond-
ing synsets were changed in WordNet 3.1.
Given these changes, projecting the annota-
tions in GlossTag 2022 to the senses of Word-
Net 3.1 needs some careful consideration.
This section presents our initial considera-
tions and plans to make the migration.

An extra motivation for moving GlossTag
2022 to WordNet 3.1 is that other lexical
resources like VerbNet (Schuler, 2005) are
already mapped to WordNet 3.1. Using those
mappings, one can enrich the information of
verbs in WordNet, restricted to verb frames
(‘Somebody –s something’) with additional
information like valences, semantic restric-
tions, etc. This extra information could fa-
cilitate sense annotation. For example, the
verb ‘make’ has 52 senses in WordNet 3.0,
grouped into six classes in VerbNet. If the
annotator is first presented with the infor-
mation from VerbNet, it can first choose the
VerbNet class by selecting the proper syntac-
tic restrictions and later select the WordNet

15Compounding comprises a variety of (semantic)
head–modifier structures that can often be para-
phrased using overt prepositions.

senses in that class.

The projection of the annotations of
GlossTag to WordNet 3.1 needs to deal with
the following cases. First, we need to iden-
tify which definitions and examples changed.
The new sentences need to be processed
by ERG and prepared for manual annotation
from scratch. The removed sentences can be
just removed. Next, we must consider each
word in the sentences preserved in Word-
Net 3.1. We need to consider the annotated
words only and what happens with the used
sense key. If sense keys were not reused with
a different meaning, we would have no prob-
lem. Unfortunately, we found cases where a
given sense key got a different meaning in
WordNet 3.1.

For example, in WordNet 3.1 we have
the word ‘Pluto’ with the sense key
pluto%1:17:00:: which has the gloss “a
large asteroid that was once thought to be
the farthest known planet from the sun;
it has an elliptical orbit” and the example
“Pluto was discovered by Clyde Tombaugh in
1930”. In WordNet 3.0, the same sense key
pluto%1:17:00:: is part of a synset with
the definition “a small planet and the far-
thest known planet from the sun; it has the
most elliptical orbit of all the planets”. Note
how the definition changed from planet to
asteroid. Since the concept has changed,
the relations have also changed; it is now
an instance of ‘asteroid’ instead of ‘outer
planet’ and ‘superior planet’. In this case,
it would have been more appropriate to in-
troduce a new sense key to signify a devia-
tion of the new definition from the old one.
Another sense of ‘Pluto’ in WordNet 3.0 is
part of the synset “(Greek mythology) the
god of the underworld in ancient mythol-
ogy; brother of Zeus and husband of Perse-
phone”. In WordNet 3.0, this sense of Pluto



is part of the synset “(Roman mythology)
god of the underworld; counterpart of Greek
Hades”. In WordNet 3.0, Pluto was defined
as a synonym of Hades, but WordNet 3.1
revised that definition making it part of Ro-
man mythology and a counterpart of Hades.
There are eight occurrences of ‘pluto’ in the
WordNet 3.0 sentences. For instance, the
definition “United States astronomer who
discovered the planet Pluto (1906-1997))”
was not updated to follow the new defini-
tions in WordNet 3.1. This shows how hard
it is to keep the glosses consistent with the
WordNet structure.

Another challenge arises when a new
sense is introduced in WordNet 3.1, and
some words in the sentences could be bet-
ter annotated with the new sense. For
example, if we look at the senses of the
word ‘technology’, we note that there is a
new sense introduced in WordNet 3.1, with
the synset 03707142-n and the sense key
technology%1:06:00:: with the definition
“machinery and equipment developed from
engineering or other applied sciences”. In
the GlossTag 2022 we found 53 instances
of the word ‘technology’ annotated, and
the new sense from WordNet 3.1 may be
more appropriate for some of them. Upon
manual inspection, we found that this is in-
deed the case in one of the examples of
synset 08343534-n “has procured nuclear
technology and delivery capabilities”. In this
gloss definition, ‘technology’ may be better
mapped to the new sense at WordNet 3.1
rather than any of the other existing senses
in WordNet 3.0. All annotated instances of
‘technology’ need to be checked manually.

We are refining the idea of sense
stability. For example, for the sense
a._noam_chomsky%1:18:00:: in WordNet
3.0, we have the synset 10896452-n, which
contains two co-occurring senses. In
WordNet 3.1, we have the related synset
10916204-n which contains the same and
no new senses. Thus, we call this sense
stable. An example where the senses di-
verge is for the sense constrain%2:35:00::.
In WordNet 3.0, this sense is part of the

synset 01301051-v with three other senses.
In WordNet 3.1, this sense was moved to
synset 01304044-v. Given that, all senses
of 01301051-v (WordNet 3.0) became unsta-
ble. Considering all the challenges ahead,
GlossTag 2022 is still based on WordNet 3.0.

6 Conclusion

In this paper, we presented the GlossTag
2022 release. The project is hosted in the
https://github.com/own-pt/glosstag
repository, and it will be updated in the
following days. As put by (Miller et al.,
1993), the semantic annotation of corpora
helps improve both the coverage and
the precision of the semantic resource
being used in the annotation. This work
is thus part of our effort in expanding and
improving WordNet-like resources in an
application-driven and domain-specific way.

Besides continuing the manual annotation,
we plan to improve the annotation inter-
face16 and experiment with alternative WSD
methods (McCord, 2004). Concerning the
annotation tool, we intend to improve its
performance and make it a wordnet editor,
allowing the sense annotation to influence
wordnet improvements. We also aim for a
workflow with feedback between annotation
and ERG analysis, one supporting the other.
Additionally, we also intend to develop query-
ing and visualization tools. Finally, we need
to finish the migration to WordNet 3.1 before
forking it from the Princeton official release
(or further mapping to (McCrae et al., 2020))
for changes driven by the annotation.
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