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Abstract

Online peer counseling platforms enable con-
versations between millions of people seeking
and offering mental health support. Among
counseling skills, reflective listening, i.e., cap-
turing and returning to the client something the
client has said, is important for positive thera-
peutic outcomes. We introduce a reflection gen-
eration system for online mental health support
conversations leveraging GPT-3, a large lan-
guage model. We compare few-shot learning
against fine-tuning and assess the impact of the
quality of training examples as measured by flu-
ency, reflection resemblance, and overall pref-
erence. Fine-tuned GPT-3 generates responses
that human evaluators rate as comparable in
reflection quality to responses used for tuning.
Models based on high-quality responses gen-
erate substantially better reflections than ones
tuned on actual responses from a large online
counseling service—and better reflections than
the actual counselor responses. These results
suggest the care needed in selecting examples
for tuning generative models.

1 Introduction

Online mental health support platforms, from
Talkspace to 7 Cups to Crisis Text Line, are used
by millions of users for expressing challenges and
receiving peer support. These platforms can help
improve access to mental health support, as such
care remains a global challenge with workforce
shortages and limited affordable options (Olfson,
2016). Helping counselors with feedback, sugges-
tions, and training, for instance through machine-
in-the-loop writing systems (Tanana et al., 2019;
Clark et al., 2018), has the potential to aid coun-
selors in improving the quality of their responses
and in turn improve the effectiveness of these plat-
forms (Imel et al., 2015; Miner et al., 2019).
Moreover, training counselors can require sub-
stantial time and effort. Often, training incorporates
didactic instruction and experiential exercises (e.g.,
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Conversational context

Client: I'm 19, he’s 25. He’s not very considerate of
how | feel but says he cares about me and loves me.
Counselor:

The words are easy,
actions are needed.
Guys who are 25
Jjust desire to have
different
experiences.

It sounds like his
words suggest that
he cares but his
actions indicate
otherwise.

It sounds like he
claims to care but
you feel he is not
very thoughtful.

Actual counselor

%

GPT-3 fine-tuned on
reference reflections

@

Reflection Reference reflection

source

Figure 1: Illustration of conversational context and re-
flection response from actual counselor, reference re-
flection, and response by GPT-3 model fine-tuned on
350 reference reflections.

role-playing, standardized patients, or practice with
real clients) (Madson et al., 2009). In counselor
training, which incorporates development of empa-
thy and reflective listening, feedback and coaching
can notably improve counselor skills (Miller et al.,
2004). But standard methods for providing sys-
tematic feedback do not scale (Atkins et al., 2014).
With the millions of users of online support plat-
forms, computational methods can help counselors
by suggesting draft utterances, providing guidance
that may help meet the need for feedback and indi-
rectly benefit people reaching out for support.

Among counseling skills, reflective listening is
an important skill for positive therapeutic outcomes
(Moyers et al., 2009). Reflective listening is one of
the best ways to express to clients that they are un-
derstood (Csillik, 2013; Miller and Rollnick, 2012).
Reflections capture and return to the client some-
thing the client has said. The reflected content is
usually, but not always, in the client’s immediately
preceding utterance. For example, consider the
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following client utterance and counselor reflection:

Client: I feel so anxious when I wake up
in the morning that I can’t resist having
some alcohol before I leave for work.
Counselor: It sounds like it has been a
way of calming your anxiety at the start
of the day and releasing the tension you
are feeling.

Motivated by the importance of reflective listen-
ing in counseling interactions and the value of sug-
gestions for counselor effectiveness, we introduce
a reflection generation system leveraging GPT-3, a
large language model (see Figure 1). Such a system
can potentially aid minimally-trained counselors in
creating reflections and boost efficiency (e.g., save
typing) so they have more time and can help more
people. Prior work has explored the importance
of ground-truth labels for in-context learning (Kim
et al., 2022). Additionally, few-shot learning and
fine-tuning have been examined for dialogue gener-
ation conditional on predefined stories (Miyazaki,
2023). In this work, we tackle the practical ques-
tion of the impact of the quality of fine-tuning set
examples on the quality of generated reflections
as measured by fluency, reflection resemblance,
and overall preference. We also address technical
questions regarding the impact of few-shot learning
versus fine-tuning and the number of examples for
fine-tuning in this peer-to-peer counseling context,
which have implications for model development
costs. We do not find evidence to suggest fine-
tuning GPT-3 on hundreds of examples results in
better quality reflections than conditioning GPT-
3 with 17 examples. Human evaluations show
fine-tuning GPT-3 with higher-quality examples
yields more highly rated reflections, aligning with
an observed difference between ratings of reference
reflections and actual peer counselor reflections.
These results suggest care is needed in selecting
examples for tuning generative models.

2 Related Work

There is a growing body of related work aimed at
building automatic tools in the form of dialogue
systems for online mental health support. One
significant line of work has focused on delivery
of psychotherapy interventions for which conver-
sational agents serve as counselors. Han et al.
(2013) created a system recognizing what users
say, predicting conversation context, and follow-
ing users’ feelings to generate responses based on
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templates designed for three counseling techniques
(paraphrasing, asking open questions, and reflect-
ing feelings). Han et al. (2015) presented a simi-
lar system, generating appropriate responses using
templates by identifying user emotion and inten-
tion and extracting entities and related information
from a knowledge base. In contrast to these works,
our system is intended to serve as a resource for
counselors in creating responses to client messages.

In line with our goal of augmenting counselors’
everyday practice, related work has built technol-
ogy for counselor training and feedback. Such
work has explored the creation of a dialogue ob-
server that categorizes therapist and client motiva-
tional interviewing behavioral codes and forecasts
codes for upcoming utterances to help guide con-
versation (Cao et al., 2019). Other systems have
used machine learning-based feedback for train-
ing with artificial standardized clients, providing
real-time suggestions on skills to use (Tanana et al.,
2019). Although they aid in the evaluation of coun-
selor language, such tools are limited in providing
easily implementable suggestions. Our goal is to
present the counselor with an actionable suggestion
at a particular point in the conversation.

Generative applications in peer-to-peer coun-
seling include empathic rewriting (Sharma et al.,
2021) and motivational interviewing response
rephrasing (Welivita and Pu, 2023), i.e., making
sentence-level edits to increase empathy while
maintaining conversation quality or increase mo-
tivational interviewing adherence respectively; an
Al-based tool to empower peer counselors through
automatic suggestion generation for a range of
counseling strategies (Hsu et al., 2023); and re-
lated work in generating reflections using GPT-2
and motivational interviewing conversations (Shen
et al., 2020). The latter reflects the most relevant
work. Shen et al. (2020) evaluated GPT-2 mod-
els’ ability to generate reflections given dialogue
history, exploring how augmenting input with re-
flections from similar conversations and content
expansion impact quality of generated reflections.
They found the GPT-2 models perform better than
the baseline seq2seq model. Based on automated
metrics, models with context augmentation outper-
form the fine-tuned GPT-2 model; however, while
the systems perform on-par or above reference re-
flections (ground truth), there appears little differ-
ence between the GPT-2 model and models lever-
aging additional context expansion strategies. Shen



et al. (2022) addresses a similar task but enhances
generation by infusing commonsense and domain-
specific knowledge. Expanding on these works, we
explore additional techniques including few-shot
learning and evaluate the impact of the quality of
examples for fine-tuning.

3 Methods
3.1 Data

Our dataset derives from conversations between
clients and counselors on a large peer-to-peer on-
line counseling service. We have a total of 1061 ob-
servations across the training and testing datasets,
with 50 additional randomly sampled examples
used in defining the few-shot learning prompt or for
validation purposes in tuning hyperparameters, to-
taling 1111 observations. These observations were
sourced from a larger dataset consisting of annota-
tions of several clinical counseling skills. Messages
were annotated at utterance level with counselor
verbal behaviors using the Motivational Interview-
ing Treatment Integrity 4.2 (MITI) and the Motiva-
tional Interviewing Skill Code 2.5 (MISC) manuals.
Our focus is on counselor reflections. Our train-
ing dataset consists of a total of 911 observations,
which each consist of a conversational context and
counselor reflection. 350 of these observations con-
stitute a reduced training dataset, randomly sam-
pled from the full training set. 150 observations
make up a randomly sampled test dataset. We en-
sured that the chat identifiers for messages in the
test set uniquely differed from those included in the
training set to avoid conversation overlap. Due to
the sensitive nature of this dataset and privacy con-
cerns, we cannot publicly share the client-counselor
data, which has text from actual clients. A Hugging
Face dataset card has been created and its contents
have been included in the Appendix.

3.2 Model overview

To build an automatic reflection generation system,
we use the Generative Pretrained Transformer 3
(GPT-3) architecture (Brown et al., 2020). With
175 billion parameters, GPT-3 is a language model
able to mimic human text and is useful for dia-
logue generation (Zhang et al., 2020). We explore
fine-tuning and few-shot learning approaches. Fine-
tuning involves updating weights of a pre-trained
model by training on a task-specific supervised
dataset. Few-shot learning refers to the setting
where the model is provided a task description
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and a few examples at inference time as condi-
tioning, but weight updates are not allowed (Brown
et al., 2020; Radford et al., 2019). We consider the
few-shot approach, as scaling up language models
greatly improves task-agnostic, few-shot perfor-
mance (Brown et al., 2020). With the few-shot
approach, there is a major reduction in the need
for task-specific data and reduced concern of learn-
ing an overly narrow distribution, but it involves
rapid adaptation to a new task with limited priming
(Brown et al., 2020). Prompt-based few-shot learn-
ing on large language models achieves comparable
results to state-of-the-art full-shot models in a vari-
ety of language understanding tasks, including for
response generation using an empathetic dialogues
dataset (Brown et al., 2020; Madotto et al., 2021).

Each example consists of the prompt, which is
the conversational context that immediately pre-
cedes the counselor reflection. That is, it includes
previous utterances from either the client or coun-
selor up until and including the most recent prior
client message that immediately followed a coun-
selor’s message. This ensures the client’s expres-
sion following the previous counselor message(s)
is included in the context. Given that reflection
statements are often based on the most recent client
message, and client messages on inspection of the
data were often short, using this structure seemed
appropriate. An instance illustrating the formatting
of examples is provided in the Appendix. All exam-
ples adhere to the same format across the fine-tuned
models and few-shot learning model.

We develop four reflection generation models:
Few-shot learning prompt-designed model. We
design a prompt consisting of an instructional state-
ment and 17 examples, each consisting of conver-
sational context and a created reference reflection.
Fine-tuned model on reduced set of actual coun-
selor responses. We fine-tune a model on 350
context-reflection examples where reflections are
those of counselors of an online counseling service.
Fine-tuned model on comparable number of ref-
erence reflections. We fine-tune a model on 350
context-reflection examples where reflections are
reference reflections created by one of the authors.
Fine-tuned model on full set of actual counselor
responses. We fine-tune a model on 911 context-
reflection examples where reflections are those of
counselors of an online counseling service.



3.3 Creating reference reflections

The author who created 350 reference reflections
for training and 150 for testing does not have a clin-
ical psychology or medical doctorate but has under-
gone extensive training at mental health organiza-
tions including a crisis hotline service and a textline
platform, totaling over 100 hours, which included
one-on-one interactions and feedback from trained
supervisors. In contrast, volunteers of the platform
(from which the counseling data derives) receive
online training that takes 45 minutes to 1 hour. Al-
though the average word length was greater for
reference reflections than actual counselor reflec-
tions, this was not intentional but likely a product
of deliberate focus on communicating a reflection.
Reflections were posed as questions in cases of lim-
ited context (e.g., "OKk, so it’s fine. How are things
feeling?") or uncertainty about the client’s meaning
(e.g., "It feels like everyone is disappointing you,
is that right?"). Although the author attempted to
vary responses, responses more frequently began
with "It sounds like...", "I see, so...", "It seems...".
In considering the context, client messages were
given most weight in crafting reflections.

3.4 Prompt design

Based on experimentation within the OpenAl web
interface to define a prompt structure that gener-
ated the most reasonable counselor reflections, we
included a scenario description, i.e., a description
of the nature of the requested response, and delim-
iters for the client and counselor. These decisions
were influenced by previous work on prompt de-
sign. The Madotto et al. (2021) system for em-
pathetic dialogues uses textual delimiters to dis-
tinguish interlocutors. Zheng and Huang (2021)
found distinguishing input constructs (e.g., "User:"
and "System:") is effective in boosting few-shot
learning performance for grounded dialog gener-
ation tasks. For the discrete prompts, Zheng and
Huang (2021) prepended input sequences with task
instructions and found that discrete prompts gener-
ally outperform continuous prompts under few-shot
and full data settings. We used a textual scenario
description to guide the model to complete the re-
flection task:

The counselor is a chatbot that listens
empathetically, is kind, and reflects back
how the user is feeling. The counselor
reframes the client’s message.
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In preliminary experiments, we found providing
the API with such instructions appeared to generate
responses that more appropriately resembled reflec-
tions, as some responses when instructions were
not included were more opinionated or brought the
counselor’s own struggles into conversation. We
explored altering the instructions, considering e.g.,
"paraphrase", "reflect”, "rephrase", but responses
were similar, if not better, with "reframe". We ex-
perimented with the following variant: "The coun-
selor is a chatbot that is empathetic, caring, and
actively listens. The counselor reflects back the
client’s feelings and may offer direction.” However,
responses were similar but sometimes less relevant.

We used plain language to describe inputs and
outputs, i.e., ’Counselor’ and ’Client’. We tried
other output descriptions, e.g., "Therapist’, but the
results were very similar. We append "\nCounselor:’
to the prompt to immediately precede the counselor
completion. We explored other options that defined
this response uniquely apart from any counselor
messages in the context, e.g., ’Counselor reflec-
tion:’, but performance did not appear to improve.
For the token at the end of completions, we also
tried using tokens that were more distinguishable
from the content of examples, e.g.,”\n\n###\n\n’,
but "\n\n’ appeared to exhibit better performance.

We explored different structures including con-
tinuation with and without a scenario description
and continuation vs. a question-answer style. For
continuation, the model would continue the con-
versation by completing the next system response.
For question-answer style, the model is queried for
what the system probably says next given the sce-
nario description, and then the model answers the
query with its predicted system response.

The question-answer style for this context had
the following structure:

Client: [message]

To empathetically rephrase the client’s
message, what does the counselor proba-
bly say in response?

Counselor:

We observed generated responses for a few held-
out prompts and other client responses created
by one of the authors and found the continuation
with scenario description produced the best re-
sponses. With scenario description, the model gen-
erates more reflective and empathetic statements.
While the question-answer style developed longer



responses, responses were less relevant than reflec-
tions generated with the continuation structure.

In the prompt, we included 17 examples, i.e., the
maximum number of held-out examples (distinct
from the training set for fine-tuned models and the
test set) that fit into the model’s maximum context
length with still enough tokens remaining to append
the longest conversational context to be tested.

3.5 Hyperparameter selection and fine-tuning

We heuristically tuned the temperature and fre-
quency penalty parameters. Temperature controls
randomness; the frequency penalty controls how
much to penalize new tokens based on their exist-
ing frequency so far. Reasonable values for the
penalty coefficients are around 0.1 to 1 if the goal
is to reduce repetitive samples somewhat without
noticeably degrading sample quality. After explor-
ing different levels, we found a temperature of 0.8
and frequency penalty of 0.8 were appropriate. A
relatively high frequency penalty tended to lead to
more complex reflections. The higher temperature
also brought about more response diversity. The
presence penalty controls the model’s likelihood to
talk about new topics. We set the presence penalty
to 0. These selections are used across all models.

Models are created with the Davinci engine, as it
is the most capable GPT-3 model and can perform
tasks other models can, often with less instruction.
text-davinci-001 is used for few-shot learning, and
base model is used for fine-tuning. In preliminary
experiments, we explored training with different
epochs, including 2, 4, 7, 10. We found 4 epochs
yielded the most optimal results on fifteen prompts
not included in the test set, as the responses were
more reflective, less directive, and less likely to
infer context that could be in error. We used this se-
lection across all fine-tuned models for comparable
results.

3.6 Comparative experiments

We examine the impact of the following on gen-
erated reflection quality: few-shot learning ver-
sus fine-tuning, fine-tuning set size, and the qual-
ity of the fine-tuning set. We test overall prefer-
ence for generated versus human responses and
explore whether fine-tuning is associated with flu-
ency degradation relative to few-shot learning.

We thus tested the following hypotheses, which
were preregistered through the Center for Open
Science prior to examining human evaluation data
(O’Neil and Ungar, 2022).
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Learning approach. The fine-tuned model on
reference reflections will produce responses that
have higher reflection resemblance ratings than the
few-shot learning model (one-sided paired t-test).

Quantity for fine-tuning. The model fine-
tuned on a larger set of actual counselor reflections
from a counseling service will produce responses
with higher reflection resemblance ratings than the
model fine-tuned on the smaller set of actual coun-
selor reflections (one-sided paired t-test).

Quality for fine-tuning. The model fine-tuned
on reference reflections will produce responses
with higher reflection resemblance ratings than the
model fine-tuned on an equal number of actual
counselor reflections (one-sided paired t-test).

Preference between human and computer.
There will be no difference between overall pref-
erence for responses generated by the model
fine-tuned on reference reflections (computer-
generated) and reference reflections (human-
generated) (two-sided paired t-test).

Fine-tuning degradation of fluency. There will
be no difference between overall fluency for the
fine-tuned model on reference reflections and the
few-shot learning model (two-sided paired t-test).

3.7 Human evaluation

We recruited three annotators who have worked
with this counseling service dataset with IRB ap-
proval. Although the evaluators are not clinically
trained, they are highly familiar with the Motiva-
tional Interviewing Treatment Integrity and Mo-
tivational Interviewing Skill Code manuals and
have experience labeling motivational interview-
ing counselor utterances for behavior codes includ-
ing reflection. Although the author who created
the reference reflections was involved in the model
training process, the evaluators did not include this
author and thus independently evaluated responses.
We administered a survey through Amazon Me-
chanical Turk Developer Sandbox. Each annotator
evaluated outputs of the four models, the actual
counselor reflection, and the reference reflection
for 50 samples, a random subset of our test set.
Provided with the conversational context, annota-
tors evaluated the six responses based on fluency,
resemblance of reflection, and overall preference.
Fluency refers to the response’s overall fluency
and human-likeness. The instructions noted non-
capitalized words and colloquial language are ac-
ceptable and not to be considered fluency errors.



Reflection resemblance refers to whether the re-
sponse captures and returns to the client something
the client has said. Overall preference refers to the
extent to which the evaluator likes the response.

We use a variation of Efficient Annotation of
Scalar Labels (EASL), a hybrid approach between
direct assessment and online pairwise ranking ag-
gregation and rank-based magnitude estimation
(Sakaguchi and Van Durme, 2018). Evaluators
see all six responses at once (without knowledge
of their origin) and use a 1 to 5 sliding scale to rate
responses on each dimension. The order of model
responses for each context was randomized. We
provided example response ratings for ratings of 1
and 5 on overall fluency and reflection resemblance
but not overall preference, noting its subjectivity.

Evaluation of overall preference and considera-
tion of humanness in measuring fluency were influ-
enced by Smith et al. (2022), which adapted metrics
from Li et al. (2019). The reflection resemblance
and fluency criteria are loosely similar to that of
Shen et al. (2020). Reflection resemblance slightly
differs from their description of reflection-likeness,
as we do not explicitly reference paraphrasing or
summarizing; also, our notion of fluency highlights
the extent to which responses are human-like. Flu-
ency was also evaluated for generated empathetic
responses by Majumder et al. (2020).

4 Results

4.1 Human evaluation

The average rating for each response source on
overall fluency, reflection resemblance, and overall
preference are shown in Figure 2. Average ratings
for the counselor responses are low in relation to
the reference reflections. Moreover, it appears to
be better to provide relatively higher quality exam-
ples for fine-tuning, as seen by the superior perfor-
mance on all criteria of the few-shot learning model
and the model fine-tuned on reference reflections
compared to the models fine-tuned on counselor
examples.

Using Krippendorff’s alpha (ordinal method),
we measured inter-annotator agreement (Krippen-
dorff, 2018). We obtained alpha values of -0.0369,
0.557, and 0.358 for overall fluency, reflection re-
semblance, and overall preference, respectively. Al-
though these agreement values are low, 0.557 for
reflection resemblance is notably higher than the
0.23 agreement for reflection-likeness in the most
relevant prior work Shen et al. (2020).
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There are a few considerations for the low agree-
ment. As fluency ratings are high across all models,
the chance correction agreement is low. Potential
contributions to the low agreement include the sub-
jectivity of "human-like" and the measure’s lack
of specificity. Disagreement appeared to arise in
the presence of colloquial language or minor mis-
spellings or missing apostrophes in contractions. It
is possible annotators incorporated more subjective
quality assessments to varying extents given that
the criterion in part was evaluating human-likeness.
The subjective nature of overall preference is likely
the primary reason for the fair agreement for this
criterion. Differences in preference and varying
knowledge on reflections may have contributed to
the moderate agreement on reflection resemblance.

The Pearson correlations between criteria are
as follows: 0.367 for fluency and reflection re-
semblance, 0.341 for fluency and preference, and
0.699 for reflection resemblance and preference.
We would expect a reasonable correlation between
reflection resemblance and preference, as a more
reflective statement is likely to be more appealing
and feel more meaningful. Given the correlated cri-
teria, we measured inter-annotator agreement for
annotators’ average rating (i.e., for each annotator,
we averaged that annotator’s ratings for each model
response), reflecting an overall quality measure for
each annotator. The inter-annotator agreement al-
pha for their average judgments is 0.505.

We conducted paired t-tests as specified in Sec-
tion 3.6. Two tests are associated with significant
results. Fine-tuning on higher quality examples pro-
duces responses that better resemble reflections (p-
value < 2.2e-16), and there is a difference between
the overall preferability of computer-generated re-
sponses and human responses (p-value = 1.78e-05).

4.2 Qualitative examples

To illustrate conversational contexts and associated
reflections based on the six sources, we present
three representative qualitative examples in Table 1.
The first example was selected to highlight the
more nuanced inferior quality of a reflection pro-
duced by the model fine-tuned on 911 counselor re-
sponses. The second example illustrates clear faults
of a reflection produced by the model fine-tuned
on 350 counselor responses. The third example
features a natural limitation of lengthier responses.

The models fine-tuned on 911 counselor re-
sponses and 350 counselor responses tend to pro-
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Figure 2: Human evaluation average ratings on overall fluency, reflection resemblance, and overall preference.
Standard errors on estimates range from 0.057 to 0.111. Three paired t-tests results are noted. Although not defined
in our comparative experiments, there is no statistically significant difference between reflection resemblance ratings
of the few-shot learning model responses and reference reflections but a significant difference in overall preference.

duce less accurately reflective and less substantive
responses (with shorter average reflection length)
compared to the model fine-tuned on 350 reference
reflections and the few-shot learning model.

For the first conversational context in Table 1,
the client is expressing the subject’s lack of con-
sideration rather than a statement about differently
weighing the feelings of the subject and client, as
suggested by the response of the fine-tuned model
on 911 counselor responses. The reflections of the
model fine-tuned on 350 reference reflections and
the few-shot learning model are more accurate. For
the second context, the response of the fine-tuned
model on 350 counselor responses fails to reflect
back the heavy emotion expressed. In contrast, the
reference reflection and the responses of the fine-
tuned model on 350 reference reflections and the
prompt-designed few-shot learning model capture
the client’s statement and more sensitively address
the client’s distress than the actual counselor, sup-
porting the importance of tuning or conditioning
on high-quality responses. Moreover, for the third
context, the response of the model fine-tuned on
911 counselor responses and the actual counselor
response are not very substantive. In contrast, the
responses of the model fine-tuned on 350 reference
reflections and the few-shot learning model capture
that the client’s pain has sustained over time. The
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response of the model fine-tuned on 350 reference
reflections addresses the medical issues raised but
infers these are able to be, and have not yet been,
"figured out", which is not necessarily true. Ev-
idently, with lengthier responses, there is greater
potential additional assumed context is invoked.

5 Discussion

We introduced a system for generating reflections
in peer-to-peer counseling and explored the impacts
on generated output quality of few-shot learning
and fine-tuning, fine-tuning on a larger training set,
and fine-tuning on higher-quality instances. Our
human evaluation shows humans rate responses
generated by a model fine-tuned on higher-quality
examples as more reflection-like, and there is a sig-
nificant difference between overall preference for
human and computer-generated responses. There
is no evidence to suggest fine-tuning GPT-3 re-
sults in better reflections than few-shot learning.
Our results highlight the care needed in selecting
examples for fine-tuning a model to generate re-
flections. Evidently, input that reveals the nature of
the counselor-client dialogue context alone is not
enough to produce high-quality model responses,
but also reflections epitomizing effective responses.
Our results also suggest generative models tuned on



Table 1: Qualitative examples of conversational contexts and the associated reflection responses.

Conversational context Response source

Response

Online counseling service actual counselor
Client: I'm 19, he’s 25. He’s not very

The words are easy, actions are needed. Guys who are 25 just desire to have
different experiences.

considerate of how I feel but says he
cares about me and loves me.
Counselor:

Reference reflection

It sounds like his words suggest that he cares but his actions indicate other-
wise.

So he’s 25, but not very considerate of your feelings, and you say he’s not
very mature

Fine-tuned on 911 actual counselor responses

Well in a relationship like that, you are going to be more concerned about
how he feels than how you feel

Fine-tuned on 350 reference reflections

It sounds like he claims to care but you feel he is not very thoughtful.

Prompt-designed few-shot learning

‘ Fine-tuned on 350 actual counselor responses

It sounds like he does not always take your feelings into account, but loves
you.

Client: Things have been stressful. I ‘ Online counseling service actual counselor

It doesn’t sound like you’re okay

have been going through a hard time
and my anxiety has reached the ceil-
ing hahah

Reference reflection

It doesn’t sound like you’re fine. It is okay to be having a hard time dealing
with a lot of stress. I'm glad you reached out.

Client: but ok haha
Counselor:

Fine-tuned on 350 actual counselor responses

Ooh I see, well it seems you’ve gotten through it!

Yeah definitely been rough

Fine-tuned on 350 reference reflections

It sounds like you have been going through a lot and having a hard time.

Prompt-designed few-shot learning

‘ Fine-tuned on 911 actual counselor responses

It sounds like you have been going through a lot of stress lately. It is under-
standable that your anxiety has increased.

. . Online counseling service actual counselor
Client: Not much, a little maybe 2

That’s just labels

Client: But I have many genetic med-
ical problems

Reference reflection

I can’t imagine how challenging it must be to deal with pain for so long,
having several medical challenges as you mention.

Client: I've had pain all my life

Fine-tuned on 350 actual counselor responses

I understand. It’s very brave of you to continue living in the way you have
been, despite all these issues.

Fine-tuned on 911 actual counselor responses

that must be hard

Fine-tuned on 350 reference reflections

I am hearing that you have been in pain for a long time, and it sounds like
there are medical issues that have not been figured out yet.

\
Counselor: ‘
\
\

Prompt-designed few-shot learning

It sounds like you have been through a lot in your life.

high-quality reflections generate better reflections
than the actual peer counselors. However, with
respect to the difference in quality between actual
counselor and reference reflections, it is important
to recognize that the author knew the reference re-
flections were being evaluated given minimal con-
text, whereas naturally, the actual counselors may
not have such a focus on creating a well-crafted
response for any given moment in conversation.

The global burden of mental illness is significant
(Collins et al., 2011). Online mental health sup-
port platforms with peer counselors are a means of
scaling up support, but the challenge of effective
training remains. Our work represents how natural
language generation can be used to help support
peer counselors. Such a system with a machine-
in-the-loop approach can provide actionable sug-
gestions to counselors and in turn potentially offer
those seeking help more reflective support.

Our results also have potential implications for
the wider context of online peer interactions, e.g.,
peer grading and customer support. Many contexts
require responses to be consistent with a particular
style; our results indicate higher-quality examples
are critical for fine-tuning. Given we did not find
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evidence to suggest fine-tuning GPT-3 results in
better quality reflections than few-shot learning, we
suggest future work further explore the trade-off
between quality and quantity of examples provided
to orient models toward the domain of interest.
Future work could build a collaborative writ-
ing tool, e.g., Clark and Smith (2021), for reflec-
tions and study the extent to which counselors ac-
cept, modify, or abandon suggestions. Future work
could explore inclusion of an additional input for
the counselor to provide conversational redirection.
Our approach could also be applied to build and
evaluate generative systems for other clinical skills.

6 Limitations

As a result of our decision to limit conversational
context to most recent messages, sometimes actual
counselor responses took into account more of the
conversation than was captured in the prompt. In
Shen et al. (2020), the context window size was
five utterances, and a larger window size did not
improve performance in preliminary experiments.
However, it may be worth further exploring how
greater context could enable more complex reflec-
tion statements. Current language models lack the



ability to account for the broader context. Another
technical limitation of this work entails the use of
only one type of large language model for the reflec-
tion task. The experiments in this work are targeted
at comparing few-shot learning and fine-tuning as
well as assessing the impact of the quality of ex-
amples provided for tuning, and so in the interest
of narrowing the focus, this work lacks a compari-
son of the quality of responses using various large
language models in the counseling setting.

The evaluation criteria used in the human eval-
uation have their own limitations in that these di-
mensions do not necessarily reflect what is most
therapeutically beneficial in the counseling setting
and what offers the best experience for clients. The
models were evaluated on their ability to generate
fluent reflections and not on true therapeutic im-
pact. Moreover, given the low agreement among
annotators, the criteria’s limited specificity likely
introduced ambiguity and different interpretations
in rating responses. Future work should consider
having annotators go through a first round of an-
notation followed by discussion of disagreements
with opportunity to clarify judgments and resolve
different interpretations of the criteria, thus offer-
ing a means of potentially reducing disagreement
for the subsequent annotation process.

The reference reflections in this work were cre-
ated by one of the authors, whose experience with
counseling and motivational interviewing derives
from over one hundred hours of training at a crisis
hotline and textline service and experience through
a fellowship developing and user testing a platform
for nurses to practice and grow their motivational
interviewing skills. Therefore, these reflections
may not be as clinically precise as are possible
from a medical professional, and the diversity of
reflections is inherently limited. Additionally, this
work examined one mental health support com-
munity; peer supporters of this counseling service
receive more training than some online support
groups, where members do not receive training,
but substantially less training than suicide hotline
volunteers may receive.

7 Ethics

GPT-3 was trained on over 45 terabytes of data
from the internet and books, and large volumes of
data collected from online sources will inevitably
contain biases. There may thus be inadvertent dis-
crimination against subclasses of particular pro-
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tected groups. Using generated responses as a
source of guidance rather than using generative sys-
tems as the counselors themselves may be able to
help balance the benefits and risks of using artificial
intelligence in delicate mental health settings. It is
critical such systems are not misused by companies
seeking to maximize efficiency and minimize cost.

Such a tool cannot replace counselor training, as
it remains critical for counselors to be able to ade-
quately assess responses prior to using them, partic-
ularly so that if generated text is biased or careless,
it is reviewed and discarded. Thus, it is necessary
counselors continue to receive sufficient training to
ensure they can identify clearly inappropriate gen-
erated text. When such technology is introduced to
counselors, its limitations should be clearly com-
municated and its use monitored. Additionally, it
is imperative deployment of and subsequent ex-
perimentation with such a tool is done only with
informed consent of users of an online counseling
service. Importantly, we see such automated tools
as a way of assisting online counselors, especially
peer counselors, not as replacing humans.
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A Format of examples

Below is an instance where the prompt contains
a single client message. Note that "prompt" and
"completion" are the names of the fields requiring
designation for fine-tuning:

{"prompt”:"Client:
<message>\nCounselor:",
"completion”:" <reflection>\n\n"}

There can alternatively be multiple client mes-
sages (and also counselor messages) before the
counselor reflection:

{"prompt”:
"Client: <message;>\nClient:
<messages>\nCounselor:",
"completion”:" <reflection>\n\n"}

B Survey screenshots

Figure 3 illustrates the user interface for the survey
annotators completed for the human evaluation,
and Figure 4 illustrates the instructions users could
toggle throughout the survey. Users could also
toggle example ratings, but these examples have
been omitted given that the text of the examples
themselves would need to be redacted.

g e cusity o comrsatons - pr—
Response #1
Conversation Context

wwwwwwwwwww

[ Toogte nstuctons v |

nnnnnnnnnnnnnnnnnnnn

Response #2

Figure 3: Mechanical Turk Developer Sandbox sur-
vey user interface with the text redacted given privacy
limitations. Note that all six responses for a given con-
versational context were presented on the screen in a
scrollable view.

C Data anonymity

Chat identifiers for conversations were only used to
avoid overlap of conversations between the training
and testing sets. Only the messages themselves and
not the chat identifiers were used for fine-tuning
and prompting GPT-3. The conversational contexts
and online counseling service actual counselor re-
sponses in Table 1 of the paper have been altered
due to privacy limitations so they are not the identi-
cal messages themselves. The messages were put



Toggle instructions ¥

Instruction

In the context of the conversational context {, please rate 6

responses <O in the following metrics:
« Overall Fluency (1~5)
To what extent is this response fluent and human-like.

Note: Some words are not capitalized and there is colloquial
language. Such mistakes are acceptable and please do not
consider them as errors in fluency.

+ Reflection Resemblance (1~5)

Based on the conversational context, to what extent does the
response capture and return to the client something the client
has said.

* Overall Preference (1~5)

To what extent do you like this response.

Figure 4: The toggled instructions annotators had access
to as they evaluated the responses. Also provided was
an example of a conversational context and examples
of response ratings for overall fluency and reflection
resemblance given the conversational context.

through a full round of Google Translate and addi-
tionally modified by one of the authors, while be-
ing careful not to introduce different semantics, to
ensure the presented messages appear sufficiently
different from the originals.

D Hugging Face Dataset Card

D.0.1 Dataset Summary

The dataset derives from conversations between
clients and counselors on a large peer-to-peer on-
line counseling service. There are a total of 1061
observations across training and testing datasets,
with 50 additional randomly sampled examples
used in defining the few-shot learning prompt or for
validation purposes in tuning hyperparameters, thus
totaling 1111 observations across these sets. These
observations were sourced from a larger dataset
consisting of annotations of several clinical coun-
seling skills. Messages were annotated at utter-
ance level with counselor verbal behaviors using
the Motivational Interviewing Treatment Integrity
4.2 (MITI) and the Motivational Interviewing Skill
Code 2.5 (MISC) manuals. Our focus is on coun-
selor reflections. Thus, the dataset consists of con-
versational context-counselor reflection pairs.
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D.0.2 Supported Tasks and Leaderboards

The dataset was used for conditioning and tuning
generative models for generating reflection state-
ments in the domain of peer-to-peer counseling.

D.0.3 Languages
The language in the dataset is English.

D.1 Dataset Structure
D.1.1 Data Instances

Each instance consists of the chat room id of the
conversation in which the dialogue occurred, the
prompt which is the conversational context that
immediately precedes the counselor reflection (in-
cluding previous utterances from either the client
or counselor up until and including the most recent
prior client message that immediately followed a
counselor’s message), and the completion, which
is the counselor reflection.

{

'‘chat_id': "1234567",

"prompt': "Client: I'm 19, he's 25.
He's not very considerate
of how I feel but says he
cares about me and loves
me.\nCounselor:",

"completion': " The words are easy,

actions are needed.
Guys who are 25 just
desire to have
different
experiences.\n\n",

b

D.1.2 Data Fields

chat_id: an integer defining the chat id of the
conversation. prompt: a string corresponding
to the conversational context preceding the coun-
selor reflection with the messages separated by new
line characters and each utterance prepended by
"Client:” or ’Counselor:’. The string ends with
’Counselor:’ to indicate that it is followed by the
counselor completion. completion: a string corre-
sponding to the counselor reflection.

D.1.3 Data Splits

The dataset is split into training, testing, and a small
set of 50 examples used either for designing the
few-shot learning prompt or tuning hyperparame-
ters. For prompt design, the structure of the prompt
with examples was influenced by prior work. Thus,
prior work provided scaffolding for our approach;



the selections made within these frameworks were
driven by exploration. The hyperparameters were
tuned heuristically given the essential qualitative
nature of reflection evaluation in the counseling
context. 911 examples were used for training. 350
of these examples also constitute a reduced training
set used in comparative experiments. 150 examples
were used for testing. 50 of these testing examples
(randomly selected) were used in the human evalu-
ation. We ensured that the chat identifiers for mes-
sages in the test set uniquely differed from those
included in the training set.

D.2 Dataset Creation
D.2.1 Curation Rationale

Reflective listening is a critical skill in peer-to-peer
counseling that is only effective when tailored to
the context. Thus, we wanted to home in on this
particular skill and explore the potential of state-of-
the-art language models for text generation in this
domain. GPT-3 was used in this work given the
model was trained on a larger dataset and has many
more parameters than other LLMs at the time of
experimentation. Collaborative generation could
be a key tool for online peer support. As per other
work (Sharma et al., 2021), we think this will be
an application area of great societal benefit.

D.2.2 Source Data: Initial Data Collection
and Normalization

The dataset was created by filtering the larger
dataset of utterances annotated for many differ-
ent counseling skills to only those counselor mes-
sages annotated as reflections. Then, the prompt
instances were created by identifying the preced-
ing messages for each of these counselor reflection
instances. After the prompts were initially created,
prompts with less than or equal to five words were
removed.

One of the authors created reference reflections
for each of the 350 training example prompts in
the reduced training set and each of the 150 test-
ing example prompts. The reference reflections
were created based on the author’s experience in
volunteering as a counselor at crisis hotlines.

D.2.3 Source Data: Who are the source
language producers?

The ’client’ messages are utterances of those seek-
ing mental health support on a large online counsel-
ing service platform. The *counselor’ messages are
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utterances of minimally-trained peer counselors of
this large online counseling service.

For each of the 350 training example prompts in
the reduced training set and each of the 150 testing
example prompts, a reference reflection was also
created by one of the authors.

D.2.4 Annotations: Annotation process

The human evaluation examined text of generative
models fine-tuned on the full training set, a reduced
training set, and reference reflections; a few-shot
learning model; the actual counselor; and the refer-
ence reflection.

We administered a survey through Amazon Me-
chanical Turk Developer Sandbox. 50 testing
prompts, a random subset of our test set, were pro-
vided along with the corresponding six response
sources. Provided with the conversational con-
text, the annotators evaluated responses based on
three criteria: fluency, resemblance of reflection,
and overall preference. Thus, for each context,
evaluators measured the fluency, reflection resem-
blance, and overall preference for all six candidate
responses. The three criteria for evaluation were
motivated by prior work.

We used a variation of Efficient Annotation of
Scalar Labels (EASL), a hybrid approach between
direct assessment and online pairwise ranking ag-
gregation and rank-based magnitude estimation
(Sakaguchi and Van Durme, 2018). Evaluators
saw all six responses at once (without knowledge
of each response’s origin) and used a sliding scale
from 1 to 5 to rate the responses based on each
of the three dimensions. The order of the model
responses for each conversational context was ran-
domized. We provided examples of response rat-
ings for ratings of 1 and 5 on the overall fluency and
reflection resemblance dimensions. However, we
did not include an example for overall preference,
noting its subjectivity.

Fluency refers to the response’s overall fluency
and human-likeness. In the instructions, we noted
non-capitalized words and colloquial language are
acceptable and not to be considered fluency errors.
Reflection resemblance refers to whether the re-
sponse captures and returns to the client something
the client has said. Overall preference refers to the
extent to which the evaluator likes the response.

Using Krippendorff’s alpha, we measured inter-
annotator agreement, obtaining alpha values of -
0.0369, 0.557, and 0.358 for overall fluency, re-
flection resemblance, and overall preference, re-



spectively. Although these agreement values are
low, the 0.557 inter-annotator agreement we ob-
tained for reflection resemblance is notably higher
than the inter-annotator agreement obtained for
reflection-likeness in the most relevant prior work
Shen et al. (2020).

D.2.5 Annotations: Who are the annotators?

The three annotators recruited for the human evalu-
ation were familiar with counseling reflections. All
three annotators have worked with this large on-
line counseling service dataset with IRB approval.
They are computer science students in the United
States; two annotators are graduate students, and
one annotator is an undergraduate student. Two
annotators are female, one is male. The annota-
tors are highly familiar with the Motivational In-
terviewing Treatment Integrity and Motivational
Interviewing Skill Code manuals and have experi-
ence labeling MI counselor utterances for various
behavior codes including reflection. They were
compensated through payment. Each annotator re-
ceived $25. They each took about two hours to
complete all survey HITs, thus equating to roughly
$12.50 per hour in compensation. Annotators were
instructed that their ratings were part of a human
evaluation study that entailed measuring the quality
of automatically generated reflection responses and
human-generated responses.

D.2.6 Personal and Sensitive Information

Due to the sensitive nature of this dataset and pri-
vacy concerns, we cannot share prompts (conversa-
tional contexts), which have text from actual clients
(confidential). The dataset was shared by a counsel-
ing service for research purposes. The annotators
recruited for the human evaluation have worked
with this dataset with IRB approval.

D.3 Considerations for Using the Data
D.3.1 Social Impact of Dataset

This dataset of reflections in peer-to-peer counsel-
ing can be used as a reference point in understand-
ing and evaluating counselor clinical skills and fur-
thering the potential of language technology to be
applied in this space. Given the sensitive nature
of the mental health care context and the minimal
training of these counselors, the use of such data
requires care and understanding of the limitations
of technology defined based on this language.
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D.3.2 Discussion of Biases

Much of the language of conversations on this on-
line counseling service platform is very informal,
and some client and counselor utterances may also
contain pejorative language.

As for the generated text assessed in the human
evaluation of this work, it is important to note
that GPT-3 was trained on over 45 terabytes of
data from the internet and books, and large vol-
umes of data collected from online sources will in-
evitably contain biases that may be captured. There
may thus be inadvertent discrimination against sub-
classes of particular protected groups. Using gener-
ated responses as a source of guidance rather than
using generative systems as the counselors them-
selves may be able to balance the benefits and risks
of using artificial intelligence in delicate mental
health settings. It is imperative that such systems
are not misused by companies seeking to maximize
efficiency and minimize cost.

The reference reflections in this work were cre-
ated by one of the authors, whose experience with
counseling and motivational interviewing derives
from over one hundred hours of training at a crisis
hotline and textline service and experience through
a fellowship developing and user testing a platform
for nurses to practice and grow their motivational
interviewing skills. Therefore, the reference reflec-
tions may not be as clinically precise as are possible
from a medical professional, and the diversity of
reflections is inherently limited.



