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Abstract

Automatic evaluation of natural language gen-
eration has long been an elusive goal in NLP.
A recent paradigm fine-tunes pre-trained lan-
guage models to emulate human judgements
for a particular task and evaluation crite-
rion. Inspired by the generalization ability of
instruction-tuned models, we propose a learned
metric based on instruction tuning. To test
our approach, we collected HEAP, a dataset of
human judgements across various NLG tasks
and evaluation criteria. Our findings demon-
strate that instruction tuning language models
on HEAP yields good performance on many
evaluation tasks, though some criteria are less
trivial to learn than others. Further, jointly train-
ing on multiple tasks can yield additional per-
formance improvements, which can be bene-
ficial for future tasks with little to no human
annotated data.

1 Introduction

Natural language generation (NLG) has made sig-
nificant leaps forward in recent years thanks to
large language models (LLMs; Brown et al., 2020;
Open, 2023). Yet, to date, there is no standard
evaluation protocol for NLG systems. Human eval-
uation provides the most accurate assessment, but
its costly and time-consuming nature makes it less
practical for large-scale evaluations, and it’s rarely
conducted as part of the system development cycle.
For this reason, automatic evaluation metrics have
been widely adopted. The majority of automatic
metrics compare the system outputs against a set
of reference texts, measuring either lexical overlap
(e.g., Papineni et al., 2002; Lin, 2004) or semantic
similarity (e.g., Zhang et al., 2019).
Reference-based metrics suffer from many draw-
backs. First, system outputs that are different from
the references are scored low, even if they are cor-
rect. Second, multiple studies have noted poor cor-
relation with human judgements (Novikova et al.,
2017; Dhingra et al., 2019; Chen et al., 2019;
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Instructions

Determine the comprehensibility of the question and whether the narrative
contains the answer for the question given a narrative and a question.

)

Context

Amy decided to get a burrito on her lunch break. She figured her 30 minute
break was long enough to go. She drove to the restaurant, and was shocked to
see a line. She decided to wait in line. Amys bees was disappointed she was Is
minutes late from lunch.

Good Output

Why did she decide to waitin line? Why did she figure her 30 minute
break was long enough to go?

Bad Output

J

Figure 1: Example from HEAP, originally taken the
TellMeWhy dataset (Lal et al., 2021), here focusing on
the question answerability (QA) criteria.

Kryscinski et al., 2019). Third, methods that were
designed with one task in mind, such as BLEU
(Papineni et al., 2002) for machine translation and
ROUGE for summarization (Lin, 2004), don’t nec-
essarily transfer well to other tasks (Liu et al.,
2016; Nema and Khapra, 2018). Finally, by pro-
ducing a single score based on similarity to the
references, some important but more nuanced di-
mensions might be missed, such as faithfulness,
answerability, and more.

A recent alternative approach is learned metrics.
Such metrics leverage a pre-trained language model
and fine-tune it to emulate human judgements (e.g.;
Sellam et al., 2020; Zhao et al., 2020). Learned
metrics are typically tailored to specific tasks (e.g.,
machine translation) and criteria (e.g., similarity to
the references), and they can be reference-based or
reference-less.

In this work, we propose to train reference-less
learned metrics using instruction tuning. Instruc-
tion tuning involves presenting the model with nat-
ural language instructions in addition to the task
inputs. Including the instructions as part of the
input enables models to generalize better, perform
well in zero-shot and few-shot settings (Wei et al.,
2021; Gupta et al., 2022), and better align with
human values (Peng et al., 2023).
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To train our metric, we collected the Human
Evaluations of Answer Pairs dataset (HEAP). HEAP
was composed from the human evaluation results
for 8 datasets, along 22 diverse evaluation criteria,
such as comprehensibility, appropriateness, gram-
maticality, and informativeness, as detailed in Ta-
ble 1.! We converted all data points to a uniform
comparative format, consisting of the task instruc-
tions, and two context-generation pairs, such that
one generation (good in Figure 1) was ranked better
than the other (bad).

We used HEAP with instruction tuning in single-
task, multi-task, and cross-task setups. We find that
most criteria are learnable, though more nuanced
or complex ones (e.g., answer validity) are more
difficult to learn than others (e.g., grammaticality).
We also show that fine-tuning on the task is essen-
tial, and that multi-tasking can help with the more
difficult tasks. Finally, the cross-task setup is less
successful, but can be improved by training only
on a subset of similar tasks to the target task.

We hope that our findings will guide future re-
search on automatic evaluation for NLG systems.?

2 Related Work

Automatic Evaluation of Generative Tasks.
Numerous automatic methods exist for evaluating
generative models. The majority of metrics involve
assessing the similarity between a generated output
and a reference text. Commonly used metrics in-
clude BLEU (Papineni et al., 2002), ROUGE (Lin,
2004), and METEOR (Banerjee and Lavie, 2005),
which focus on measuring lexical overlap between
generated outputs and a reference. More recent
methods, such as BERTScore (Zhang et al., 2019),
go beyond lexical overlap by embedding both the
generations and the references into a shared space
and computing cosine similarity between the em-
beddings. All these metrics operate at the surface
level, predominantly focusing on lexical similarity.

Some metrics have been proposed which are
trained to emulate human judgements. BLEURT
(Sellam et al., 2020) is a BERT-based metric which
is first trained to estimate the scores from exist-
ing automatic metrics for a large number of syn-
thetic sentence pairs, and then trained to emulate
human judgements for a machine translation task.

'The annotations were generously shared with us by the
dataset creators.

Code and data
https://github.com/Shuhaibm/heap

available at
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Similarly, Zhao et al. (2020) proposed a RoBERTa-
based metric for dialogue evaluation which is first
trained on a large number of sentence pairs with a
next sentence prediction objective, and then trained
on a small number of human annotations for the
task. Learned metrics are tailored to specific tasks.
They can take on different forms: reference-based,
where the metric is trained to compare the sys-
tem’s output to a reference text, like in BLUERT;
reference-less, where the metric scores the output
along some criterion without the use of references
(Sinha et al., 2020); or a combination of both, as
seen in Ghazarian et al. (2019)’s work. In this work,
we propose a reference-less learned metric and in-
vestigate the transferability between different tasks
and criteria.

Instruction Tuning. Instruction tuning is a fine-
tuning technique that involves training a model on
a variety of tasks, leveraging natural language in-
structions to guide the model towards producing the
correct answers. Recent studies have showcased
the effectiveness of this technique in improving
LLMs’ ability to generalize in a zero-shot and few-
shot setting (Chen et al., 2022; Wei et al., 2021;
Peng et al., 2023). Most pertinent to our work,
Gupta et al. (2022) applied instruction tuning to
48 dialogue-related tasks, including dialogue eval-
uation. They showed that their instruction-tuned
dialogue evaluation metric achieves improved cor-
relation with human judgements, even in a cross-
task setup when training on other dialogue tasks.
In this work, we use instruction-tuning to train au-
tomatic evaluation metrics for a diverse set of tasks
and criteria. The use of instructions allows for more
transferability between different tasks and criteria,
and could be beneficial when data for a particular
task is sparse.

3 Dataset

We introduce the Human Evaluations of Answer
Pairs (HEAP) dataset. HEAP is designed to train and
evaluate automatic methods for the evaluation of
generative tasks. It is derived from existing human
evaluations that were performed on 8 generative
tasks detailed in Table 1. We obtained the data
from public releases as well as by reaching out to
the authors of the respective papers. Appendix B
provides examples for each task and criteria along
with the instructions we used for them.

The original human evaluations for some of
the datasets included comparative evaluation (i.e.,



Task #Examples Dataset

Advice Helpfulness [AH] 1,200 TuringAdvice: Advice Generation (Zellers et al., 2021)
Answer Grammaticality [AG] 598

Answer Validity [AV] 598 TellMeWhy: Answering Why-Questions (Lal et al., 2021)
Question Answerability [QA] 1,917

HellaSwag [HS] 149,841 HellaSwag: Commonsense NLI (Zellers et al., 2019)
Commonsense Reasoning [CR] 1,079 CommonGen: Commonsense Reasoning (Lin et al., 2020)
Best Counter Narrative [BCN] 1,000

Choose-or-not [CCN] 884

Grammaticality [CNG] 863 Counter Narratives Against Hate Speech (Tekiroglu et al., 2022)
Specificity [CNSp] 1,139

Suitability [CNSu] 1,471

Counter Narrative Informativeness [CNI] 783

Counter Narrative Offensiveness [CNO] 685 CHASM: Countering Online Hate Speech and

Counter Narrative Stance [CNSt] 724 Microaggressions (Ashida and Komachi, 2022)

Hate Speech Offensiveness [HSO] 29,970

Story Rewriting Counterfactual [SRC] 4,400

Story Rewriting Ending [SRE] 4,400

Story Rewriting Plot [SRPI] 4,400 TimeTravel: Counterfactual Story Rewriting (Qin et al., 2019)
Story Rewriting Premise [SRPr] 4,400

Story Rewriting Second [SRS] 4,400

Attenuator Effectiveness [DIA] 7,176 . .

Intensifier Effectiveness [DII] 7176 Defeasible Inference (Rudinger et al., 2020)

Table 1: Human evaluation criteria (referred to as “tasks” in this paper) included in HEAP.

which of the answers is better along some crite-
rion), while others included absolute scores of an
answer’s quality. We decided to go with the com-
parative setup based on the findings of Askell et al.
(2021) and Bai et al. (2022) who demonstrated
that a ranked preference model, which is a model
trained to assign a higher score to the ‘better’ sam-
ple in a given pair, outperforms other training objec-
tives like imitation learning and binary discrimina-
tion. To that end, we converted absolute scores and
comparison between multiple answers into pair-
wise comparisons.

The dataset contains 229,104 instances. The
instances from each task are randomly split into
80% train, 10% validation, and 10% test sets and
combined. Each data point in HEAP consists of two
generated outputs, good_sample and bad_sample,
where each sample has its own context C. Each data
point belongs to a “task”, which is a combination
of the original dataset (e.g. advice generation) and
evaluation criterion (e.g. advice helpfulness). An
example data point can be seen in Figure 1.

4 Method

We propose to fine-tune pre-trained language mod-
els to predict a scalar score for text outputs along
various criteria. We train the models using natu-
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ral language instructions (Sec 4.1) and investigate
the extent that this setup allows for out-of-domain
generalization for new tasks (Sec 4.2).

4.1 Instruction Tuning

Instruction tuning refers to a setup in which natu-
ral language instructions are prepended to the in-
put (Figure 1). By incorporating instructions in a
model’s training, it learns how to arrive at the ex-
pected output for a given task (Mishra et al., 2022).

To find the optimal instructions for each task, we
manually wrote a diverse set of instructions and
chose the instruction that yielded the best perfor-
mance on the task’s validation set. Details about
the instructions used can be found in Appendix B.

We used BART-base (Lewis et al., 2020), a pre-
trained encoder-decoder model with 140M parame-
ters, for all our experiments. We fine-tuned BART
to predict a score for each answer. Specifically,
the input for each example is in the following
format: <instructions> <context> <answer>.
We embed the input using BART and feed the
last hidden state into a linear layer to predict a
scalar score r, where a higher score denotes a more
favourable input. Following prior work (Chris-
tiano et al., 2017; Askell et al., 2021), we maxi-
mize the difference between the scores of the good
and bad outputs with the following loss function:



L = log(1 + exp(Tbad — T'good))-

4.2 Evaluation Setups

We train and evaluate the models in the following
setups:

Single-Task. In this setup, for a target task ¢, we
train the model on the training set composed of
only ¢’s instances (Dgrain) and test it on the test set
composed of only #’s instances (DY)

Multi-Task. In this setup, we investigate whether
the different tasks can mutually benefit each other.
We train a single model on the entire HEAP training
set (Dyrain) and test it on the test set composed of
only t’s instances (D! ;).

Cross-Task. In this setup, we investigate our
instruction-tuned models’ zero-shot generalization
abilities, by evaluating them on unseen tasks. For a
target task ¢, we train a model on the HEAP train-
ing set excluding ?’s instances (Dt/fain), and test
it on the test set composed of only ¢’s instances
(D!.)- We hypothesized that the model would
be able to generalize to a new task by learning to

follow instructions.

Cross-Cluster. In this setup, we repeat the cross-
task setup, but train the model on a subset of HEAP.
We refer to each such subset as a “cluster”. Each
cluster consists of handpicked tasks based on cer-
tain similarities. For a target task ¢ that belongs to
cluster C', we train a model on the cluster’s train-
ing set excluding ¢’s instances (C’t/fam), and test
it on the test set composed of only ¢’s instances
(Cl.)- We hypothesize that being more selective
with tasks will further improve a model’s ability to
generalize to a new task.

S Experimental Setup

Baselines. Other than the single-task, multi-task,
cross-task, and cross-cluster setups described in
Sec 4.2, we also included the base setup, in which
we used BART off-the-shelf without fine-tuning it.

Hyper-parameter Tuning. We performed hyper-
parameter tuning on the validation set to select
values for the following: learning rate (2e — 5,
2e —4, 3e —4), gradient accumulation (4, 8, 16, 32,
64, 128), number of epochs (1 — 20), truncation,
instructions, and labelling elements of the input.
The selected values are available in Appendix A.

45

Evaluation Metrics. We evaluated the perfor-
mance of our models using two metrics. The first
metric is accuracy on the respective test set. That
is, we obtained scores 7404 and 7p,4 for the respec-
tive answers, and counted the percent of instances
for which ry,,q was greater than ry,4. The second
metric is Spearman rank-order correlation between
the scores outputted by the model and the original
human evaluation scores. This metric shows the
extent to which the model’s preferences align with
human preferences.

6 Results

Table 2 presents the main results. We observe the
following.

Fine-tuning is essential. The base model has an
average accuracy of 50.58% across tasks, which is
akin to a random baseline. The single task setup
substantially improves upon the base model with
an average of 63.24%.

Most criteria are learnable, as evident by the
12.66% difference in accuracy between the base
and the single-task models. However, for a few
tasks, even the best performance remains relatively
low: SRC, SRE, SRPr, and SRS. These tasks all
come from the TimeTravel dataset of counterfac-
tual story rewriting (Qin et al., 2019) and they are
inherently difficult, as they require comparing two
almost identical stories along various dimensions.

Multi-tasking is beneficial. On average, the
multi-task setup achieves 68.82% accuracy, 5.58%
higher than the single-task setup. This indicates
that there is transfer learning among the different
tasks. Perhaps trivially, multi-tasking is especially
beneficial when the single-task accuracy is low.
The performance of tasks such as CNSt, CNG, CR,
and CNI that already achieve good performance in
the single-task setup either decreases or increases
very slightly. Conversely, multi-tasking is the most
beneficial for tasks that achieve low single-task
performance, such as AV and BCN.

Success in the cross-task setup varies. The
cross-task setup performs substantially worse than
the multi-task setup (54.85% compared to 68.82%
on average), which is expected since the target task
training data is excluded. Compared to the single-
task setup, the cross-task setup is beneficial for
CCN, CNSu, SRE, BCN, and AV, but even in those
cases, it is less beneficial than the multi-task setup.



Task | Accuracy Spearman Rank-order Correlation

\ Base Single-task  Multi-task Cross-task Base Single-task Multi-task Cross-task
AH 52.554+8.02  67.33+1.60 66.94+1.27 55.84+7.22 - - - -
AG 58.97+14.66  69.47+546 78.07+6.62 58.124+3.91 | 0.181 0.379 0.231 0.146
AV 53.9+2.66 44.35+10.03 65.22+5.75 58.874+10.92 | 0.063 -0.026 0.293 0.093
QA 46.35+14.11 58.96+14.58 75.17+2.10 42.19+3.76 - - - -
HS 49.76+0.62  67.91+0.42 65.62+045 51.194+0.10 - - - -
CR 49.07+£5.29  77.96+4.37 79.32+1.07 54.32+3.86 - - - -
BCN 47.33+£2.05 50.60+£3.29 79.32+1.73  63.00+2.00 - - - -
CCN 44.19+4.62 64.544+12.48 68.18+1.14 68.16+1.72 - - - -
CNG 56.324+2.48  77.67+2.24 82.17+1.78  62.844+2.89 | 0.089 0.472 0.538 0.193
CNSp | 51.1743.94  54.39+4.85 64.03+3.16 48.54+3.95 | 0.086 0.211 0.278 0.090
CNSu | 43.244+5.06 58.64+6.23 68.03+2.45 64.64+1.03 | -0.152 0.143 0.413 0.081
CNI 41.77+£5.76  83.59+2.11 76.924+3.39  70.88+4.39 | -0.081 0.574 0.472 -0.014
CNO 55.07+9.47  67.35+6.19 69.12+1.47 28.504+3.64 | 0.181 0.440 0.580 -0.125
CNSt 47.04+3.92  76.39+2.78 71.30+5.61 51.6044.18 | -0.087 0.436 0.461 0.129
HSO 46.15+7.72  68.81+2.94 66.43+2.53  49.55+0.76 | -0.170 0.425 0.399 0.086
SRC 44.81+£3.37  51.80+£2.74 57.38+1.64  48.09+6.21 - - - -
SRE 37.5+6.36  49.64+9.81 58.93+5.36 56.55+5.16 - - - -
SRP1 | 45.89+20.37 70.724+1.21 75.36£6.31  50.2446.03 - - - -
SRPr 40.67£5.73  49.604+7.40 56.00+3.46 44.67+3.06 - - - -
SRS 52.2242.83  55.33+7.40 61.67+3.34  55.00+5.00 - - - -
DIA 48.2442.61  65.431+6.25 69.68+1.90 62.03£2.29 | -0.009 0.302 0.321 0.268
DII 49.93+2.43  60.82+3.65 59.26+0.71  61.84+5.09 | 0.060 0.252 0.215 0.080

Table 2: Accuracy on the test set, and Spearman rank-order correlation with human judgements, for each task in
each of the setups detailed in Sec 4.2. Accuracy is reported as the average of 5 runs with different random seeds.
Correlation is reported for datasets that have ranked data. Bold indicates best performance and underline indicates
second-best. Takeaways: (i) fine-tuning is essential; (ii) training on additional tasks is beneficial for most target

tasks; (iii) success in the cross-task setup varies a lot.

For CNO, the cross-setup performed substantially
worse even than the baseline, but we couldn’t find
a reasonable explanation for this behavior.

The number of per-task examples is not the most
important factor. Notably, the number of exam-
ples available for each task had very weak cor-
relations with the single-task performance (Pear-
son p = 0.15), the gain from multi-tasking (p =
—0.25), and the gain from the cross-task setup
(p = 0.16). We conclude that among the important
indicators for good performance are the ease of
the task, i.e., “easy” tasks such as verifying gram-
maticality can already achieve good performance
without training on additional tasks.

Choosing the right tasks for transfer matters.
Results for the cross-cluster setup is presented in
Table 3. The unsurprising finding is that one can
benefit from training on a cluster that consists of
similar tasks. For example, the first cluster con-
sists of tasks that require deep semantic understand-
ing of the context C. The tasks in this cluster are
diverse, ranging from advice helpfulness through
general commonsense reasoning to defeasible and
counterfactual reasoning. As a result, the average
accuracy for the tasks in this cluster drops from
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55.26% to 50.03%.

Conversely, when the clusters involve more
closely-related tasks, it is beneficial to limit the
training to the cluster tasks. For example, tasks that
require more superficial understanding of the con-
text C or none at all, involve evaluating the gram-
maticality, specificity, suitability, informativeness,
offensiveness, and stance of the generated answers.
Those tasks are related enough to increase the aver-
age accuracy from 52.96% to 55.67%. When fur-
ther focusing on tasks coming from similar datasets,
such as tasks pertaining to hate speech detection,
the performance improvement is more substantial
(56.41% to 60.3%). A similar trend holds when
focusing on different criteria from the same dataset,
e.g. from 48.66% to 53.06% on answering why-
questions, 60.56% to 61.94% on defeasible infer-
ence, and 50.91% to 53.22 on counterfactual story
rewriting.

7 Conclusion

We proposed to use instruction tuning to learn auto-
matic evaluation metrics. To test the effectiveness
of this approach, we introduced HEAP, a collection
of human judgements along diverse dimensions for
various generative tasks. Our experiments confirm



Task Single-Task  Cross All  Cross Cluster

Cluster 1: Require understanding the context C

AH 67.33+1.60  55.84+7.22 56.39+2.08
AV 44.354+10.03 58.87+10.92 53.9+1.00
QA 58.96+14.58  42.1943.76 52.78+5.79
HS 67.91+0.42  51.194+0.10 44.46+0.44
CR 77.96+4.37  54.324+3.86 48.77+£1.90
BCN 50.60+3.29  63.00+2.00 58.00+2.16
SRC 51.804+2.74  48.09+6.21 41.53+£4.70
DIA 65.43+6.25  62.03+2.29 43.86+2.57
DII 60.824+3.65  61.84+5.09 50.61+4.45
Average - 55.26 50.03

Cluster 2: Don’t require understanding the context C

AG 69.47+5.46  58.124+3.91 65.81+8.46
CNG 77.67+2.24  62.84+2.89 56.32+1.63
CNSp 54.39+4.85  48.5443.95 51.17+1.49
CNSu 58.64+6.23  64.64+1.03 54.96£3.04
CNI 83.59+2.11  70.88+4.39 54.85+5.31
CNO 67.35+6.19  28.50+3.64 43.96+3.62
CNSt 76.39+2.78  51.60+4.18 65.75+3.87
HSO 68.814+2.94  49.554+0.76 58.06+3.48
SRPI1 70.72+1.21  50.2446.03 47.83+1.18
SRPr 49.60+7.40  44.67+3.06 58.00+5.89
Average - 52.96 55.67
Cluster 3: Hate speech related tasks

BCN 50.60+3.29  63.004+2.00 69.00+4.58
CCN 64.54+12.48  68.16+1.72 64.05+£4.05
CNG 77.67+2.24  62.8442.89 63.22+4.6
CNSp 54.39+4.85  48.5443.95 59.36+0.51
CNSu 58.64+6.23  64.64+1.03 64.64+2.17
CNI 83.594+2.11  70.88+4.39 57.00£2.47
CNO 67.35+6.19  28.5043.64 45.38+4.68
CNSt 76.39+2.78  51.60+4.18 67.58+2.85
HSO 68.81+2.94  49.5540.76 52.50+1.48
Average - 56.41 60.30

Table 3: Per-task accuracy when the model is trained on
all other tasks in the cross-task setup (Cross All) vs. all
other tasks in the same cluster (Cross Cluster).

the importance of fine-tuning for developing met-
rics that align with human judgements. Further, we
showed the advantage of fine-tuning on multiple
tasks, and that a cross-task (zero-shot) setup yields
positive results when trained on selected tasks. Col-
lectively, our experiments reveal the value of in-
struction tuning in the domain of automatic evalua-
tion of generative tasks. We hope that our findings
will serve as a catalyst for inspiring future research
on this topic.

Limitations

Task Balance. The number of examples in HEAP
is imbalanced across tasks, as can be seen in Ta-
ble 1. The number of examples range from 598
for AG and AV to 149,841 for HS. In preliminary
experiments we tried to obtain a more balanced
dataset by removing HS from cluster 1 (Table 3).
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This resulted in a drop of one point in average accu-
racy, but a significantly shorter training time. In the
future, we will explore the possibility of obtaining
more annotations for “lower-resource” tasks, ap-
plying data augmentation methods, or using more
sophisticated multi-tasking techniques to overcome
task imbalance.

Inherent Subjectivity. Our dataset is based on
annotators’ judgements of model-generated outputs
along various dimensions. It’s possible that some
tasks involve inherent subjectivity, thus creating
variance in the quality and consistency of the data
for different tasks. This could further explain why
our models were able to achieve better performance
on more objective tasks, such as grammaticality
judgement (Sec 6).

Ethics Statement

Data. The HEAP dataset is a compilation of hu-
man evaluations. We obtained them from public
releases as well as by reaching out to the authors
of the dataset papers. We plan to make it publicly
available with the consent of the authors that con-
tributed data. The annotations in the dataset do not
include any personal information of the annotators.
Details about the compensation for the annotators
is available in the original papers. Finally, the con-
texts in HEAP come from diverse datasets (Table 1),
some of which may include offensive, hateful, or
sexual content. We did not perform quality control
beyond what was performed by the original dataset
creators.

Models. The HEAP dataset contains human judge-
ments along various tasks, which may exhibit so-
cietal biases. Given that our evaluation models are
trained to emulate these human judgements, it is
possible that our models replicate these undesired
biases.
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Task  Truncate Label Gradient Learning #Epochs
Right Input Accumulation Rate

Single-Task Setup
4

AH v X 2e-5 17
AG v v 8 2e-5 15
AV v v 32 3e-4 10
QA v X 4 2e-4 20
HS v X 64 2e-5 17
CR v X 16 2e-4 18
BCN v 4 3e-4 3
CCN Vv v 32 2e-4 15
CNG Vv v 32 2e-4 12
CNSp v X 8 2e-4 12
CNSu v v 128 3e-4 13
CNI v X 32 2e-4 15
CNO v 64 3e-4 5
CNSt v X 4 2e-5 13
HSO v v 128 3e-4 2
SRC Vv v 64 2e-4 7
SRE v v 16 3e-4 2
SRPI Vv v 32 2e-4 15
SRPr v X 8 3e-4 4
SRS v X 8 2e-5 18
DIA v X 32 2e-4 15
DII v X 64 2e-5 17
Multi-Task Setup
Overall - - 8 2e-5 16
Cross-Task Setup
AH v X 4 2e-5 16
AG v v 8 2e-5 19
AV v v 16 3e-4 17
QA v X 32 2e-5 9
HS v X 32 2e-5 6
CR v X 8 2e-5 20
BCN v 8 2e-5 15
CCN Vv v 16 2e-5 17
CNG Vv v 32 2e-5 20
CNSp v X 16 2e-5 5
CNSu v v 32 2e-5 15
CNI v X 16 2e-5 19
CNO Vv v 16 3e-4 12
CNSt v X 32 2e-5 16
HSO Vv v 32 3e-4 1
SRC v 4 2e-5 15
SRE vV v 32 2e-5 8
SRPI Vv v 8 2e-5 1
SRPr v X 4 2e-5 4
SRS v X 32 2e-5 4
DIA v X 8 2e-5 14
DII v X 32 2e-5 18

Table 4: Hyper-paramaters used for our models.

Table 4 displays the hyper-parameters used in
this work. “Label input” refers to labeling the el-
ements of each instance in the input, as demon-
strated in Table 5, for example for AG.
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B Task Instructions

Table 5 presents the natural language instructions
used for each task, along with an example for each
task.
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Task

Instruction

Example

AH  Determine how helpful the advice is given a situation and advice. ‘Was summoned for Jury Duty in a state that I no longer live in and they
won’t approve my exclusion requests. [...] I'm pretty sure I was summoned
because my Driver’s License is still issued (MO), but I live in VA now.
I don’t have the means to get back to MO before the jurors are decided,
but I also don’t want to be held in contempt of court. Anything would be
helpful, thanks! <sep> Well, you are long-overdue to get your VA Driver’s
License (you only have 60 days), so I suggest you do so now.

AG  Determine the grammaticality of an answer given a narrative, a question and an

answer to that question. narrative <sep> Tim was unemployed. He applied to many jobs. He

AV Determine the plausibility of the answer given a narrative, a question and an answer interviewed for a car valet job. He got the job. He happily began working

to that question. as a car valet. <sep> question <sep> Why did He get the job? <sep>

QA Determine the comprehensibility of the question and whether the narrative contains answer <sep> Tim got the job because he impressed the company.

the answer for the question given a narrative and a question.
HS Determine how appropriate the follow up sentence is for the context given a context Then, the man writes over the snow covering the window of a car, and a
and a follow up sentence. woman wearing winter clothes smiles. then <sep>, the man continues
removing the snow on his car.

CR  Given a concept set, a reference sentence, and a sentence, determine the plausibility food eat chair sit <sep> A man sitting on a chair eating food. <sep> a man

of the sentence. eats food and eat chair sit in the beach.

BCN Given a hate speech, the target of the hate speech, and a counter narrative in

response to the hate speech, determine how good the counter narrative is.
CCN Given a hate speech, the target of the hate speech, and a counter narrative in
response to the hate speech, determine how appropriate the counter narrative is in
areal case scenario. hate speech <sep> blind people don’t know what’s going on <sep> target

CNG  You are given a hate speech, the target of the hate speech, and a counter narrative in <sep> DISABLED <sep> counter narrative <sep> The problem is that

response to the hate speech. Determine the grammaticality of the counter narrative. blind people are not aware of what is going on, they just want to be

CNSp Determine how specific the arguments brought by the counter narrative are in accepted as human beings.

response to the hate speech given a hate speech, the target of the hate speech, and a
counter narrative in response to the hate speech.
CNSu Given a hate speech, the target of the hate speech, and a counter narrative in
response to the hate speech, determine how suitable the counter narrative is to the
hate speech in terms of semantic relatedness and in terms of not spreading hate.
CNI  Determine how informative the counter narrative is given a hate speech and a
cqunter narrative in response to the hate speeph. Some races have lower physical and cognitive abilities, the sooner we
CNO Given a hate speech and a counter narrative in response to the hate speech, deter- his. the better it will be for humanity. <sep> This is a racist
mine how offensive the counter narrative is. accept this, the . y. <sep o )
‘ _ . statement that is not supported by science.
CNSt Evaluate the stance of the counter narrative given a hate speech and a counter
narrative in response to the hate speech.

HSO You are given a hate speech. Determine how offensive the hate speech is. hate speech <sep> According to a recent OFSTED report, a school in
Birmingham is still segregating girls and boys, despite a Hight Court ruling
in 2017 that this is unlawful.

SRC  You have a story that consists of a premise, a second sentence, and an ending.

A second story with the same premise is provided but the second sentence is
replaced with a counterfactual sentence, and the ending is rewritten, determine how
reasonable the rewritten ending is given the premise and counterfactual sentence
provided.
SRE  You have a story that consists of a premise, a second sentence, and an ending.
A second story with the same premise is provided but the second sentence is
replaced with a counterfactual sentence, and the ending is rewritten. Determine
how reasonably the rewritten ending outlines a sequence of events. story <sep> Wallace had a passion for gardening. Wallace never became a

SRPI  You are given a story, an original ending and a rewritten ending. Determine how professional gardener. <sep> ending <sep> One day, he was approached

well the plot in the rewritten ending relates to the plot of the original ending. by a professional gardener. The professional gardener suggested that they

SRS Determine how well the rewritten ending keeps in mind the details provided in the Work together. Now, Wallace has a lot of money that he loves to pay back.

counterfactual given a story that consists of a premise, a second sentence, and an
ending as well as a second story with the same premise is provided but the second
sentence is replaced with a counterfactual sentence, and the ending is rewritten.

SRPr Determine how well the rewritten ending keeps in mind the details provided in the

premise given a story that consists of a premise, a second sentence, and an ending
as well as a second story with the same premise is provided but the second sentence
is replaced with a counterfactual sentence, and the ending is rewritten.

DIA  You are given a premise, a hypothesis, and an update sentence. Determine how A girl in a black sweater and jeans pours water into an empty soda bottle.

much the much the update sentence weakens the hypothesis. <sep> A girl pours water into an empty coca cola bottle <sep> The bottle
is empty

DII  Given a premise, a hypothesis, and an update sentence, determine how much the A group of mountain climbers rests at the summit. <sep> A group of

much the update sentence strengthens the hypothesis.

climbers celebrates at the top of Everest. <sep> The climbers are smiling

Table 5: Natural language instructions used for each task alongside data samples.

52



