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Abstract

Task-oriented conversational datasets often
lack topic variability and linguistic diversity.
However, with the advent of Large Language
Models (LLMs) pretrained on extensive, multi-
lingual and diverse text data, these limitations
seem overcome. Nevertheless, their generalis-
ability to different languages and domains in
dialogue applications remains uncertain with-
out benchmarking datasets. This paper presents
a holistic annotation approach for emotion and
conversational quality in the context of bilin-
gual customer support conversations. By per-
forming annotations that take into considera-
tion the complete instances that compose a con-
versation, one can form a broader perspective
of the dialogue as a whole. Furthermore, it
provides a unique and valuable resource for
the development of text classification models.
To this end, we present benchmarks for Emo-
tion Recognition and Dialogue Quality Estima-
tion and show that further research is needed to
leverage these models in a production setting.

1 Introduction

Artificial Intelligence (Al) has evolved to become
a ubiquitous technology in our lives. Yet, its perfor-
mance is limited by the amount of data it is trained
on. Therefore, and in order to maximise the re-
wards of such technology, substantial research and
engineering effort has been devoted to collecting
and annotating data according to needs and goals.

One of the main limitations of most task-oriented
conversational datasets is their lack of variabil-
ity. The majority of these datasets are collected
in controlled environments where annotators are
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Agent: Delivery usually takes place within 1-7 working
days after dispatch but this can vary depending on the
couriers availability in your area.

Cor:2 Tem:1 Eng:1 Emo: Neutral

Und: 1 Sen:1 1Q:5 Pol: 1

Customer: Sorry, that doesn’t satisfy me.
Cor:2 Tem:0 Eng:1 Emo: Anger

I’'m already waiting for my sofa for almost 8 weeks!
Cor:2 Tem:0 Eng:1 Emo: Anxiety
Und: 1 Sen:1 1IQ:1 Pol: 0

A: Regrettably as we do not have control over the speeds
of the shipping processes we are unable to expedite
orders, the item is still on a boat but we are doing our
best to get it to you as soon as possible.

Cor:2 Tem:0 Eng:0 Emo: Disappointment

Any delays the item may encounter on its way to our
distribution center are out of our hands and cannot be
predicted.

Cor:2 Tem:0 Eng:0 Emo: Neutral
Und:2 Sen:1 1Q:5 Pol: 1

C: And now? Should I sit or lie on the floor?

Cor:2 Tem:0 Eng:1 Emo: Frustration

This is not okay
Cor:2 Tem:0 Eng:1 Emo: Frustration
Und: 1 Sen:1 1Q:1 Pol: 0

A: I understand this is frustrating and disappointing.
Cor:2 Tem:1 Eng:1 Emo: Neutral
Und: 2 Sen:1 1IQ:5 Pol: 1

Table 1: Adapted example of a portion of a dialogue
from the MAIA DE-1 subset, from the point of view
of the Agent (which receives and sends messages in
English). The customer interacts with the agent in their
corresponding language (in this case German). This is
achieved by employing Machine Translation on both
ends (DE — EN and EN — DE).

encouraged to follow specific guidelines, and are
limited to a restrictive set of topics, and outcomes
(El Asri et al., 2017; Budzianowski et al., 2018;
Rastogi et al., 2020). This leads to highly struc-
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tured dialogues that do not accurately reflect gen-
uine conversations. In contrast, customer support
conversations provide a broader range of topics
and contexts, and are more linguistically diverse
(Lowe et al., 2015). Furthermore, most datasets are
monolingual, resulting in a lack of representation
of diverse linguistic and cultural features such as
tone and idiomatic expressions (Gongalo Oliveira
et al., 2022).

One approach to equip NLP models with mul-
tilingual and diverse domain knowledge capabili-
ties is to leverage LLMs pretrained on extensive
amounts of publicly available data (Conneau et al.,
2020; Xue et al., 2021; OpenAl, 2023). However,
lacking benchmarking dialogue datasets, it is not
clear these models, applied to dialogue, are able to
fully generalise to other languages and/or domains,
even if other dimensions of variability remain un-
changed.

This paper builds upon the original MAIA
dataset release by adding extensive annotations
of emotion and dialogue quality at different gran-
ularity levels, thus allowing a holistic approach
at understanding the dynamics of conversations
in the context of customer support. The MAIA
dataset is a collection of genuine bilingual cus-
tomer support conversations initially released as
a challenge dataset for the WMT Chat shared-
task (Farinha et al., 2022). In these conversa-
tions, which are powered by Machine Transla-
tion, the agent communicates with the customer
exclusively in English, whereas the customer in-
teracts with the agent exclusively in their native
language. Our annotations cover 612 dialogues
accounting for around 25k sentences, covering di-
verse topics, ranging from account registration is-
sues, payment and delivery clarifications and after-
sale services. Languages includes German (DE),
Brazilian-Portuguese (PT_BR) and European Por-
tuguese (PT_PT).

We argue that the MAIA dataset and the ac-
companying annotations have unique value in the
field of customer support and conversational agents.
The comprehensive annotations conducted enable
the analysis of the relations between several dia-
logue sub-qualities and emotion. Furthermore, they
can be used as a training and benchmark dataset
for text classification in these distinctive settings.
For instance, one could leverage this dataset for
the construction of dialogue systems that support
customer-agent interaction processes. Classifica-
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tion models trained on this data could assist cus-
tomer service agents (human or machine) by mea-
suring customer emotions and dialogue qualities in
real-time and provide the agent with feedback on
the fluidity and success of the dialog.

To kick-start this research, this paper provides
benchmarks for Emotion Recognition and Dialogue
Quality Estimation. Results show that existing
models are not strong enough to perform on par
with other benchmarks, indicating significant fu-
ture work research will be required to reduce this
performance gap.

In summary, the primary contributions of this
work are as follow:

* We conduct extensive emotion and dialogue
quality annotations for the MAIA dataset.
More specifically, we annotate the dataset at
different levels of granularity, ranging from
the sentence level, where we perform an 8-
class emotion and local conversational quality
annotations; turn-level conversational quality
annotations including 1Q (Interaction Qual-
ity); up to the dialogue level, where annota-
tions for task success are provided;

We analyse these annotations and show how
emotions and different aspects of conversa-
tional quality are related in the context of cus-
tomer support;

We benchmark known approaches for Emo-
tion Recognition in Conversations and Dia-
logue Evaluation on this dataset;

The corpus and accompanying benchmarks
are publicly available under the Creative
Commons public license Attribution-
NoDerivatives 4.0 International (CC BY-ND
4.0) and can be freely used for research
purposes only. !

The paper is structured as follows: Section 2
provides a brief literature review on task-oriented
dialogues and their annotations. In Section 3, the
MATIA dataset construction pipeline is presented,
including the anonymization and annotation steps.
The dataset is formally presented in Section 4, delv-
ing into the uniqueness of the dataset and its con-
tributions to research. Existing Al-powered ap-
proaches for customer support chat such as Emo-
tion Recognition in Conversations and Dialogue
Evaluation are benchmarked in Section 5.

1gi thub.com/johndmendonca/MAIA-DQE



2 Related Work

2.1 Task-oriented Dialogue Datasets

Perhaps the most well known open-source cus-
tomer support datasets are TweetSumm (Feigen-
blat et al., 2021) and the Ubuntu Dialogue Cor-
pus (Lowe et al., 2015). In both datasets, the lan-
guage used is exclusively English. TweetSumm
contains customer support interactions between
customers and companies crawled from Twitter,
whereas Ubuntu extracts its dialogues from the
Ubuntu chat logs. The main difference between
the Ubuntu dataset and TweetSum is the fact the
former is constrained by the nature of the platform
itself, typically resulting in limited turn interactions
where the agent inevitably steers the customer to
a dedicated costumer service chat platform. The
Ubuntu dataset, similarly to MAIA, does not have
this limitation and consists of live multi-turn dyadic
conversations. However, unlike Ubuntu, the MAIA
dataset contains customer support conversations
of 4 different products and companies, where the
agent is a representative of the company. This con-
trasts with Ubuntu, where the participant offering
support is typically an experienced user without
any official affiliation with Ubuntu. As such, the
conversational dynamics between the two datasets
are quite different, with the MAIA dataset showing
more diverse emotions.

Other relevant public resources of task-oriented
dialogue corpora include the MultiWoz and asso-
ciated datasets (Budzianowski et al., 2018). These
datasets are frequently used in the context of task-
oriented dialogue, where an agent assists a cus-
tomer in well defined tasks such as reservations.
Unlike the MAIA dataset, the interactions are col-
lected using English speaking crowdworkers, lack-
ing representation of other languages. Additionally,
the strict guidelines result in "sterile" and struc-
tured interactions that lack complexity known to
real-world customer support interactions.

2.2 Dialogue Annotations

One of the most widely used dialogue benchmark
datasets with emotion annotations is DailyDialog
(Li et al., 2017), built from websites used to prac-
tice English and labelled with the six Ekman’s basic
emotions (Ekman, 1999). In the realm of customer
support, Herzig et al. (2016) collected and anno-
tated data in terms of emotions from two North
America based customer support Twitter accounts.
A particularity of this work is that a different set
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of emotion classes was used for the agent and cus-
tomer. Furthermore, annotators were asked to indi-
cate the intensity of each possible emotion, allow-
ing for a multi-class setting.

With respect to quality annotations, the goal of
most human annotation work is to evaluate dia-
logue systems or to validate proposed automated
metrics. As such, two approaches are typically em-
ployed: annotators either interact with the system
in a live setting and rate it, or evaluate existing
responses given a context which was fed to the
system. In the context of task-oriented dialogue,
annotating Task Success (Walker et al., 1997), User
Satisfaction and/or Emotion (Schmitt et al., 2012)
are the norm. However, for open-domain dialogue,
the focus has been mostly on annotating system
responses on several notions of quality (See et al.,
2019; Mehri and Eskenazi, 2020), since these di-
alogues are open in nature. To the best of our
knowledge, this work is the first one to provide hu-
man judgements of customer support conversations
with both task-oriented and open domain dialogue
quality annotations at the turn and dialogue-level.

3 Processing and Annotations

3.1 Collection and anonymization

The conversations that compose this corpus are
extracted from the original WMT22 Chat shared-
task dataset (Farinha et al., 2022). It consists of
dialogues obtained from companies that provide
customer support and that gave written consent to
use their data for research purposes 2. This was
achieved by using a mix of proprietary anonymiza-
tion tools and human annotations was used to
anonymize all PII (Personally Identifiable Infor-
mation) from the data’.

3.2 Annotations

The annotations were conducted by expert linguists
in the given language. A single annotator for each
language was used to fully annotate the dataset.
Given its structure, we annotated the dataset along
three dimensions: Sentence level: corresponding
to a single message; Turn level: one or more sen-
tences sent by one of the participants within a given
time frame. Dialogue level: a succession of turns
between the customer and agent denoting the full

In accordance with the EU General Data Protection Reg-
ulation (GDPR).

3 Additional information, including the anonymization to-
kens, are available in the original paper.



conversation. Considering dialogues are collab-
orative acts between speakers, we annotated data
from both participants, customer and agent. This al-
lowed us to evaluate the interaction as a whole and
understand how one’s action may impact the fol-
lowing response and how that affects the outcome
of the conversation. A fully annotated dialogue is
presented in Appendix B.

3.2.1 Sentence Level Evaluation

The metrics used to assess each sentence are as
follows:

¢ Correctness {0,1,2}
e Templated {0,1}
¢ Engagement {0,1}

The Correctness metric was expressed resorting
to three different scores measuring the sentence flu-
ency. A score of 0 applies to a sentence indicated
ungrammaticalities at several levels, both in terms
of structure and in terms of orthography, originat-
ing a sentence that is difficult to understand. A
score of 1 indicates that the analysed sentence con-
tains minor mistakes but still remains fully under-
standable. A score of 2 was used when the sentence
showed no mistakes and was fully understandable
and coherent.

The Templated metric measured the type of sen-
tence. For each sentence, a score of 0 was given for
non-templated sentences, and a score of 1 for tem-
plated sentences. Note that by templated sentences
we refer to predefined scripts used by customer
support agents.

The Engagement metric was also expressed as
one of two scores, measuring the level of engage-
ment from both conversation parties. A score of
0 indicates a lack of engagement, whereas with a
score 1 the participant was fully engaged in the
conversation.

Besides the above-mentioned metrics, we also
found to be reasonable to measure real emotions
that usually go hand in hand within a customer sup-
port scenario. Following the previous strategy, the
assessment was provided at a sentence-level, iden-
tifying the emotions conveyed by each sentence.
The set of emotions used are as follows: Happi-
ness; Empathy; Neutral; Disappointment; Con-
fusion; Frustration; Anger; and Anxiety. We
selected these emotions because upon analyzing
the dataset we observed that these were the most
common emotions displayed from a pool of several
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customer support emotions. With regards to empa-
thy, it is a crucial emotion to analyze to measure
agent performance. In terms of emotion annota-
tion, and since a situation often triggers multiple
emotions, annotators had the opportunity to select
multiple emotions for a single sentence, ranking
from the main emotion expressed to the others that
are less evident. For example, a customer can be
both disappointed and frustrated.

3.2.2 Turn Level Evaluation

The annotation process was designed to measure
the interaction between participants within a dia-
logue. Since dialogues are a multi-tier architec-
ture structure engineered not just around sentences
but also around turns, it was necessary to account
for these compositional properties. An analysis at
the turn level allowed us to understand the overall
mood and attitude of the turn-taker w.r.t what was
previously stated by the other dialogue participant,
at any given stage of the conversation. As a metric
deeply dependent of the previously sentences, it is
important to note that the initial turns were consid-
ered as non-evaluatable, since their function within
the dialogue is to set the tone and the context that
allow the newly started conversation to flow. The
set of categories used for the turn taking evaluation
were as follow:

* Understanding {0,1}

* Sensibleness {0,1}
 Politeness {0,1}

* Interaction Quality [1,5]

The category Understanding measured how
well the participant was able to understand the
message from the other dialogue participant, with
a score of 0 meaning the understandability was
somehow compromised, and the score 1 meaning
understandability was reached.

Sensibleness measured the response appropri-
ateness to what was previously stated by the other
dialogue shareholder. A score of 0 means the re-
sponse did not follow what was previously stated or
requested, indicating that the current turn-taker ig-
nored the conversation history. Conversely, a score
of 1 indicates that the turn-taker acknowledged
the conversation history and provided a suitable
response.

Politeness measured the courtesy level of each
participant towards one another. A score of 0 shows
disrespect, discourtesy inter alia concerning the



Sentence Turn Dialogue
Agreement (%) | Emot | Corr Temp Enga | Unde Sens Poli 1Q DC TS
Full 72.39 | 8145 76.10 71.24 | 8898 92.12 98.36 5197 | 90.00 30.00
Partial 23.06 | 17.39 2390 2876 | 11.02 7.88 1.64  41.73 | 10.00 60.00
None 4.56 1.16 0.00 0.00 0.00 0.00 0.00 6.30 0.00  10.00

Table 2: Observed agreement as a percentage of the total annotations per category between 3 annotators on a subset

of PT_PT-3. Annotation types are abbreviated for brevity.

Metric DE-1 DE-2 PT_BR-2 PT_PT-3 PT_BR-4 Total
# Dialogues 370 65 113 21 43 612
# Sentences 12,169 3,823 6,673 815 1,480 24,960
# Tokens 359,030 101,001 166,049 22,656 41,410 690,146
Avg. Sen/Dial 32 58 59 38 34 40
Avg. Token/Sen 29 26 24 27 28 27

Table 3: Statistical information of the MAIA dataset. The number of tokens includes tokens from Source and MT.

remaining participant; score 1 shows the participant
was at worst civil and respectful.

The category Interaction Quality (IQ) was
adapted from Schmitt and Ultes (2015) and scores
the turn-taker disposition regarding the previous
turn issued by the other dialogue part-taker. This
category metric ranges from 1 to 5. With a score
of 1, the turn-taker found the previous response
to be extremely unsatisfactory; score 2, unsatisfac-
tory; score 3, somewhat unsatisfactory; score 4,
somewhat satisfactory; score 5, satisfactory.

With the above metrics we were able to have a
better outlook of the different types of customers
and agents, distinguishing behaviour and attitude
patterns within a customer support dialogue.

3.2.3 Dialogue Level Evaluation

Lastly, we focused on the full dialogue, measuring
the conversation in terms of:

¢ Dropped Conversation {0,1}
¢ Task Success [1,5]

Dropped Conversation responds to the ques-
tions: "Was the conversation terminated with-
out a conclusion?" and/or "Was the conversation
dropped?”. A score 0 means the conversation
reached its end. Conversely, a score of 1 means
a dropped conversation, i.e., the conversation did
not reach its end, implying that the issue was not
resolved.

Task Success dwells with the success of the
interaction. This category responds to the follow-
ing question: "Was the agent able to fulfil the cus-
tomer’s request?" The dialogue success was mea-
sured according to the following scores:

* A score of 1 means the agent failed to under-
stand and fulfil the customer’s request;

* A score of 2 means the agent understood the
request but failed to satisfy it in any way;

* A score of 3 means the agent understood the
customer’s request and either partially satis-
fies the request or provided information on
how the request can be fulfilled;

* A score of 4 means the agent understood
and satisfied the customer request, but pro-
vided more information than what the cus-
tomer requested or took unnecessary turns be-
fore meeting the request;

* A score of 5 means the agent understood and
satisfied the customer request completely and
efficiently.

3.3 Interannotator agreement (IAA)

Since all annotators were also fluent in European
Portuguese (PT-PT), we conducted a trial annota-
tion using 10 dialogues of the corresponding subset
to gauge inter-annotator agreement between the an-
notations. The observed agreement is presented in
Table 2 *. Of note, we observe that IQ and Task
Success are the annotations that have the lowest
agreement, which is expected given the highly sub-
jective nature of these annotations and the fact they
are annotated using a Likert Scale. By mapping
these annotations to a binary decision (joining the
last 2 and 3 ranks together for IQ and Task Success,
respectively), the (full/partial) agreement increases
to (87.4/12.6) and (80.00/20.00) for IQ and Task
Success, respectively.

“Due to the class imbalance, regular IAA metrics such as
Cohen’s kappa (Cohen, 1960) are uninformative.
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4 MAIA Dataset

4.1 Statistics

Annotation Count
Correctness {0,1,2} 2051938 123,730
Templated {0,1} 18,174 16,602
Engagement {0,1} 315123,712
Understanding {0,1} 136 19,470
Sensibleness {0,1} 12719,478
Politeness {0,1} 34519,390

1Q [1,5] 89147911,66514,358 13,012
Dropped Conv. {0,1} 4991112

Task Success [1,5] 3516311411271347

Table 4: Statistical information pertaining to the annota-
tions of the MAIA dataset.

Emotions
Neutral (73.23%)
Anger (1.07%)
Confusion (4.46%)
Anxiety (6.94%)
Frustration (2.15%)
Empathy (6.90%)
Disappointment (2.67%)
Happiness (2.60%)

Figure 1: Emotion distribution of the MAIA dataset.

The dataset consists of a total of 612 dialogues,
split into 5 subsets of different languages and/or
companies (identified using a unique integer). Ta-
ble 3 presents the statistical information of the
dataset and corresponding subsets. Additional
statistics on the quality annotations is presented
in Table 4, with Figure 1 illustrating the emotion
distribution.

4.2 Structure

Whilst the majority of dialogues follows a typi-
cal turn-taking approach, we find some instances
where one of the participants breaks the flow of the
conversation. This occurs when the next turn taker
does not respond within an appropriate time frame
(according to the other side). This is especially true
at the end of the dialogues, where the customer
terminates the conversation abruptly, irrespective
of whether the issue was resolved. Additionally,
these interactions are aided by automated system
that responds on behalf of the agent: (1) when the
customer doesn’t reply within a given time frame,
resulting in the system reminding the customer of
the ongoing customer support interaction before
terminating the conversation; (2) at the end of the
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dialogues, requesting customer satisfaction survey
and providing additional steps, if applicable.

4.3 Observations and Discussion

—— empathy
happiness
—— disapointment
—— confusion
—— frustration
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Emotion Rate
o
o
o
|

o

o

&
L

0.02

2.5 3.0 3.5 4.0 4.5 5.0

Dialog Sucess

1.0 15 2.0

Figure 2: Proportion of non-neutral Emotion Rates
across all Dialogue Success levels

Emotion correlates with interaction quality and
dialogue success. We hypothesise a positive cor-
relation between emotion and dialogue success lev-
els since the emotions of the interlocutors are re-
lated with the outcome of the experiment. This can
be observed in Figure 2, where we note a rise in
empathy and happiness, together with a decrease
in negative emotions. Simultaneously, a positive
correlation between emotion and Interaction Qual-
ity (IQ) should also be observed. For each turn,
we mapped the emotions into a 3 class sentiment
(-1,0,1) and report a Pearson and Spearman corre-
lation of 0.4136 and 0.5494, respectively.

correctness
templated
engagement -0.08

understanding 0.02 -0.01

sensibleness -0.04

politeness 0.05

iq 0.18

Figure 3: Pairwise Pearson correlation matrix of sen-
tence and turn level annotations.

Low dialogue subqualities result in loss of cus-
tomer satisfaction. One assumes a decrease in
1Q can be attributed, in part, to the occurrence of
low quality responses by either participants. Look-
ing at Figure 3, subqualities such as Understanding,
Sensibleness and Politeness are in fact somewhat
correlated with 1Q. Engaging responses are uncor-
related with 1Q, however. This is likely due to the



Interaction Quality (IQ) evolution over time

“Confusion”

3
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I Correctness Templated
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Figure 4: Evolution of the annotation Interaction Quality over a dialogue, together with relevant sentence and turn
level annotations. Each spike in the lower portion of the figure denotes a negative annotation.

nature of the dialogue itself, which generally in-
volves the agent dictating steps and/or terms and
conditions pertaining to the product, which are ver-
batim of existing content.

Low quality interactions can be recovered suc-
cessfully. Figure 4 presents a use case where a de-
crease of IQ is observed and rectified by the agent,
resulting in a positive outcome: Around turn 21 we
observe a large degradation in IQ which is paired
with frustration. This is a result of the responses by
the agent being templated and ineffective to solve
the issue at hand. This is further exacerbated due to
the lack of understanding between the participants,
which is eventually resolved, increasing the quality
of the interaction.

5 Benchmark Evaluation

Given the focus of the annotation work was on
emotions and dialogue quality, in this section we
evaluate existing mainstream approaches for emo-
tion recognition and automatic dialogue evaluation.

5.1 Emotion Recognition in Conversations

State-of-the-art approaches for Emotion Recogni-
tion in Conversations (ERC) produce representa-
tions of each sentence using pretrained language
models and then model the interactions between
these representations with classification modules.
Approaches such as leveraging conversational con-
text or speaker specific modelling typically resort
to architectures such as gated and graph neural net-
works (Poria et al., 2019).
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5.1.1 Experiments

For our benchmark, we finetuned a pretrained En-
coder model, more specifically XLM-RoBERTa
(Conneau et al., 2020). We conducted train/dev/test
splits at the dialogue level for each subset, employ-
ing a distribution of 70%/10%/20%, respectively,
and ensuring the original distribution of emotion
classes on all splits whenever possible. During
training and evaluation, we used the source text
while considering only the primary emotion labels,
disregarding secondary emotion annotations. Per-
formance is evaluated using Macro, Micro and indi-
vidual emotion label F1 scores across all languages
and the whole dataset. Additional training details
are available in Appendix A.

5.1.2 Results

Results for this benchmark are presented in Table
5. We report a Macro-f1 score of 47.98 for the
whole MAIA dataset. This result is within the per-
formance of typical ERC models for other datasets
that also have an imbalanced class distribution. The
most represented Neutral class has a high F1 score
across all subsets, heavily influencing the Micro-F1
score. Other well represented classes such as Em-
pathy and Anxiety also have high F-scores, whereas
minority classes have lower scores. In some sub-
sets, individual emotion labels present very low to
null F1 scores, again, a result of the class imbal-
ance issues. In fact, due to the limited number of
examples for these emotions in some subsets, a
handful of missclassifications yield single digit F1
scores.



Subset Macro-F1 Micro-F1 | Emp Hap Disa Conf Frus Ang Anx Neu
All 47.98 83.49 67.16 4574 3437 4859 2222 1696 58.05 90.71
DE-1 48.26 82.55 7270  39.60 41.13 42.00 1050 31.22 5931 89.60
DE-2 44.59 88.29 6328 3749 2638 53.87 16.68 800 5798 93.02
PT_BR-2 39.84 83.51 42.61 5393 31.83 5364 2534 0 20.13  91.27
PT_PT-3 39.27 81.94 8533 21.33 0 0.5917 31.34 0 0 91.05
PT-BR-4 30.50 77.51 47.14 0 23.07 52778  26.63 0 6.67 87.74

Table 5: Emotion Recognition results for each subset and the full dataset. Results are an average of 5 runs.

Model | Correctness Templated Engagement Understanding Sensibleness Politeness 1Q
VSP 0.6361 0.6541 0.4667 0.5112 0.4943 0.5091 0.5307
CST | NSP 0.5444 0.4645 0.5083 0.5734 0.5831 0.5603 0.4842
ENG 0.5205 0.5795 0.4545 0.5374 0.5484 0.5510 0.4740
VSP 0.7061 0.6073 0.4601 0.4648 0.4973 0.5165 0.5083
AGT | NSP 0.5850 0.4888 0.5182 0.5657 0.5864 0.5821 0.5029
ENG 0.5443 0.5794 0.4503 0.5514 0.5548 0.5756 0.4742

Table 6: Balanced Accuracy Score of the binary subquality prediction for the MAIA dataset, from the point of view
of the CST (customer-LANG) and AGT (agent-EN). Best results for each of them per subquality in bold.

5.2 Automatic Dialogue Evaluation

Most competitive metrics for turn-level dialogue
evaluation leverage pretrained Encoder models that
are finetuned using well-defined self-supervised
tasks (Yeh et al., 2021; Zhang et al., 2021). These
approaches generate synthetically negative samples
from the original dialogue data, thereby circum-
venting limitations w.r.t the lack of quality anno-
tated dialogues. However, it isn’t clear these ap-
proaches extend to task-oriented dialogues and/or
Multilingual models, since dialogue data is exclu-
sively open-domain and in English. As such, the
MALIA dataset can be used as a benchmark to study
these characteristics.

5.2.1 Experiments

Similar to approaches mentioned above, we fine-
tuned XLM-RoBERTa for ENG (Engagement) us-
ing the ENDEX data (Xu et al., 2022); and VSP
(Valid Sentence Prediction) and NSP (Next Sen-
tence Prediction) using self-supervised data gen-
erated from DailyDialog (Li et al., 2017). VSP
is mostly concerned with the syntactic fluency of
the response, which maps to Correctness and Tem-
plated; NSP evaluates textual entailment, which
maps to Understanding and Sensibleness; Finally,
since we have Engagement annotations, the evalua-
tion of the ENG submetric is straightforward. The
mapping between these submetrics and the remain-
ing annotations is less obvious, but most evaluation
frameworks that leverage these submetrics have
shown positive correlations with quality aspects
that do not map to the submetrics (Yeh et al., 2021).

For this task, we mapped existing sentence-level
annotations to turn-level by selecting the minimum
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of the given turn. For simplicity, we report the
Balanced Accuracy Score (BAS), which in this
case corresponds to the average recall obtained on
the positive (1) and negative (0) classes. The BAS
for outputting a single class is 0.5. As such, we
consider always outputting the majority class as
the baseline. For Correctness, we considered a
turn to be positive when all sentences have a score
higher than 0; for IQ, only turns with a score of 4
or 5 are labelled positive. We indicate results for
both languages, i.e, the context-response pairs from
the point of view of the Customer (CST) (original
language, with agent text translated) and the Agent
(AGT) (in English, customer text translated). Note
that, in this case, we conducted zero-shot inference
on customer languages using models finetuned only
on English data. Additional details available in A.

5.2.2 Results

For ease of reading, we aggregate the results of all
subsets and report the BAS in Table 6. It is clear
some models are best suited to predict only some
subqualities. However, despite ENG being trained
on engagement data, it underperforms NSP on the
Engagement annotation. This may be related to the
training data itself: Engagement in the context of
open-domain dialogue is different than in customer
support. Further, we observe that most models
only slightly outperform just predicting the positive
class. This means typical approaches for automatic
subquality prediction are insufficient to adequately
predict low quality responses on the MAIA dataset.

Comparing the results for AGT against CST we
note that the trained models do not consistently
outperform on a given language. This may indicate



finetuning a multilingual encoder with English di-
alogue data only achieves reasonable results in a
multilingual setting. However, it is important to
point out (1) that the agent converses in English;
(2) the result that is most sensible to linguistic dif-
ferences is VSP for Correctness (since it looks at
the syntax), and here we see that the model under-
performs for the other languages.

6 Conclusions

This paper presents a comprehensive emotion and
dialogue quality annotation for the MAIA dataset,
a collection of genuine bilingual customer support
conversations. All in all, we annotate 612 dialogues
amounting to over 24k sentences. Besides allow-
ing for an opportunity to study the dynamics of
Machine Translation aided customer support con-
versations, it also provides a novel opportunity to
benchmark and explore applications of existing and
future NLP models applied to dialogue.

Results on the different benchmarks indicate
there is still room for improving existing models.
LLMs such as GPT-4 (OpenAl, 2023) show impres-
sive classification and generation capabilities, and
may prove useful in augmenting existing customer
support datasets to new languages and tasks. These
in turn can be used to build data-driven classifiers
or end-to-end conversational agents that are robust
to new languages and domains.

Limitations

Perhaps the main limitation of this work concerns
the lack of several annotators for each subset. Even
with well defined guidelines, individual biases may
affect the annotations, especially for dialogue qual-
ity as it is highly subjective (Smith et al., 2022).
By having several annotators evaluate the conver-
sations, one could’ve leveraged "the wisdom of
the crowd", but this approach also comes with its
own limitations (Jain, 2010). Ideally we would’ve
employed several expert annotators, but were only
able to recruit a single expert for each language. In
any case, we conducted a trial annotation where
all annotators participated and report moderate to
strong agreement on a subset of the dataset.
Another limitation pertains to the dataset itself.
Despite being structured and evaluated as a dyadic
interaction, the actual conversations may not fol-
low this structure. For instance, whenever one of
the participants takes to long to respond, the other
may follow-up on its original turn with a reminder.
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Given we do not have access to this temporal infor-
mation, these sentences were lumped together into
a single turn. Also pertaining to metadata infor-
mation is the lack of the original customer support
guidelines. This makes the Templated annotation
a subjective observation from the point of view of
the customer. However, since we are framing this
annotation from a quality perspective, we believe
our annotation accurately reflects the perception of
quality from the P.O.V of the customer.

Ethics Statement

This work leverages real world dialogues. A com-
prehensive anonymization process was conducted
to ensure all PII were removed, in accordance with
EU’s GDPR. The annotations were conducted ex-
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which were paid a fair wage according to local
costs of living. Despite being native speakers of
the languages they evaluated, one might argue no-
tions of quality are strongly tied to the culture and
not the language. As such, they may not accurately
represent other groups.
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A Experimental Setup

All experiments used XLM-RoBERTa-large down-
loaded from the Transformers library by Hugging
Face . All parameters were trained/finetuned us-
ing Adam optimizer (Kingma and Ba, 2015) and a
single Quadro RTX 6000 24GB GPU for all exper-
iments was used.

A.1 Emotion Recognition in Conversations

Training and Hyperparameters We trained
XLM-R with the cross-entropy loss with logits.
An initial learning rate of 1e-5 and 5e-5 was used
for the encoder and the classification head, respec-
tively, with a layer-wise decay rate of 0.95 after
each training epoch for the encoder, which was
frozen for the first epoch. The batch size was set to
4 and Gradient clipping to 1.0. Early stopping was
used to terminate training if there was no improve-
ment after 5 consecutive epochs on the validation
set over macro-F1, for a maximum of 10 epochs.
The best performing model on the validation set
was selected for testing.

A.2 Dialogue Evaluation

Processing For the dialogue data preprocessing
we used spaCy ©. In this paper, we followed the
approach used by Phy et al. (2020) and initially
proposed by Sinha et al. (2020). In detail, we train
models trained to differentiate between positive
samples and synthetic negative samples from Dai-
lyDialog (Li et al., 2017): For the VSP model,
Positive samples are perturbed by randomly apply-
ing one of the following: (1) no perturbation, (2)
punctuation removal, (3) stop-word removal. Neg-
ative samples are generated by randomly applying
one of the following rules: (1) word reorder (shuf-
fling the ordering of the words); (2) word-drop;
and (3) word-repeat (randomly repeating words).
For the NSP model, positive responses are drawn
directly from the dialog; negative responses are
randomly selected and a token coverage test dis-
cards semantically similar sentences. All responses
are processed using the positive-sample heuristic
used by VSP. The ENG model was trained directly
on the 80k split with negative sampled data of the
ENDEX dataset (Xu et al., 2022).

Training and Hyperparameters All models
were obtained following the recipe from Mendonga

5huggingw"ace .co/x1lm-roberta-large
6spacy. io



et al. (2023). In detail, a token representing the
speaker was added for each turn, and a history
length of 3 turns was used. We applied a regression
head consisting of a 2-layer MLP with a hidden
size of 1024 and a hyperbolic tangent function as
activation for prediction. A learning rate of 3e-6

for 3 epochs using a batch size of 16 was used.

Evaluation was conducted every 10,000 steps. The
best performing model on the evaluation set was
selected for testing.

B Example Dialogue
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Example of a full dialogue extracted from PT_PT-3. The blue and red shaded rows correspond to turns
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belonging to the Customer and Agent, respectively.

Table 7



