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Abstract

With the growing importance of environmen-
tal, social, and governance (ESG) informa-
tion, ESG scores, which have been rated and
published by various institutions, are used for
investment decisions or corporate evaluation.
The evidence for rating high or low ESG scores,
however, is often vague and unclear. In this pa-
per, we propose a method to extract the textual
evidence of ESG scores by automatically label-
ing sentences with information related to ESG.
Specifically, we constructed two labeling mod-
els for ESG and ESG sentiment, and extracted
sentences with high confidence levels using
the two models. At first, to label ESG-related
information, we developed the annotation cor-
pus using Japanese annual securities reports.
Then, we constructed the labeling models by
fine-tuning a large language model that was
pre-trained on financial documents. The exper-
imental results showed that the macro average
F1 scores using the BERT model pre-trained
on Japanese financial documents, were 0.874
for ESG labeling and 0.797 for ESG sentiment
labeling respectively. These values were higher
than those obtained using the comparative mod-
els that were pre-trained on Wikipedia docu-
ments only. We also confirmed that textual
evidence for the ESG scores can be effectively
extracted for the companies not included in the
training dataset.

1 Introduction

In recent years, the global investment and corpo-
rate governance community has become increas-
ingly interested in ESG (Environmental, Social and
Governance), the three perspectives necessary for
a company’s long-term growth. The ESG score
is an assessment of a company’s level of commit-
ment to ESG and is used by investors to determine
the extent to which a company takes ESG factors
into account when investing. ESG scores are pro-
vided to investors by various rating agencies. Re-
cently, companies with higher ESG scores have
been prioritised for investment, and the amount of
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assets under management for sustainable invest-
ments worldwide was expected to increase by 55%
between 2016 and 2020 (Global Sustainable Invest-
ment Alliance (GSIA), 2021).

Despite this increase in investments taking ESG
factors into account, many existing ESG scores are
not open and unclear about how they are derived.
They are also not consistently evaluated across rat-
ing agencies (Christensen et al., 2022). They are
also incomplete, opaque and subject to consider-
able uncertainty (Avramov et al., 2022).

In this paper, we proposes a method for consis-
tently extracting textual evidence from each text in
the annual securities reports to assess ESG scores.
Annual securities reports contain many general
texts that are not related to company initiatives.
Therefore, our method, which extracts only the tex-
tual evidence, can be used to help investors make
decisions. This will help ESG-conscious investors
to make decisions when investing in green assets.

Furthermore, “social capital” and “human cap-
ital” has become more important in assessing the
social dimension (“S” in ESG) of corporate sus-
tainability (Mufioz-Torres et al., 2019). In addi-
tion, in many ESG scores, social capital and human
capital are evaluated as separate concepts in the as-
sessment of sociability (International Sustainability
Standards Board (ISSB), 2021; Toyo Keizai Inc.,
2021; MSCI ESG Research LLC., 2023; FTSE
Russell, 2022). On the other hand, to the best of
authors’ knowledge, no computational approach
has been found that evaluates sociability separately
into social and human capital perspectives. There-
fore, we use pre-trained language models to auto-
matically classify the sentences in annual securities
reports describing a company’s ESG efforts as sepa-
rate labels for social and human capital, in addition
to E and G, and extract textual evidence for rating
the ESG score.

We specify the combination of ESG labels and
their sentiment labels as the query to extract tex-
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tual evidence for ESG scores. For example, to ex-
tract textual evidence for a high social capital score,
we specify the attributes “social capital (S-1)” and
“positive” as queries. Similarly, to extract evidence
indicating a low human capital score, we specify
the attribute “human capital (S-2)” and “negative”
as a query. We also propose a method for extract-
ing textual evidence of ESG scores using the confi-
dence level in assessing ESGs and their sentiments.
As confidence levels, the predicted probabilities of
the ESG classifier and the ESG sentiment classifier
are used. We regard sentences with high confidence
levels as textual evidence for the ESG score. In this
way, the textual evidence of ESG scores can be
extracted from noisy securities reports to support
investment decisions.

The contributions of this work can be summa-
rized as follows:

1. We propose our method to extract textual evi-
dence for ESG scores based on labeling ESG
and ESG sentiment with their confidence lev-
els from Japanese annual securities reports.

2. We distinguished the “S” in ESG labelling
into social capital and human capital, and clar-
ified that textual evidence on corporate social
capital and human capital initiatives can be
extracted respectively.

3. We also clarified that the pre-trained model on
financial documents was effective in the ESG
and ESG sentiment labeling tasks.

Our research revealed a strong correspondence
between ESG scores and their textual evidence.
This finding will be helpful in future works on
automatic estimation of ESG scores from textual
resources.

The structure of this paper is as follows. Section
2 presents relevant research on automatic labeling
of ESG and ESG sentiment. In Section 3, we pro-
pose a method for extracting texts as evidence for
rating ESG scores. Section 4 describes our dataset
for labeling ESG information. In Section 5, we
verify the effectiveness of large language models
for labeling ESG information. In Section 6, we de-
scribe the experiment to verify the effectiveness of
the proposed method in terms of extracting textual
evidence. Section 7 discusses the results of the eval-
uation experiments. Finally, Section 8 summarizes
the findings of our work.

2 Related Work

In recent years, computational approaches for an-
alyzing ESG ratings have gradually intensified in
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response to the growing interest in ESG corporate
activities.

2.1 ESG Labeling
Goel et al. (2022) achieved 2% higher accuracy
than traditional BERT (Devlin et al., 2019) by com-
bining various linguistic and semantic features.
Dakle et al. (2022) collected a list of concepts
and terms related to ESG issues in the financial
domain and constructed a dataset of positive and
negative term and concept pairs using a Sentence-
BERT-based paraphrase detector. By fine-tuning
BERT and RoBERTa (Liu et al., 2019) on this
dataset, they achieved 96% accuracy on the valida-
tion set and 92.3% accuracy on the test set. Kiriu et
al. (2020) analyzed corporate CSR reports and used
Word2vec to obtain word-specific embedded repre-
sentations and classify these words into three val-
ues: environmental, social, and governance. They
then defined the quantity score and the specificity
score and attempted to rate the ESG activities of
the companies based on the qualitative information.
In this study, we extract textual evidence to help
investors evaluate ESG scores. In contrast to the
related works, we created a dataset manually an-
notated with ESG labels and fine-tuned several
Transformer-based models, including BERT, which
is pre-trained on a Japanese financial corpus. Also,
to retrieve textual evidence for scores such as social-
ity score and human capital utilization score (Toyo
Keizai Inc., 2021), this work defines S (social) con-
cept as S-1 (social capital) and S-2 (human capital)
instead of the E, S, and G three-valued classifica-
tion. This approach follows the trend that human
capital has recently become more important in eval-
uating corporate sociality.

2.2 ESG Sentiment Classification

Pasch et al. (2022) combined S&P Global’s ESG
score and text from annual reports to train an ESG
sentiment model. Among the companies targeted,
they labeled those with ESG scores above the me-
dian as “positive” and those with scores below the
median as “negative” and fine-tuned based on their
text. In this study, we performed labeling on a per-
sentence basis using manually annotated labels and
fine-tuned them to classify the sentiment of ESG-
related sentences. Furthermore, by combining ESG
labels and their sentiment labels, we extracted tex-
tual evidence for ESG scores. We defined the label-
ing strategy in Section 3.1 and demonstrated that
the annotators annotated labels consistently even if
they were not ESG or economic experts.



Aue et al. (2022) calculated a company’s ESG
rating by classifying news into sentiment categories
and subtracting the percentage of negative news
from the percentage of positive news. Fischbach
et al. (2022) proposed ESG-Miner, a tool for ana-
lyzing the sentiment of a company’s ESG-related
news. By contrast, we extract textual evidence for
ESG scores based on the assumption that the texts
with positive (or negative) sentiments contain the
reasons for high (or low) ESG scores.

The methods for fine-tuning pre-trained lan-
guage models using small amounts of task-specific
data are well known in the field of natural language
processing in recent years (Howard and Ruder,
2018). These methods are effective in certain do-
mains that contain many specialized words that
do not appear often in general documents, such as
sentences relevant to ESG. In this work, we per-
formed automatic ESG sentiment classification by
fine-tuning with BERT, RoBERTa, or ELECTRA,
which have shown high performance in many natu-
ral language processing tasks, including sentiment
classification.

3 Proposed Method

In this section, we describe our method for extract-
ing textual evidence for rating ESG scores. In Sec-
tion 3.1, we introduce the definition of the labeling
attributes to be assigned to the texts. In Section 3.2,
we describe the labeling model for each attribute to
extract the evidence text of ESG scores.

3.1 Definition of ESG related attributes

We introduce and define two attributes to create the
experimental dataset: ESG sentence type and ESG
sentiment.

3.1.1 ESG sentence type

This attribute corresponds to the ESG type of con-
tent of the sentence. We define five labels: “En-
vironmental (E),” “Social Capital (S-1),” “Human
Capital (S-2),” “Corporate Governance (G),” “ESG
General (All),” and “Other.” The specific condi-
tions for classification are defined in Table 1, re-
ferring to the SASB Standard', an international
framework for ESG information disclosure, and
actual sentences.

3.1.2 ESG sentiment

We defined three labels: “positive,” “negative,” and
“neutral.” This attribute indicates the sentiment
of the sentence with respect to ESG. In addition,
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the annotation standards are defined so that non-
experimental collaborators who are not experts in
economics or investing can evaluate the annotation
criteria. Table 2 shows the annotation standards,
which are defined by focusing on the most com-
monly used phrases.

Table 1: ESG Sentence Type Requirements

» Contains expressions that consider green-
house gases.

. * Contains climate-friendly phrases.

Environmental (E) R y p .

» Contains phrases that consider the impact

on the natural environment.

Contains other environmentally friendly
phrases.

Contains statements related to product
safety and user health.

Contains expressions related to privacy or
information security.

Contains language about managing suppli-
ers or trading partners (supply chain).

Social Capital (S-1)

Contains other expressions of social re-
sponsibility outside the company.

Contains expressions related to employee
recruitment, evaluation systems, and train-

Human Capital (S-2) ing that are not based on the old values.

Contains expressions of concern for work-
ers” human rights and labor standards.

Contains other language that addresses the
company’s internal social responsibilities.

Contains expressions related to the struc-
ture of directors, executive officers, and
auditors that could be considered relevant
to the fairness and transparency of manage-

ment.
Governance (G)

Contains expressions of preparedness for
serious risks that may affect the company’s
survival, compliance with laws and regula-
tions, and ethical conduct.

Contains other language that reflects gov-
ernance considerations.

Table 2: ESG Sentiment Requirements

¢ Contains phrases stating that the company
is improving or is likely to improve in the

Positive future its long-term values.

Contains other phrases that are considered
positive from an ESG perspective.

Contains phrases that could be viewed as
potentially detrimental to the long-term

Negative value of the company.

Contains other phrases that could be con-
sidered negative from an ESG perspective.

Contains statements about actions to be
taken in the future for which it is not known
whether they will actually be taken.

Contains ideas or actions of the company
that cannot always be said to be generally
true.

Neutral

Contains statements that cannot be as-
sessed as positive or negative from an ESG
perspective.




3.2 Classifiers and Ranking Model

In this work, we classify ESG-relevant sentences
by fine-tuning the pre-trained language models:
BERT (Devlin et al., 2019), RoBERTa (Liu et al.,
2019), and ELECTRA (Clark et al., 2020). These
transformer-based machine learning models are ca-
pable of acquiring context-aware embedded rep-
resentations of words, allowing the same word to
acquire different vector representations in different
contexts.

The overall scheme of the proposed method is
shown in Figure 1. First, we use the ESG dataset de-
scribed in Section 4 and fine-tuned the pre-trained
models for predicting ESG sentence type and ESG
sentiment labels.

Next, we take sentences from the annual secu-
rities reports for the companies under evaluation
and perform label prediction. The output is pre-
dicted labels and their probabilities for each clas-
sification model. The prediction probability is the
output value of the Softmax function of the predic-
tion label in the linear transformation layer of the
pre-trained language model. This module extracts
and ranks the sentences where the probabilities are
above a certain threshold. They provide textual
evidence for ESG scores.

In this paper, we use Japanese annual securities
reports as a source of information to obtain a com-
pany’s ESG initiatives because of the existence of
uniform standards for disclosure, easy comparison
with other companies in the same industry, and
high machine readability of the data. We also use
ESG scores provided by Toyo Keizai Inc. (2021)
for major Japanese companies since 2007.

~ Annual Securities Reports

~ ESGClassifier ~ ESG Sentiment Classifier

E, S-1, S-2, G Positive, Negative, Neutral

Softmax Softmax

Filtering noise Filtering noise

Ranking based on
prediction probabilities

=) We created
databases in case of | ESG “social capital (S-1)" :0.9742
supply chain ESG sentiment “positive” : 0.9974

fragmentation.

Figure 1: Proposed Method
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4 ESG Label Classification Dataset

We created an ESG label classification dataset with
sentences and annotated labels using annual securi-
ties reports collected from the electronic disclosure
system EDINET?,

4.1 Collection of annual securities reports
(ASR)

The dataset was created by analyzing the XBML
data from the annual securities reports (Financial
Services Agency of Japan (JFSA), 2020) and re-
moving unnecessary characters such as subhead-
ings and symbols. We selected the actual compa-
nies for the dataset from Toyo Keizai Inc.’s ESG
score ranking for 2021 (2021). Sentences were
automatically split into sentence units at each punc-
tuation point, and the output results were checked
and corrected by the first author. The statistics of
the dataset are as follows.

* Submission period: 2020/4/1 - 2021/3/31

* Data format: XBML

¢ Total number of sentences: 1,813 in total

 Target companies: 17 companies in 2 industries
— Automobile manufacturers: 8§ companies
— Electrical manufacturers: 9 companies

* Target chapters in ASR

“Management policy, management environment,

issues to address”

“Business risks”

“Research and development activities”

“Overview of corporate governance”

4.2 Annotation strategy for each attribute

To construct the ESG label classification dataset,
the data described in Section 4.1 are manually an-
notated with the attributes defined in Section 3.
This is done only for 744 sentences out of a total
of 1,813 collected sentences. The remaining 1,069
sentences are used in Section 6 to evaluate the pro-
posed method. At first, 562 of the 744 sentences
were annotated by five annotators (the first author
and four collaborators). Therefore, each of the 562
sentences has five annotations. The labels were
determined by a majority vote. In cases in which
we could not decide the results by majority vote be-
cause the votes were tied, we discussed until agree-
ing on a final decision. If all annotations for a sen-
tence were different, it was chosen by discussion.
Table 3 shows the Fleiss’ « coefficients (1971)
for the five annotators as the annotator agreement
degree. The x values for all attributes were greater
than 0.8 (almost perfect (Landis and Koch, 1977)).

Zhttps://disclosure.edinet-fsa.go.jp/
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From these results, we confirmed that there was
no significant difference in the annotation results
between the annotators. Based on these results, the
first author annotated the remaining 182 sentences.

Table 3: Agreement for Each Attribute (Fleiss’ k)

Attribute | ®
ESG Sentence Type | 0.89
ESG Sentiment 0.87

5 Language Models for Labeling
Attributes

5.1 Objective

Here, we evaluate the accuracy of the proposed
method for each attribute of the ESG label classi-
fication dataset created in section 4.2, and verify
the effectiveness of the method. We describe com-
parative experiments using large language models
pre-trained with different source data.

5.2 Method

First, we evaluate the classification accuracy of
all 744 sentences in the ESG label classification
dataset in Section 4.2 by predicting each attribute
using the five-fold cross-validation method based
on the model described in Section 3.2. The values
used for the evaluation are precision, recall, F'1
score, and accuracy, each of which is the macro
average of each fold and each label.

The five pre-trained language models for com-
parison were as follows: BERT (wiki)?, RoBERTa
(wiki+CC100)*, ELECTRA-base (wiki)’, BERT
(wiki+fin)®, and ELECTRA-small (wiki+fin)”. The
latter three models were developed by Suzuki et al.
(2023) Note that the characters inside the brackets
are the corpus name for pre-training. The hyperpa-
rameters were set as follows. The maximum token
length was 128, the batch size was 32, the learn-
ing rate was le™>, and the maximum number of
epochs was 100. Learning was stopped when the
loss function did not decrease for more than five
epochs.

3https://huggingface.co/cl-tohoku/bert-base-japanese-v2
*https://huggingface.co/rinna/japanese-roberta-base
Shttps://huggingface.co/izumi-lab/
electra-base-japanese-discriminator
®https://huggingface.co/izumi-lab/
bert-base-japanese-fin-additional
"https://huggingface.co/izumi-lab/
electra-small-paper-japanese-fin-discriminator
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5.3 Results

Tables 4 and 5 show the classification results for
ESG sentence types and ESG sentiment, respec-
tively. The number of attribute labels for ESG sen-
tence types used in the five-fold cross-validation
is 111 for E, 162 for S-1, 70 for S-2, and 401 for
G, respectively. The number of attribute labels for
ESG sentiment is 566 for positive, 61 for negative,
and 99 for neutral, respectively. Because BERT
(wiki+fin) showed the best classification accuracy
for all labels, we focus on BERT (wiki+fin) and
BERT (wiki) for comparison.

Tables 6 and 7 show the F1 scores for the ESG
sentence type and for the ESG sentiment label
using BERT (wiki+fin) and BERT (wiki), respec-
tively. In Table 6, the F1 scores of Social Capital
(S-1) and Human Capital (S-2) are significantly
improved compared to the other labels. Table 7
shows that the F1 scores of positive and neutral
are significantly improved compared to the other
labels.

Table 4: ESG Sentence Type Classification Results

Pre-trained Language Model ‘ F1 score Precision Recall Accuracy
BERT (wiki) 0.849 0.849 0.856 0.891
BERT (wiki+fin) 0.874 0.870 0.885 0.906
RoBERTa (wiki+CC100) 0.845 0.837 0.863 0.882
ELECTRA-base (wiki) 0.685 0.711 0.695 0.786
ELECTRA-small (wiki+fin) 0.175 0.135 0.250 0.539

Table 5: ESG Sentiment Classification Results

Pre-trained Language Model ‘ Fl score Precision Recall Accuracy
BERT (wiki) 0.785 0.807 0.778 0.885
BERT (wiki+fin) 0.797 0.823 0.789 0.888
RoBERTa (wiki+CC100) 0.783 0.802 0.774 0.876
ELECTRA-base (wiki) 0.628 0.711 0.627 0.819
ELECTRA-small (wiki+fin) 0.291 0.258 0.334 0.773

Table 6: Comparison Results of ESG Sentence Types
Classification Using BERT (wiki+fin) and BERT (wiki)
by Label Types

F1 score
Label (Count) BERT (wiki+fin) BERT (wiki)
Environmental (E - 111) 0.883 0.887
Social Capital (S-1 - 162) 0.825 0.796
Human Capital (S-2 - 70) 0.832 0.763
Governance (G - 401) 0.955 0.948

Table 7: Comparison Results of ESG Sentiment Clas-
sification Using BERT (wiki+fin) and BERT (wiki) by
Label Types

F1 score
Label (Count) g ikinfin)  BERT (wiki)
positive (566) 0.879 0.865
negative (61) 0.939 0.942
neutral (99) 0.574 0.553
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6 Experiment: Extracting Textual
Evidence for Rating ESG Scores of
Companies

6.1 Objective

The purpose of this experiment is to verify whether
the proposed method can extract textual evidence
for rating the ESG scores of the companies. Note
that the evaluation data for the companies are not
used for fine-tuning BERT in Section 5.

6.2 Method

The text used in the experiment consists of 1,069
sentences from two industries and four companies
that were not used in model training, as mentioned
in Section 4.2 (Financial Services Agency of Japan
(JESA), 2020). Of these, we will refer to two com-
panies as Electrical Manufacturer A and Automo-
bile Manufacturer B for evaluation and two compa-
nies as Electrical Manufacturer o and Automobile
Manufacturer 3 for verification.

Table 8 shows the ESG scores of Electrical
Manufacturer A and Automobile Manufacturer B,
which were extracted from the top 500 compa-
nies in the ESG Corporate Ranking in Japan (Toyo
Keizai Inc., 2021). When ESG scores are above the
mean with a large deviation from the mean, they
are underlined. The scores that are below the mean
with a large deviation are double-underlined. We
evaluate our method to extract the textual evidence
for the scores from the annual securities reports. At
first, we took all 1,069 sentences into the proposed
classifier and assign attributes to each sentence.
The prediction probabilities of both classifiers are
used as the confidence level of the sentence, and
the sentences with high confidence levels are re-
garded as textual evidence of ESG scores. When
the assigned attributes are a combination of “En-
vironmental (E),” “Social Capital (S-1),” “Human
Capital (S-2),” or “Governance (G)” and “Positive,”
then the sentences are textual evidence for high
ESG scores, whereas when they are combined with
“Negative,” they serve as textual evidence for low
ESG scores.

Next, we filter the noisy sentences for textual ev-

idence. The filtering is done by setting thresholds
for the prediction probabilities of the ESG classifier
and the ESG sentiment classifier as the confidence
level of the sentence, respectively, as described in
Section 3.2. The thresholds were decided by actu-
ally checking the sentences as the positive cases
with the lowest prediction probabilities in the veri-
fication data.

From the evaluation scores of the sentences of
the electronics manufacturer o, we decided the
threshold for electronics manufacturers, and from
the evaluation scores of the sentences of the auto-
mobile manufacturer 3, we decided the threshold
for automobile manufacturers. Attributes for which
no sentences were extracted from the verification
data were given 0 as a threshold.

Finally, the extracted sentences were evaluated
by three experiment participants, including the first
author, to decide whether they actually served as
textual evidence for the ESG scores. We used the
precision at the top 1, 5, 10, and 20 ranks as the
evaluation measure.

6.3 Results

The evaluation results for Electrical Manufacturer
A and for Automobile Manufacturer B are shown
in Tables 9 and 10. From these results, we found
that we could extract the textual evidence for the
companies rated as having high ESG scores. We
also found that there were still challenges in extract-
ing the textual evidence for the companies rated as
having low ESG scores.

7 Discussion

In this section, we discuss the effectiveness of our
proposed method based on the validity of extracted
sentences as textual evidence, the effect of the dis-
tinction of S-1 (social capital) and S-2 (human capi-
tal), and the validity of the model pre-trained on the
financial corpus. We also discuss failure analysis.

7.1 Textual evidence for rating ESG scores

In Figures 2 and 3, we show two example sen-
tences that were extracted as textual evidence for
high ESG scores from the annual securities reports

Table 8: ESG Scores of Companies for Evaluation

ESG Score E Score S1 Score S2 Score G Score
(Average: 320.4) (Average: 76.32) (Average: 77.11) (Average: 77.91) (Average: 88.96)
Electrical Manufacturer A
(Rank 46) 3722 97.4 93.1 85.9 93.8
Automobile Manufacturer B
(Rank 336) 300.4 74.4 85.2 60.6 80.2
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Table 9: Results of Ranking Textual Evidence for Rating ESG Scores of Electrical Manufacturer A

Query Threshold # of textual evidence Precision@k
Specified attribute label ESG classification | ESG sentiment classification || judged by humans | extracted | k=1 [ k=5 | k=10 | k=20
“Environmental (E)” and “positive” 0.8456 0.9969 13 16 1.000 | 1.000 | 0.900 -
“Social Capital(S-1)” and “positive” 0.9285 0.9963 11 22 1.000 | 0.400 | 0.600 | 0.500
“Human Capital (S-2)” and “positive” 0.8796 0 9 12 1.000 | 1.000 | 0.800 -

Table 10: Results of Ranking Textual Evidence for Rating ESG Scores of Automobile Manufacturer B

Query Threshold # of textual evidence Precision@k
Specified attribute label ESG classification \ ESG sentiment classification || judged by humans \ extracted | k=1 \ k=5
“Social Capital(S-1)” and “positive” 0.9902 0.9967 6 7 1.000 | 0.800
“Human Capital (S-2)” and “negative” 0 0 0 1 0.000 -

of Electrical Manufacturer A and Automobile Man-
ufacturer B!, respectively. For Electrical Manufac-
turer A, we extracted sentences describing that they
were building facilities and creating new training
curricula for talent development. For Automobile
Manufacturer B, we extracted sentences describing
that they were creating supply chain databases for
each part to prepare for emergencies and manage
the supply chain.

Munoz et al. (Muinoz-Torres et al., 2019) exam-
ined the rating methodologies used by the eight
major ESG rating agencies and analyzed the crite-
ria and their strength (frequency of occurrence) for
each environmental, social, and governance dimen-
sion. According to their analysis of the ESG rating
agencies’ evaluation processes in 2017, the main
social responsibility criteria, especially those re-
lated to human capital, were the quality of working
conditions, health and safety, labor management,
and human rights. These criteria emphasize respon-
sibility toward employees as stakeholders. In fact,
looking at the actual text, the provision of sufficient
training programs for employees is considered to
contribute to the human capital criteria mentioned
for Electronics Manufacturer A. Therefore, the ex-
tracted text here corresponds to the addition of ESG
scores from a human capital perspective and is
considered evidence based on the text of the ESG
scores. Similarly, for Automobile Manufacturer
B, it can be said that implementing supply chain
management to prepare for emergencies fulfills the
company’s responsibility to society by minimizing
the impact on production in the event of a crisis,
allowing production to continue. Therefore, the
extracted text here corresponds to the addition of
ESG scores from a social capital perspective and is
considered evidence based on the text of the ESG
scores.

"Note that we omitted proper nouns that identified the
company.
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Label: “Human Capital (S-2)”’; “Positive”
Value: 0.9968

“We built the Academy Training Center as part of
our centennial project to develop the people who
will drive our growth. We also reformed personnel
development programs, such as the introduction of
new curricula, with focusing on the development
for highly skilled technicians and professionals.”

Figure 2: Textual Evidence for ESG Scores for Electri-
cal Manufacturer A (Original Text in Japanese)

Label: “Social Capital (S-1)”’; “Positive”
Value: 0.9974

“In addition, in case of an emergency, we have also
performed maintenance to keep the supply chain
database of our current core and secondary suppli-
ers to mitigate the impact of supply chain disrup-
tions. This helped us to identify potentially affected
suppliers and parts at an early stage, to identify re-
quired stocks, to propose alternative manufacturing,
and to support the restoration of production facili-
ties. ”

Figure 3: Textual Evidence for ESG Scores for Automobile
Manufacturer B (Original Text in Japanese)

7.2 Effect of S-1 and S-2 distinction in ESG
We investigate the effect of extracting textual ev-
idence using S-1 (social capital) and S-2 (human
capital) by comparing the labeling results using “S”
without distinguishing the two attributes.

We compare the classification results of the 4-
value classifier for E, S-1, S-2, and G with those
of the 3-value classifier for E, S, and G using the
same test data. We took 1,069 sentences from the
two automobile manufacturers and two electron-
ics manufacturers used in Section 6 as input data
into both the ESG 4-value classifier and the ESG
3-value classifier, respectively. Then, we checked
which labels are predicted by the 4-value classifier
for the top 20 sentences with the highest predic-
tion probability in the 3-value classifier among the
sentences classified as “S” in the 3-value classifier.



Table 11: ESG Sentence Examples Correctly Classified as S-1/ S-2 with BERT (wiki+fin)

Input (Original Text in Japanese) Pr.ecpct‘lon Labels =
BERT (wiki+fin) BERT (wiki)
We used universal design for our products for wheelchair users to operate easily. S-1 E
In the United States, our 2020 models were rated as TOP SAFETY PICK+ from S-1 E
the IIHS (Insurance Institute for Highway Safety) in its 2020 safety survey.
We, the management team, aim to be a company where everything is communicated openly and honestly. S G
We also take the initiative in promoting continuous improvement of our organizational environment.

The results showed that many of the sentences
classified as “S” by the ternary classifier were actu-
ally S-1 (social capital). We examined 80 sentences,
20 sentences from each of the four companies, and
found that 57 (71%) of them were S-1 (social capi-
tal). This implied that the proposed method using
a 3-value classifier cannot extract enough textual
evidence of S-2 (human capital). In addition, as
shown in Table 6, the annotated dataset was skewed,
with 162 sentences for S-1 and 70 sentences for S-
2, which might have led to this result. Thus, we
conclude that the proposed method using a 4-value
classifier allows us to effectively extract textual evi-
dence for both social and human capital sentences.

7.3 Effect of pre-training using financial
documents
We investigate the classification results using BERT

(wiki+fin), a model retrained on Japanese financial
texts by comparing with BERT (wiki), a model not
retrained on Japanese financial texts. It should be
noted that we omitted proper nouns that could iden-
tify the company. From Table 6, the F1 scores of
S-1 (Social Capital) and S-2 (Human Capital) were
improved using BERT (wiki+fin). There were a cer-
tain number of sentences that were correctly clas-
sified as S-1 or S-2 in BERT (wiki+fin) but were
incorrectly classified as E or G in BERT (wiki).
Examples of such sentences are shown in Table 11.
All of these sentences are considered to be positive
promotional phrases by the company itself, which
are specific to annual securities reports. As de-
scribed, depending on pre-training using financial
texts, we identified several contexts that were well
captured by BERT (wiki+fin).

7.4 Failure Analysis
We confirmed that textual evidence for rating ESG
scores can be extracted with our proposed method.
However, some extracted sentences were not used
as the textual evidence for ESG scores. We discuss
some typical failure cases as follows.

An example of misclassification is the sentence:
“Al predicts Chemical Oxygen Demand in 2 hours.”
It is difficult to consider this sentence as the textual
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evidence for rating the environmental score, but it
may have been misclassified because of the inclu-
sion of phrases such as “oxygen,” which are often
used in the context of environmental protection.

Another example is the following sentence: “We
have added a range of composite environmental
sensors.” This sentence was also misclassified be-
cause of the inclusion of the word “environment.”
This is because of the fact that sentences annotated
with labels such as “Social Capital (S-1),” “Hu-
man Capital (S-2),” and “Governance (G)” did not
contain many phrases related to “social” or “gover-
nance,” whereas sentences annotated with the label
“Environmental (E)” often contained many phrases
related to “environment.”

8 Conclusion

In this work, we annotated the sentences in annual
securities reports and created classification models
by fine-tuning large language models pre-trained
on financial documents. We proposed a method for
extracting the textual evidence for ESG scores by
automatically assigning both ESG sentence type la-
bels (E, S-1, S-2, and G) and ESG sentiment labels
to the sentences in annual securities reports and
ranking them with their prediction probabilities as
the confidence levels to filter out noisy sentences.
Through experimentation, we have confirmed that
it is possible to extract the textual evidence of com-
panies rated as having a high ESG score.

In the future, we plan to automatically estimate
ESG scores from textual resources based on the
strong correspondence between ESG scores and
their textual evidence.
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