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Abstract

Multilingual neural machine translation
(MNMT) aims at using one single model
for multiple translation directions. Recent
work applies non-autoregressive Transformers
to improve the efficiency of MNMT, but
requires expensive knowledge distillation
(KD) processes. To this end, we propose
an M-DAT approach to non-autoregressive
multilingual machine translation. Our system
leverages the recent advance of the directed
acyclic Transformer (DAT), which does
not require KD. We further propose a pivot
back-translation (PivotBT) approach to im-
prove the generalization to unseen translation
directions. Experiments show that our M-DAT
achieves state-of-the-art performance in
non-autoregressive MNMT.!

1 Introduction

Multilingual neural machine translation (MNMT)
aims at using a single model for multiple translation
directions (Firat et al., 2016). It has attracted the
attention of the research community over the years
(Bapna and Firat, 2019; Zhang et al., 2021), and
has been widely applied in the industry (Johnson
et al., 2017). Most state-of-the-art MNMT models
are based on the autoregressive Transformer (AT,
Vaswani et al., 2017). However, the inference of
AT is slow, which results in significant latency in
real-world applications (Gu et al., 2018).

Recent work applies the non-autoegressive
Transformer (NAT, Gu et al., 2018), which gen-
erates target tokens in parallel for efficient infer-
ence. However, NAT often generates inconsistent
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sentences (e.g., with repetitive words). Qian et al.
(2021) propose the Glancing Transformer (GLAT),
which is trained in a curriculum learning fashion.
It tackles the weakness of NAT by focusing less
on the training samples that lead to inconsistent
generalization.

To accelerate multilingual non-autoregressive
translation, Song et al. (2022) propose a Switch-
GLAT method, which is based on the Glancing
Transformer, and is equipped with back-translation
for data augmentation. To the best of our knowl-
edge, Switch-GLAT is currently the only non-
autoregressive system for multilingual translation.
However, it suffers from two drawbacks. First,
Switch-GLAT requires sequence-level knowledge
distillation (KD, Kim and Rush, 2016) in every
translation direction, which is inconvenient for mul-
tilingual tasks. Second, Switch-GLAT is unable to
generalize to unseen translation directions (zero-
shot translation), which is an essential aspect of
multilingual machine translation systems (Johnson
et al., 2017; Chen et al., 2017; Gu et al., 2019).

In this work, we propose a multilingual Directed
Acyclic Transformer (M-DAT) approach to non-
autoregressive multilingual machine translation.
Our system leverages the recent directed acyclic
Transformer (DAT, Huang et al., 2022b), which
does not rely on KD. In addition, we propose a
pivot back-translation (PivotBT) approach for the
multilingual translation task. Specifically, we back-
translate a target sentence to a randomly selected
language to obtain an augmented source sentence.
The newly generated source sentence and the orig-
inal target sentence form a synthetic data sample.
We observe that if the back-translation direction
(e.g., German — Romanian) does not exist in the
training set (i.e., zero-shot), the augmented source
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sentence will be of low quality. Therefore, our
proposed PivotBT uses an intermediate language
for the back translation (e.g., German — English
— Romanian). Our PivotBT is efficient, as the
inference of our non-autoregressive model is fast.

We evaluated M-DAT in both supervised and
zero-shot translation directions. In the supervised
setting, our M-DAT achieves 0.4 higher BLEU
scores than the previous state-of-the-art Switch-
GLAT, while maintaining fast inference. Moreover,
our M-DAT does not require KD, and is conve-
nient to be trained on multilingual datasets. In the
zero-shot translation settings, our M-DAT is the
first NAT model to effectively generalize to un-
seen translation directions, and even outperforms
a strong autoregressive baseline, which is largely
attributed to our proposed PivotBT.

2 Related Work

The non-autoregressive Transformer (NAT, Gu
et al., 2018) predicts all target words in parallel
to achieve fast inference, and has been applied to
various text generation tasks, such as machine trans-
lation (Gu and Kong, 2021; Huang et al., 2022a),
summarization (Su et al., 2021; Liu et al., 2022a,b),
and dialogue generation (Zou et al., 2021; Qi et al.,
2021). However, the output quality of NAT models
tends to be low (Stern et al., 2019; Ghazvinine-
jad et al., 2019), and as a remedy, the Glanc-
ing Transformerthe Glancing Transformer (GLAT,
Qian et al., 2021) applies an adaptive training algo-
rithm that allows the model to progressively learn
more difficult data samples.

Sequence-level knowledge distillation (KD, Kim
and Rush, 2016) is commonly used to improve the
translation quality of non-autoregressive models.
As shown in Zhou et al. (2020), KD data are less
complex compared with the original training set,
which is easier for NAT models. However, Ding
et al. (2021) find that the KD process tends to miss
low-frequency words (e.g., proper nouns), which
results in worse translation for NAT models. There-
fore, there is a need to remove the KD process for
NAT models.

The most related work to ours is Switch-GLAT
(Song et al., 2022). It combines the Glancing
Transformer and knowledge distillation for mul-
tilingual machine translation tasks. In addition,
Switch-GLAT is equipped with a back-translation
technique to augment training data.

Our system is based on the directed acyclic
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Figure 1: An example of our PivotBT augmenting a Ger-
man sentence y to Romanian X, where English is used
as the pivot language. The training and back-translation
steps are accomplished by DAT (Huang et al., 2022b).
Nygec is the number of decoding layers.

Transformer (DAT, Huang et al., 2022b), which
expands the generation canvas to allow multiple
plausible translation fragments. Then, DAT selects
the fragments by predicting linkages, which eventu-
ally form an output sentence. In this way, M-DAT
is more capable of handling complex data samples,
and does not rely on KD.

We propose PivotBT to augment the training
data to improve the generalization of M-DAT. Our
PivotBT is inspired by online back-translation
(Zhang et al., 2020), which extends the original
back-translation (BT, Sennrich et al., 2016) by ran-
domly picking augmented directions. Different
from the previous work, our approach applies pivot
machine translation (Cheng et al., 2017) to improve
the reliability of the back-translation directions that
are unseen in the training set.

3 Methodology

Multilingual translation handles multiple trans-
lation directions with a single model.  Sup-
pose a data sample contains a source sentence
x = (x1,--+,x7,) and a target sentence y =
(y1,---,y1,), where T and Ty denote the lengths.
In addition, language tags s and [ig are given
to indicate the languages of the source and tar-
get sentences, respectively. A multilingual ma-
chine translation dataset D can be represented by
{(x®, l§ﬁ2,y<i>, lfgz) K |, where K is the size of
the dataset.

Our multilingual Directed Acyclic Transformer
(M-DAT) has an encoder—decoder architecture.
The encoder of M-DAT takes in an input sentence
x() and the target language tag lt(git) , whereas the
decoder predicts the target-language words inde-

pendently as the translation.
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3.1 Directed Acyclic Transformer

To train our system without KD, we adapt the re-
cent directed acyclic Transformer (DAT, Huang
et al., 2022b), as it does not use KD but achieves
comparable performance to autoregressive models
on bilingual machine translation tasks (one direc-
tion per model).

In general, DAT expands its output canvas to
generate multiple plausible translation fragments.
Further, DAT predicts links to select the fragments,
which form an output sentence. As seen in Fig-
ure 1, DAT predicts extra words and forms the final
generation “I feel good”, using the predicted links.

Suppose the DAT decoder has S generation steps
(S > Ty). For each step s within 1 < s < S, DAT

makes two predictions: word prediction p\(jgrd()

and link prediction pl(li)k()

The word prediction pfjgrd(-) gives the distribu-
tion over possible words by mapping DAT’s sth
decoder state h to the probability distribution over
the vocabulary, given by

psxfgrd( ) - SOftmaX(Wwordhs) (1)

where W .4 1S a learnable matrix.

The link prediction pl(jl)k() computes the distri-
bution over the subsequent steps of the sth step,
determining which follow-up step should be linked
to the sth step. Specifically, the link prediction
leverages the attention mechanism (Bahdanau et al.,
2015), which compares the sth step’s hidden state
h, with the states of subsequent generation steps
(from s + 1 to S), given by

P () = softmax([k] qe1; 1 k] gs]) @
where k; = Wyh, and gs = W h,. Wy and
W, are learnable matrices. The operation [; | con-
catenates scalars into a column vector.

Given a reference sequence y in the training
set D, DAT selects Ty, of all S generation steps to
generate the words in y, where the selected steps
are connected by predicted links. We denote the
indices of the selected steps by @ = (a1, - -, ar,),
where 1 =ay <--- <ap, = S. We refer to each
selection of the steps a as a path.

Consider a groundtruth sequence yi.7,. The
joint probability of the sequence, together with
some path ay.7,, is

Ty
)= le(iifl)
t=2

p(ylzTy7 al:Ty

prord i) )

where pl(i‘:j(’l)(at) is the probability that the two
generation steps a;—; and a; are linked up. Spe-
cially, aj is set to 1, and is not considered as a
random variable. pf,v%r)d(yt) is the probability of
predicting the word y; at the a;th generation step.

Finally, the probability of generating the refer-
ence sentence p(y1.7; ) is obtained by the marginal-
ization of all possible paths, given by

P(YLT,,) = Z

P(yl:Ty, a1:Ty)

acl's, Ty
v : 4)
a
Z thni ' (at prord Yt
aEFST t=2

where FS,Ty = {a = (al, SRR ,aTy)H = a; <
- < ar, = S} represents all paths of length Ty
The computation of (4) is efficient through dynamic
programming.’
Note that p\(jgrd(-) and pl(li)k() are independently
predicted for different generation steps; thus, DAT
is non-autoregressive and is fast in inference.

3.2 Pivot Back-Translation

We propose a pivot back-translation (PivotBT) ap-
proach to improve the robustness of M-DAT. Fol-
lowing Zhang et al. (2020) and Song et al. (2022),
we augment the training data with back-translation
(BT, Sennrich et al., 2016). Specifically, a ran-
domly selected language is chosen for such data
augmentation.

We observe that when the back-translation di-
rection is unseen (i.e., zero-shot), the synthesized
source sentence will be of low quality, which re-
sults in a less meaningful synthetic training sample.
To this end, we propose to handle the zero-shot
scenario by PivotBT, which uses an intermediate
language as a pivot and performs multi-step back-
translation.

Given a training sample (X, lgc, ¥, ligr), We first
randomly pick a language [, from the set of lan-
guages in the multilingual training set D. If the
back-translation direction /iy — [ is in the train-
ing set, we directly back-translate y to X of lan-
guage [ayg. Otherwise, we choose a pivot language
Ipivor (e.g., English) such that iy — [lpivor and
Ipivot — laug are both in the training set.® In this

*We refer readers to Huang et al. (2022b).

¥Most multilingual translation datasets are English-centric,
where using English as [y guarantees the connection of i
and la,e, which is the case of this work. In general, we can use
multiple pivot languages to connect [y and loe With multiple
back-translation steps.
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# Model Variant EFD EFZ MANY
1 M-AT w/ standard layout  34.57 31.15 30.36
2 M-AT w/ shallow decoder 34.19 30.87 29.20
3 Switch-GLAT* 3334 29.76 28.47
4 M-DAT w/ lookahead 33.72 30.39 28.69
5 w/ n-gram beam search  33.83  30.55 29.73

Table 1: BLEU scores on three WMT datasets. *Trained
with sequence-level knowledge distillation.

way, we are able to obtain an augmented source
sentence X by first translating y to Xpiyvor Of the
intermediate language [yivor, and then translating
Xpivot to the augmented source sentence X of lan-
guage [,y Finally, the newly synthesized sample
(X, laug: ¥ ligt) is added to the training.

In our PivotBT, the multi-step back-translation is
conducted by M-DAT itself. Since M-DAT is fast
in inference, the back-translation is also efficient.

We denote the loss of training the real samples
in dataset D by L, and that of the synthetic sam-
ples by LpivoraT- The overall training loss of our
proposed system is £ = Liea + ALpivotBT, Where
A is a hyperparameter controlling the strength of
the back-translation.

4 Experiments

4.1 Setup

We evaluated M-DAT on five datasets: WMT-
EFD, WMT-EFZ, WMT-MANY, IWSLT, and Eu-
roparl. The three WMT corpora (Song et al., 2022)
only contain supervised directions in the test set,
whereas the test sets of IWSLT and Europarl (Liu
et al., 2021) contain both supervised directions and
unseen directions (zero-shot). The training hyper-
parameters and evaluate metrics are strictly follow-
ing Song et al. (2022) and Liu et al. (2021). We
provide more details in Appendices A and B.

4.2 Main Results

Supervised Translation. Table 1 summarizes the
BLEU scores of three WMT datasets. We evalu-
ated M-DAT with two decoding algorithms: looka-
head and n-gram beam search. The lookahead
method directly decodes the generated words in
parallel, and jointly maximizes the probability of
the next position and predicted tokens, whereas
n-gram beam search generates a few candidate sen-
tences and ranks them with an n-gram language
model. We observe that the generation quality with
n-gram beam search is higher, which is consistent
with Huang et al. (2022b).

IWSLT Europarl

Model Variant

Supervised  0-Shot ‘ Supervised  0-Shot

M-AT w/ standard layout 30.00 1287 3579 1584
M-AT w/ shallow decoder 29.23 4.95 34.95 8.11
Residual M-AT 2972 17.67 35.18  26.13
M-DAT w/ lookahead 2858 18.53 3483 2586

w/ n-gram beam search 2942 19.35 3548 2744

Table 2: BLEU scores on IWSLT and Europarl.

Model Variant Latency (ms) Speedup
M-AT w/ standard layout 352.4 1.0x
M-AT w/ shallow decoder 84.2 4.2x
Switch-GLAT 19.6 18.0x
M-DAT w/ lookahead 219 16.1x

w/ n-gram beam search 67.6 5.2x

Table 3: Latency and speedup on WMT-EFD.

We also see that M-DAT outperforms Switch-
GLAT on average with both lookahead and beam
search decoding methods. This makes our M-DAT
the state of the art in non-autoregressive multilin-
gual translation. In addition, our system does not
rely on KD, which makes it convenient to be trained
on multilingual datasets.

To compare M-DAT with the autoregressive mul-
tilingual Transformer (M-AT, Johnson et al., 2017),
we include two autoregressive Transformer-based
variants: 1) the standard layout (Vaswani et al.,
2017), which has the same number of encoder lay-
ers; and 2) the layout with a shallow decoder, which
moves all but one decoding layers to the encoder.
The layout with a shallow decoder is suggested
by Kasai et al. (2021) as it achieves close results
to the standard layout but is faster in inference.
We observe that M-DAT is only slightly lower in
BLEU scores compared with the M-AT models.
This shows our M-DAT, in addition to its efficiency,
largely closes the gap between AT and NAT in non-
autoregressive multilingual translation tasks.

Zero-Shot Translation. The ability to gener-
alize to unseen translation directions is important
for multilingual models. In this setting, we do not
compare our model with Switch-GLAT as it fails
to achieve reasonable performance.* Instead, we
compare M-DAT with the M-AT models (Johnson
et al., 2017), and include a recent study, Residual
M-AT (Liu et al., 2021), which relaxes the residual
connections in the Transformer encoder to force the
decoder to learn more generalized representations.’

*As seen in the Table 7 of Song et al. (2022), Switch-GLAT
only obtained a 2.34 BLEU on a zero-shot dataset.

5The numbers of Residual M-AT are based on our replica-
tion, and are close to those in Liu et al. (2021).
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Figure 2: Comparison between M-DAT and Switch-
GLAT in the preservation ratio of low-frequency words.

As seen in Table 2, the M-ATs are incapable
of zero-shot translation, and are largely outper-
formed by the Residual M-AT. On the other hand,
our M-DAT with the lookahead decoding outper-
forms Residual M-AT by 0.86 BLEU on the IWSLT
dataset, although it is 0.27 lower on the Europarl
dataset. With n-gram beam search, the improve-
ment is 1.68 BLEU on IWSLT and 1.31 on Eu-
roparl. Our M-DAT is the first non-autoregressive
model to outperform a strong AT baseline in zero-
shot multilingual translation.®

Inference Speed. We compare the inference
speed on the test set of WMT-EFD and present
the results in Table 3. The batch size is set to 1
to mimic the real-world scenario, where the user
requests come one after another (Gu et al., 2018).
As seen, M-DAT with lookahead is about 16 times
faster than the standard autoregressive baseline, and
is about 4 times faster than M-AT with a shallow de-
coder. Compared with Switch-GLAT, M-DAT with
lookahead is about the same efficiency. Admittedly,
M-DAT with beam search is slower, but is still 5.2
times faster than the standard M-AT. In general,
M-DAT obtains a good speed—quality trade-off.

4.3 Analysis

Low-Frequency Words. We analyze the gener-
ated text (on the WMT-EFD test set) of our M-DAT
and Switch-GLAT. We followed Ding et al. (2021),
and computed the percentage of a word being pre-
served in the translated sentence (in the correspond-
ing language); then we grouped the words by their
frequencies in the dataset.” As seen in Figure 2, M-
DAT keeps more low-frequency words, which veri-
fies our motivation to develop a non-autoregressive

%In our experiments, the autoregressive baseline models
are not equipped with PivotBT, as their inefficient inference
(as seen in Table 3) makes the training with back-translation
impractical. In fact, our PivotBT is another way to take advan-
tage of the fast inference of non-autoregressive models.

"We applied the FastAlign alignment tool (Dyer et al.,
2013) to approximate word preservation.

H*

Model Variant Supervised Zero-Shot

1 M-DAT (PivotBT) 29.42 19.35
2 rand-lang & w/o pivot 29.33 18.10
3 src-lang & w/o pivot 29.38 13.78
4 w/o BT 28.55 13.37

Table 4: Ablation study on the IWSLT dataset. The
results are generated with n-gram beam search.

multilingual model without the help of knowledge
distillation. In addition to the BLEU scores, this
result further provides evidence that our M-DAT
has better translation quality than Switch-GLAT.

Ablation Study. Table 4 presents an ablation
study on the pivot back-translation (PivotBT) of M-
DAT using the IWSLT dataset. In addition to Piv-
otBT, we consider 3 variants: 1) M-DAT rand-lang
& w/o pivot, which randomly selects an augmented
source language but does not translate through a
pivot language; 2) M-DAT src-lang & w/o pivot,
which directly back-translates the target sentence
to the language of the source sentence; and 3) M-
DAT w/o BT, which does not augment the training
data with back-translation.

In the supervised setting, we observe that back-
translation improves the performance (Lines 1-3
vs. Line 4), which is consistent with the findings
of previous work (Johnson et al., 2017). Among
back-translation methods, src-lang & w/o pivot per-
forms the worst in the zero-shot setting (Line 3).
We conjuncture that this is because only apply-
ing back-translation to the source language makes
the model focus too much on the supervised direc-
tions, which degenerates the generalization to the
zero-shot setting. On the other hand, our PivotBT
outperforms the direct random back-translation
(rand-lang & w/o pivot) and the source-language
back-translation (src-lang & w/o pivot). This con-
firms that PivotBT provides the model with better-
augmented samples for the zero-shot translation.

5 Conclusion

In this work, we propose M-DAT to tackle non-
autoregressive multilingual machine translation
(MNMT). Our approach leverages the recent di-
rected acyclic Transformer so that we do not need
the knowledge distillation process, which is partic-
ularly inconvenient in the multilingual translation
task. Further, we propose a pivot back-translation
method to improve the robustness. Our M-DAT
achieves state-of-the-art results on supervised and
zero-shot settings for non-autoregressive MNMT.
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6 Limitation

One possible limitation is that our M-DAT obtains
slightly lower BLEU scores compared with autore-
gressive models in the supervised setting. However,
this is not the drawback of this work, as it is un-
derstandable that non-autoregressive models trade
quality with more efficiency. Nevertheless, our
M-DAT outperforms the previous state-of-the-art
NAT approach in both supervised and zero-shot set-
tings, and is easier to be deployed since KD is not
required. Our PivotBT, in principle, can also be ap-
plied to the training of multilingual autoregressive
Transformer (M-AT). However, we do not include
M-AT with PivotBT for two reasons: 1) the main
focus of this research is on the non-autoregressive
Transformer; and 2) the decoding of M-AT is much
slower than our M-DAT, which makes the training
of M-AT with PivotBT impractical.
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Directions Languages Language pairs
WMT-EFZ 6 3 en<>fr, en<>zh
WMT-EFD 6 3 en<«{r, en<>de
WMT-MANY 10 6 en<fr, en<>zh,

en<>de, en<>ro,
ens>ru

Table 5: The translation directions of the WMT-EFD,
WMT-EFZ, and WMT-MANY datasets.

A Datasets

WMT Datasets. WMT-EFZ, EFD, and MANY are
specifically curated for multilingual machine trans-
lation; each is a mix of a few general bilingual ma-
chine translation corpora.® We list the translation
directions of the three datasets in Table 5. As seen,
both WMT-EFZ and WMT-EFD have 3 languages
and 6 translation directions, whereas WMT-MANY
has 5 languages and 10 directions.

We strictly followed Song et al. (2022) for data
preparation, and we set the vocabulary size as 85K
for WMT-EFD and WMT-EFZ, and 95K for WMT-
MANY.

IWSLT Dataset. We followed Liu et al. (2021)
for the IWSLT dataset, and directly obtained the
processed data from their published codebase.’
The vocabulary size of IWSLT is 19K. The IWSLT
test set contains 3 supervised language pairs:
en<ro, ens>it, and en<»nl. Additionally, it con-
tains 3 zero-shot language pairs: ro<it, ro<>nl,
and it<»>nl. The training set for each supervised
direction includes 145K samples.

Europarl Dataset. We further include the Eu-
roparl dataset to evaluate the multilingual capabil-
ity of the proposed method. We followed Liu et al.
(2021) for data preprocessing. The Europarl test
set has 16 supervised directions (containing En-
glish) and 56 zero-shot directions (not containing
English). The translation directions are detailed in
Table 8.

B Settings

Evaluation Metrics. We used BLEU (Papineni
et al., 2002) to evaluate the translation quality.
To ensure a fair comparison with previous work,
we applied two BLEU variants. For the WMT
datasets, we followed Song et al. (2022) and ap-
plied tokenized BLEU. For the IWSLT and Eu-

%The corpora are obtained from the WMT workshop:
https://www.statmt.org/wmt17/

9h’ctps://github.com/nlp-dke/NMTGMinor/tree/
master/recipes/zero-shot

roparl datasets, we followed Liu et al. (2021) and
adopted SacreBLEU (Post, 2018).

We evaluated the latency on a single Tesla V100
GPU with a batch size of 1 to mimic the real-world
scenario where the users’ requests come one by
one. Our evaluation scripts are also available from
the released code.

WMT and Europarl Datasets. We used the
Transformer-base configuration (Vaswani et al.,
2017) as the backbone. To train the model, we
set the batch size such that it contains 64K tokens,
and let the model train for 800K updates. We used
the Adam optimizer. The learning rate was warmed
up to Se-4 using 10K updates, and was annealed
with the inverse square roots scheduler. The back-
translation strength A was set to 0.5. To balance the
sizes of different translation directions, we set the
upsampling ratio to 1/3. Since the validation set
only contains supervised directions for the IWSLT
dataset, we further applied the regularization on the
encoder representations (Arivazhagan et al., 2019)
to prevent overfitting to the supervised directions.

Following the setting in most non-autoregressive
machine translation studies (Gu et al., 2018; Gu
and Kong, 2021; Song et al., 2022; Huang et al.,
2022a), we evaluated both AT and NAT models by
averaging the weights of the best 5 checkpoints,
which were selected by their BLEU scores on the
validation set.

For the neural architecture, both our M-DAT and
the M-AT with the standard layout have 6 encoder
layers and 6 decoder layers. The shallow-decoder
M-AT has 12 encoder layers and 1 decoder layer.

IWSLT dataset. Most of the settings for IWSLT
are the same as those for the WMT and Europarl
datasets, but we made some adaptations. Since the
IWSLT dataset is smaller, we set the batch size to
32K tokens. Further, we followed Liu et al. (2021),
and set the number of encoders and decoders to 5
for our M-DAT and the M-AT with the standard lay-
out. On the other hand, the M-AT with the shallow-
decoder layout M-AT has 10 encoder layers and 1
decoder layer.

C Detailed Results

We list the per-direction BLEU scores of the three
WMT datasets in Table 6, IWSLT in Table 7, and
Europarl in Table 8.

As seen, our M-DAT is only slightly outper-
formed by M-AT (Johnson et al., 2017), and the
gap is small. However, our M-DAT outperforms
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Supervised Setting AVG en-it en-nl en-ro it-en nl-en ro-en

M-AT w/ standard layout  30.0 32.7 290 244 346 298 295

M-AT w/ shallow decoder 30.0 32.7 29.0 244 34.6 298 29.5

Residual M-AT 207 326 291 239 338 29.6 293

M-DAT w/ lookahead 28,6 308 27.6 223 333 293 282

w/ n-gram beam search  29.4  32.1 284 230 340 30.0 29.0

Zero-Shot Setting AVG it-en itro nl-it nl-ro ro-it ro-nl

M-AT 12.87 133 123 134 11.7 142 123

M-AT 12.87 133 123 134 11.7 142 123

Residual M-AT 17.67 182 173 183 152 198 17.2

M-DAT w/ lookahead 18.53 20.0 17.8 193 153 209 179

w/ n-gram beam search 19.35 20.6 18.6 20.3 16.0 21.8 18.8

Table 6: BLEU scores on the IWSLT dataset.

Model AVG en-fr fr-en en-de de-en AVG en-fr fr-en en-zh zh-en
M-AT w/ standard layout | & | 34.57 4230 37.88 25.85 32.23 | N | 31.15 42.14 37.64 21.02 23.80
M-AT w/ shallow decoder E 34.19 42.19 37.39 2622 30.96 E. 30.87 42.15 37.92 2144 2198
Switch-GLAT EI 33.34 40.81 36.00 25.27 31.29 E 29.76 40.54 3648 19.47 2255
M-DAT w/ lookahead = 33.72 41.81 37.69 24.00 3131 | |3039 41.23 3696 2046 22.90
w/ n-gram beam search 33.83 41.54 37.84 2423 31.70 30.55 41.12 37.34 20.87 22.85
WMT-MANY AVG en-de de-en en-fr fr-en en-ro ro-en en-ru ru-en en-zh zh-en
M-AT w/ standard layout  30.36 24.67 32.16 41.67 38.00 32.86 35.65 24.22 3047 20.66 23.27
M-AT w/ shallow decoder 29.19 2541 31.38 41.98 37.88 30.18 34.16 21.87 2692 20.90 21.27
Switch-GLAT 28.47 24.18 3049 3947 3630 3193 3240 24.16 2833 1625 21.23
M-DAT w/ lookahead 28.69 2348 3030 40.78 36.76 30.77 34.83 20.14 2830 19.61 2194
w/ n-gram beam search  29.73 2391 31.52 41.12 37.63 32.11 3544 2145 30.09 20.60 23.42

Table 7: BLEU scores on three WMT datasets.

Switch-GLAT in most of the language directions

on the WMT datasets.

Moreover, our proposed M-AT outperforms the
strong Residual M-AT model (Liu et al., 2021) on
all zero-shot translation directions of the IWSLT
dataset and of most of the zero-shot directions of

the Europarl dataset.
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Direction M-AT w/ standard layout M-AT w/ shallow decoder Residual M-AT M-DAT w/ lookahead M-DAT w/ n-gram beam search

da-en 38.5 37.6 37.9 38.4 38.1

de-en 36.3 35.4 35.4 35.8 36

en-da 36.5 35.5 36.3 34.7 359
en-de 28.6 27.7 27.8 26.8 28.1

en-es 43.0 42.1 422 41.7 429
en-fi 21.9 20.5 21.5 19.8 22

en-fr 38.8 38 37.8 37.2 39

en-it 333 32.7 32.7 31.7 33.2
en-nl 30.0 28.6 29.5 28.8 30.0
en-pt 393 37.9 38.3 37.7 38.8
es-en 43.2 43.0 42.6 42.7 42.1

fi-en 32.7 31.4 32.3 32.6 32.7
fr-en 38.5 38.2 38.1 38.8 38.6
it-en 36.6 36.3 36.3 36.1 36.0
nl-en 34.5 333 33.6 34.1 34.3
pt-en 40.9 41.0 40.5 40.4 40

Average 35.79 34.95 35.18 34.83 35.48
da-de 15.2 9.8 23.85 23.5 25.1
da-es 28.1 14.8 31.08 31.7 333
da-fi 133 8.1 17.77 15.9 18.4
da-fr 22.0 13.0 28.58 28.6 30.8
da-it 18.4 10.6 26.17 25.0 26.8
da-nl 18.3 8.8 24.24 25.1 26.6
da-pt 24.6 11.0 28.57 28.6 30.1
de-da 8.7 5.4 26.58 27.8 29.8
de-es 21.8 9.8 29.65 31.1 32.8
de-fi 8.9 5.0 19.02 15.3 17.5
de-fr 15.7 8.6 29.2 28.5 30.4
de-it 15.2 6.8 26.27 24.3 26.0
de-nl 17.7 4.9 25.42 25.5 271
de-pt 15.4 6.7 28.83 28.0 29.7
es-da 11.2 5.7 29.02 29.5 30.7
es-de 12.0 5.5 24.85 23.5 24.6
es-fi 9.0 5.7 20.28 17.0 19.0
es-fr 26.2 11.1 33.47 34.2 35.8
es-it 19.5 9.0 31.55 29.6 31.0
es-nl 13.7 49 25.3 259 271
es-pt 239 9.8 34.24 35.5 36.9
fi-da 9.8 5.8 24.45 24.2 26.1
fi-de 9.2 59 20.4 19.1 20.9
fi-es 15.2 9.8 28.74 27.6 29.2
fi-fr 12.9 7.8 25.27 252 27.0
fi-it 9.3 6.5 24.37 21.5 23.1

fi-nl 11.3 5.0 20.95 21.2 229
fi-pt 12.9 6.4 25.78 24.9 26.6
fr-da 9.8 7.4 25.57 26.9 28.6
fr-de 12.9 6.9 22.08 222 23.7
fr-es 26.8 14.2 32.83 35.5 36.9
fr-fi 9.9 7.1 15.56 15.4 17.5
fr-it 19.5 12.5 28.18 28.8 30.4
fr-nl 14.6 6.2 24.33 24.6 26.5
fr-pt 20.8 10.1 30.01 32.7 34.0
it-da 9.4 4.7 24.62 25.5 26.8
it-de 10.5 5.1 21.75 20.5 21.9
it-es 222 10.1 31.99 33.6 34.6
it-fi 8.6 4.7 17.45 14.6 16.7
it-fr 22.1 9.9 30.77 31.8 33.2
it-nl 12.5 4.5 22.71 232 24.8
it-pt 16.7 79 29.8 30.4 321
nl-da 14.3 6.8 27.97 26.5 28.0
nl-de 13.8 6.9 25.1 22.6 24.1

nl-es 21.9 13.6 29.78 29.7 314
nl-fi 9.0 5.7 17.19 14.6 16.2
nl-fr 19.4 10.7 27.12 27.7 29.4
nl-it 16.4 8.9 24.79 23.4 25.1

nl-pt 18.2 9.2 27.57 26.9 28.4
pt-da 11.9 6.1 26.8 28.2 29.3
pt-de 11.5 6.3 24.42 22.4 23.7
pt-es 28.1 13.2 36.41 37.2 38.2
pt-fi 9.8 59 17.26 16.4 18.3
pt-fr 25.0 12.3 33.03 34.1 35.0
pt-it 19.2 9.7 29.96 29.5 30.3
pt-nl 12.8 5.4 24.25 25.5 26.4
Average 15.84 8.11 26.13 25.86 27.44

Table 8: BLEU scores on the Europarl dataset.
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