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Abstract

Retrieval-augmented generation models aug-
ment knowledge encoded in a language model
by providing additional relevant external knowl-
edge (context) during generation. Although it
has been shown that the quantity and quality
of context impact the performance of retrieval-
augmented generation models during inference,
limited research explores how these character-
istics affect model training. This paper ex-
plores how context quantity and quality dur-
ing model training affect the performance of
Fusion-in-Decoder (FiD), the state-of-the-art
retrieval-augmented generation model, in ex-
tractive open-domain question answering tasks.
Experimental results suggest that FiD mod-
els overfit to context quality during training
and show suboptimal performance when eval-
uated on different context quality. Through
the experimental results, we also reveal FiD
models trained with different context quality
have different cross-attention distribution pat-
terns. Specifically, as context quality during
training increases, FiD models tend to attend
more uniformly to each passage in context. Fi-
nally, based on these observations, we propose
a method to mitigate overfitting to specific con-
text quality by introducing bias to the cross-
attention distribution, which we demonstrate to
be effective in improving the performance of
FiD models on different context quality.

1 Introduction

Recently, large-scale pre-trained language mod-
els have achieved impressive performance in the
field of Natural Language Generation, which in-
cludes tasks that require real-world knowledge,
e.g., closed-book question answering and common
sense reasoning (Brown et al., 2020). However,
these models are still prone to generate factually
incorrect outputs known as hallucinations (Ji et al.,
2023), particularly when dealing with rare entities
(Mallen et al., 2023). Also, they cannot handle new

information that arises after their training phase
(Kasai et al., 2022).

In order to address these challenges, retrieval-
augmented generation models have been recently
proposed (Izacard and Grave, 2021b; Lewis et al.,
2020). These models draw inspiration from
retrieval-based extractive open-domain question
answering methods (Chen et al., 2017) and uti-
lize additional relevant external knowledge (e.g., a
Wikipedia article about an entity in a given ques-
tion) during generation to augment knowledge en-
coded in a language model. Retrieval-augmented
generation models have demonstrated effectiveness
in knowledge-intensive tasks (Petroni et al., 2021)
such as question answering and fact checking (Hof-
stétter et al., 2022), and have been reported to re-
duce hallucinations in dialogue tasks (Shuster et al.,
2021).

The external knowledge given to the models is
called a context, and it is usually obtained through
information retrieval systems (Lin et al., 2022).
Multiple passages, typically up to 100, are of-
ten used collectively as a single context to en-
sure the high recall of relevant information. This
strategy addresses the limitations of retrieval sys-
tems, which may return irrelevant passages and fail
to capture relevant information in the top results.
When dealing with contexts composed of multiple
passages, we can define their quantity (the number
of passages in the context) and quality (the pro-
portion of relevant passages in the context). Since
the context quantity and quality vary depending
on model configuration or application, e.g., the
performance of the retrieval system and the com-
putational resources available, understanding how
these characteristics impact the model performance
becomes an important research question.

Indeed, during the inference phase, it has been
shown that the quantity and quality of contexts im-
pact the performance of retrieval-augmented gen-
eration models. For example, Izacard and Grave
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(2021b) showed that increasing the number of top-
ranked retrieved passages used as a context during
inference improves the performance of their model
in the question answering task, and Weller et al.
(2022) found that the model prediction is distracted
more strongly as the proportion of conflicting mis-
information in the context increases.

However, regarding the training phase, it is not
yet fully understood how these context characteris-
tics impact the performance of the trained models.
Limited research suggests that increasing the num-
ber of retrieved passages used as a context during
training improves question answering performance
(Izacard and Grave, 2021b) and reduces memo-
rization (Chen et al., 2022). Still, the impact of
quantity and quality of contexts is mixed in these
studies, as relevant passages are typically biased
towards higher rank in the retrieval result, and sim-
ply increasing the number of top-ranked passages
changes both the quantity and quality of the con-
text.

In this paper, we focused on extractive open-
domain question answering tasks and investigated
the impact of context quantity and quality on
the training of Fusion-in-Decoder (FiD) (Izac-
ard and Grave, 2021b), a state-of-the-art retrieval-
augmented generation model. We demonstrate that
context quality during training affects the perfor-
mance of the trained model. As far as our knowl-
edge, this work is the first attempt to explicitly
control context quality and investigate its effect on
training of retrieval-augmented generation models.

Key insights obtained through our experiments
are as follows:

* FiD models overfit to context quality during
training, resulting in deteriorated performance
when evaluated on a different quality of con-
text.

* FiD models overfit less to context quantity
compared to context quality.

* FiD models trained with different context
qualities show different patterns of cross-
attention probability. As context quality dur-
ing training increases, the trained models tend
to attend more uniformly to each passage in
context and vice versa.

Based on these observations, we propose a
method to mitigate the overfitting of a trained FiD
model to specific context quality without additional

training by controlling the selectivity of its cross-
attention distribution. We present an empirical anal-
ysis demonstrating the proposed method’s effective-
ness in improving the performance of a trained FiD
model when deployed in environments with differ-
ent context quality than those used during training.

2 Experimental Setup

In this section, we describe the task (§2.1) and
model architecture (§2.2) used in our experiments,
and we define quality and quantity that we used in
this paper (§2.3, 2.4).

2.1 Task and Dataset

This study focuses on the extractive open-domain
question answering task, where models have to
extract answers from retrieved documents. We con-
ducted experiments on two standard benchmark
datasets of the task:

e Natural Questions (Kwiatkowski et al.,
2019) contains questions submitted to Google
Search engine. We use the open-domain ver-
sion of this dataset presented by Lee et al.
(2019).

* TriviaQA (Joshi et al., 2017) contains ques-
tions authored by trivia enthusiasts. Following
Lee et al. (2019), we use the unfiltered set of
the dataset.

For each dataset, following (Izacard and Grave,
2021b), we used top-100 passages retrieved by
DPR (Karpukhin et al., 2020)!. As an evalua-
tion metric, we computed the exact match (EM)
between a ground-truth answer and predicted an-
swer generated by greedy decoding”. We evaluated
the performance on the development set of each
dataset.

2.2 Model

In our experiments, we focused on Fusion-in-
Decoder (FiD) (Izacard and Grave, 2021b), a state-
of-the-art architecture for retrieval-augmented gen-
eration model. FiD is extended from sequence-to-
sequence models, such as T5 (Raffel et al., 2020),
and consists of a Transformer encoder F and de-
coder D (Vaswani et al., 2017).

'The retrieved passages were obtained from the published
dataset at https://github.com/facebookresearch/FiD.

%If a question has multiple ground-truth answers, EM is
computed as one if the predicted answer matches any one of
the ground-truth answers.
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Given a question ¢ and its context ¢ = {p; })¥,,
where p; is the ¢-th passage of the context, a FiD
model converts each passage p; to p; by a template
"question: {q} title: {t} context: {c}".
Here, {q}, {t}, and {c} are respectively replaced
by g, the title of p;, and the main text of p;. Then, a
FiD model independently encodes each converted
passage p; by the encoder E and feeds their con-
catenation to the decoder D to get predicted answer
a as follows:

o= D(EG) - EG). ()

We followed standard practice and trained FiD
models by minimizing a cross-entropy loss of a
ground-truth answer. As the position of a passage
is not considered while encoding, the prediction
of a FiD model is insensitive to the order of the
passages. Thus we did not perform any special
shuffling or ordering of the passages during training
and evaluation. We used t5-base’ (Raffel et al.,
2020) to initialize the model. See Appendix A
for other implementation details of training and
inference of FiD models.

2.3 Relevant and Irrelevant Passage

In this paper, we adopt the same definition of rel-
evant and irrelevant passage as in Li et al. (2022).
More specifically, a passage is relevant to a ques-
tion if it logically entails an answer to the question,
and it is irrelevant if it does not.

However, in our open-domain setting, no ground-
truth annotation of passage relevance exists for Nat-
ural Questions and TriviaQA. As discussed by Li
et al. (2022), a simple rule that determines a pas-
sage that contains a ground-truth answer as a rele-
vant passage is insufficient to filter out irrelevant
passages that contain the answer but do not entail
the answer. Since accurately determining whether
a passage is relevant or not is crucial for estimat-
ing context quality, we applied an additional rule
to extract relevant passages. We fed a pair of a
question and a passage to a pre-trained question an-
swering model*, and deemed the passage relevant
if the predicted answer matched a ground-truth an-
swer to the question®. Following Li et al. (2022),

Shttps://huggingface.co/t5-base

“To annotate a passage of a question ¢ in dataset D, we
used FiD models trained on a subset of D that did not contain
q. See Appendix C for more details.

SWe discarded those passages that contained a ground-truth
answer but did not pass the additional filter, and we did not
use those passage in our experiments.

we considered a passage that did not contain any
ground-truth answers to the question as irrelevant.

We respectively denote the set of relevant and
irrelevant passages of question ¢ by R(q) and R(q),
and we omit (¢) when it is not necessary.

2.4 Context Quality and Quantity

For a question ¢ and a context ¢ = {p;}}¥, of N
passages, we define context quality and quantity as
follows:

* Context quality is defined as the proportion
of passages in c that is relevant to gq, i.e. %.

* Context quantity is the number of passages
inc,ie. N.

3 Case Studies

In this section, we describe our experiments to
investigate how context quantity and quality dur-
ing training affect the performance of FiD mod-
els. Throughout the experiments in this section,
we created various training and evaluation environ-
ments with controlled context quantity or quality
by sampling n™" relevant passages from R(q) and
n~ irrelevant passages from R(q) for each ques-
tion ¢, without replacement®. In the rest of this
paper, we define n = n* + n~ as the number of
total passages and k = Z—; as the ratio of irrelevant
passages to relevant ones. We will use subscripts
‘train and -eya1 respectively to denote the values of
training and evaluation environments if required.

3.1 Effect of Context Quality during Training

Setting: To investigate the effect of context quality
during model training, we created training and eval-
uation environments with the same context quan-
tity but different context qualities. More specifi-
cally, for each total number of passages (i.e., con-
text quantity) n in {10,25,60}, we varied the
value of n* among {1,2, 3} (Natural Question) or
{1,2,3,5,10} (TriviaQA) to obtain environments
with different context qualities.

Result: Figure 1 shows the performance of mod-
els with different training context qualities’. We
can obtain the following observations from the fig-
ure: (i) For a given evaluation context quality, mod-
els trained with similar context quality showed the

See Appendix B for more details of the experimental
design.

"See Figure 6,7 and Table 7,8 in Appendix D for full
results.
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Figure 1: Performance of FiD models on Natural Questions with varying training context quality. Panels represent
different evaluation environments with different (njval, Teval) Pairs, and a red dashed line shows the context quality
of the corresponding evaluation environment. Red stars represent the best-performed models in the corresponding
evaluation environments. Dotted lines show models trained on the same context quantity -

highest performance. (ii) There was a trend of
monotonically decreasing performance as training
context quality deviated further from evaluation
context quality. (iii) Difference of context quantity
had a negligible impact in the above trends.

Insight: FiD models overfit to context quality
during training, and suboptimal performance can
be obtained when evaluated on different context
qualities.

3.2 Effect of Context Quantity during
Training

Setting: To investigate the effect of context quan-
tity during model training, we created training
and evaluation environments with the same con-
text quality but different context quantities. More
specifically, for each ratio k£ among {1,5,20},
we varied the value of n among {1,2,3} (Nat-
ural Questions) or {1, 2, 3,5,8,10} (TriviaQA) to
change context quantity®.

Result: Figure 2 shows the performance of mod-
els with different training context quantities’. As
can be seen in the figure, the influence of context
quantity on model training was generally less sig-
nificant than that of context quality (§3.1). How-
ever, we observed a more significant influence for
smaller K,in (higher context quality) in compar-
ison to larger ky.in (lower context quality), espe-
cially in the cases where the training context quan-
tity was small. One possible explanation for this
behavior is that the impact of noise in the anno-
tation of relevant (or irrelevant) passages disturbs
the actual context quality, and this effect is magni-

8Since target questions were only guaranteed to have at
least 64 irrelevant passages, we did not conduct experiments
in environments with kn* > 64.

?See Figure 8, 9 and Table 9, 10 in Appendix D for full
results.

fied in such cases due to limited context quantities.
Nevertheless, our experiments did not reveal a con-
sistent trend in performance changes due to varying
context quantity. Hence, the results indicate that
context quantity’s influence is relatively insignifi-
cant compared to context quality’s.

Insight: Training context quantity has less influ-
ence on model performance compared to context
quality.

3.3 Effect of Mixed Context Quality during
Training

Generally, in practical uncontrolled settings, a train-
ing dataset for FiD models may consist of ques-
tions with different context qualities. Thus, we
conducted experiments with mixed context quali-
ties to investigate whether a similar overfitting phe-
nomenon occurs for a training dataset with multiple
context qualities.

Setting: We created three environments for each
dataset. Specifically, context quantity was set to
n = 10, and n* was varied among {1, 2, 3} for
Natural Questions, and context quantity was set to
n = 25, and n was varied among {2,5,10} for
TriviaQA. Then, we uniformly mixed each subset
of the three environments and trained FiD models
in each of them'?. Performance in a mixed environ-
ment was computed by averaging the performance
in each constituting environment.

Result: Table 1 shows model performance for
each pair of training and evaluation environment in
Natural Questions'!'. High scores at diagonal ele-
ments of the table show that the models performed
best or as well as the best model when they were

"We mixed environments by randomly selectig the value
of n and sampling passages accordingly for each question
and training step.

See Table 5 for the result in TriviaQA.
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Table 1: Performance of FiD models trained in each
mixture of environments on Natural Questions. The
color intensity indicates the relative performance within
the same evaluation mixture of environments (column).
Checkmarks indicate which environment included in
each mixture.

o) | 1] v v
W) |2 v ’ v
3 v v v v
1 2 3
v 698 829 886 857 792 764 804
v 650 855 922 889 78.6 753 809
v 539 834 93.0 882 735 687 768
v v 623 852 925 88.8 774 737 80.0
v v 69.1 84.0 90.0 87.0 79.5 76.5 81.0
v v 69.7 839 89.6 86.8 79.6 768 8l.1
v v v 683 84.6 90.7 87.6 79.5 764 812

evaluated in the same mixture of environments as
one in training. For example, the models trained in
the uniform mixture of all environments performed
best only when they were evaluated on the same
mixture. It suggests that covering all context qual-
ities during evaluation is insufficient for optimal
performance, and the distribution of the context
qualities also matters to the performance.

Insight: FiD models overfit to the distribution
of context qualities during training.

3.4 Effect of Context Quality during Training
on Model’s Cross-attention

As we discussed in §3.1, FiDs trained on differ-
ent context qualities may overfit to each quality,
and they perform differently in the same evaluation
environment. We hypothesize that overfitting to
different context quality occurs due to changes in
how a model selects relevant passages since lower
context quality may force the model to concen-
trate more on selecting passages and vice versa.
Thus, as a first step to investigate which aspect of
model inference is affected by different context
qualities during training, we analyzed how patterns

of cross-attention varied among FiD models trained
on different context qualities (§3.4.1). Then, we
conducted intervention experiments to validate that
different patterns of cross-attention explain part of
the overfitting to context quality (§3.4.2).

3.4.1 Investigation on Patterns of
Cross-attention Probability

Setting: We denote cross-attention probability
from the /-th decoder token to the j-th token of
the ¢-th input passage p; at the k-th decoder layer

(k)

by Cijl - Following (Izacard and Grave, 2021a), we

computed cross-attention probability from the first
(k)

ijl
cross-attention probability 6§k) =2 cg? for each
passage p;.

We conducted the following two analyses:

decoder token, c; .7, and we computed aggregated

(i) We analyzed how much cross-attention prob-
ability was allocated to relevant passages at
each layer, i.e., 3 ;e q;,, &k

pi€R} ~i

(il) We analyzed the difference between the dis-

tribution of cross-attention probability to rel-

evant passages, i.e., {égk) li € R}, and that to
irrelevant passages, i.e., {él(k)|z' € R}.

We focused our analyses on FiD models trained
for Natural Questions in §3.1 with the follow-
ing settings: (n,n™) € {(10,1),(10,2), (10, 3)}.
Note that these models were trained with the same
context quantity but different qualities. We ana-
lyzed these models in two evaluation environments
of Natural Questions with the following settings:
(nt,n") € {(3,7),(3,57)}.

Result: Table 2 shows the cross-attention prob-
ability that was allocated to relevant passages at
each layer (Analysis (i)). As shown in the table, in
both evaluation environments, FiD models trained
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Figure 3: Distribution of cross-attention probability to each relevant or irrelevant passage at Layer 9. A similar trend
can be seen in other higher layers. Red vertical dashed lines represent uniform cross-attention probability, i.e., % if

context quantity is V.

Table 2: Cross-attention probability allocated to relevant
passages at each layer. High and Low respectively
represent high and low context quality.

Evaluation environment (n™,n ™)

3.7 3.57)
High Low
Training environment (n,n") = (10,n™")
N 3 2 1 3 2 1
n High Low  High Low

Layer 1 31.5 31.9 31.0 54 5.5 53
Layer 2 31.8 323 32.1 54 5.6 5.6
Layer 3 33.7 34.5 33.6 6.1 6.3 6.0
Layer 4 325 334 323 5.7 6.0 5.7
Layer 5 324 33.7 333 5.6 6.0 6.0

Layer 6 339 354 362 6.1 6.6 7.2
Layer 7 41.1 456 474 8.5 10.7 13.7
Layer 8 40.8 44.1 45.8 8.6 10.3 13.2
Layer 9 474 519 563 11.3 15.1 218
Layer 10 48.2 529 555 10.8 139 204
Layer 11 45.6 498 534 10.1 126  19.0
Layer 12 39.1 412 429 9.5 114 157

with lower context quality attended more strongly
to relevant passages, especially at higher layers that
are closer to the output layer!.

A similar trend is also observed in Figure 3 that
shows the distribution of cross-attention probability
to a relevant or irrelevant passage for each model
(Analysis (ii)). Models trained with lower context
quality showed more long-tailed distribution for
relevant passages, and there was a more significant
difference between the distribution for relevant and
irrelevant passages, which suggests they are trained
to attend more selectively to relevant passages. On
the contrary, the distribution is relatively closer to
uniform distribution for models trained with higher
context quality.

We conjecture that this excessive selectivity of
models trained in a low-quality environment may

2The result may also suggest that a function to select rele-
vant passages is learned at higher layers, which are consistent
with the claims made by Tenney et al. (2019) that higher layers
capture task-specific information.

explain their relatively lower performance in a high-
quality environment (§3.2), because such excessive
selectivity makes the model overlook necessary in-
formation in ignored relevant passages and, as a
result, fail to correctly answer the questions. It may
be the case that, when evaluated in a high-quality
environment (i.e., where the majority of passages
are relevant to the question), it is more optimal for
the model to examine all passages more uniformly
without being overly selective. This claim is empir-
ically supported by the result of our experiments in
§4.2.

Insight: FiD models trained with different con-
text quality show different levels of selectivity w.r.t.
allocation of cross-attention probability. Models
trained with lower context quality attend more se-
lectively to relevant passages.

3.4.2 Intervention Experiment

Results in §3.4.1 suggests that overfitting of FiD
models to different context quality is due to dif-
ferent level of selectivity of their cross-attention.
We validate this claim by intervening on the cross-
attention probability of these models during infer-
ence.

Setting: We intervened on the cross-attention
probability of FiD models so that the ratio of cross-
attention probability to a relevant passage p; € R
and an irrelevant passage p; € R to be r for all
layers. Intuitively, the model completely ignores
irrelevant passages when r = 0, whereas the model

attends uniformly to all passages when r = 1.
More specifically, for each decoder layer k, we
converted original cross-attention probability cg?l)
into intervened version ¢/ Ef) as follows:
1(k) wl” (k)
Ciji = : &) it > (2)
i’ Cijil
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Figure 4: Model performance under intervention on
cross-attention probability. "No" represents a setting
without intervention.

where wgk) = m# if p, € R and wl(k) =

T il pi € R. We selected r from {1, 0.1, 0}
and conducted experiments in the same models and
evaluation environments as in §3.4.1.

Result: Figure 4 shows model performance with
and without intervention on cross-attention proba-
bility. In both evaluation environments with lower
and higher context quality, the difference in the
performance of the models decreased, and the inter-
vention mitigated the effect of overfitting to context
quality.

Insight: The result suggests that the difference
of cross-attention probability as described in §3.4.1
is one element that explains the overfitting of FiD
models to context quality.

4 Adapting Models to Different Context
Quality

While FiD models overfit to context quality during
training as shown in §3, it is not desirable to train
a dedicated model for each target environment that
has potentially different context qualities from each
other. Thus, in this section, we propose a method
to mitigate the effect of overfitting and adapt an
already trained FiD model to an environment with
different context quality.

4.1 Proposed Method

Based on the insights in §3.4 that shows the over-
fitting to context quality occurs due to the differ-

ent levels of selectivity to relevant passages, we
propose to change sharpness of distribution of
cross-attention probability during inference. More
specifically, we introduce temperature parameter T’
(T' > 0) and compute total cross-attention probabil-
ity from the /-th decoder token to the ¢-th passage
at the k-th layer as follows:

wz(lk) = (softmax {log(zj 1)

4 . log(Z%Csz)D

3

Then, we use Equation (2) to convert cross-
attention probability as in §3.4.2'3. Intuitively,
the model attends more uniformly as 7" becomes
larger, which simulates the overfitting effect of a
FiD model trained with higher context quality and
vice versa.

Note that our proposed temperature parameter
does not change the set of input passages and can
be tuned complementary with other existing hyper-
parameter that changes the set of input passages,
e.g., the number of input passages.

4.2 Experiment

To validate the effectiveness of our proposed
method, we adapted models trained in §3.1 by
the proposed method and evaluated their perfor-
mance on evaluation environments with different
context qualities where n:val = 3 and neyy €
{10,25,60}. Since the temperature parameter
T has to be tuned, we conducted 2-fold cross-
validation. Specifically, we split the evaluation data
into two folds and searched optimal temperature
parameter 7™ € {0.125,0.25,0.5, 1,2, 4, 8} based
on the EM score on one fold, and then, we used a
model adapted with 7™ to evaluate performance on
the other fold'#.

Figure 5 shows the performance of FiD mod-
els with and without adaptation by the proposed
method'. As shown in the figure, the proposed
method improved the performance of the models in
environments with different context qualities com-
pared to those during training, and it reduced the

effect of overfitting to context quality. Also, T™
BWe use wglk) instead of w£k> in Equation (2) when decod-
ing the [-th token. Note that the cross-attention probability is
sequentially computed for each decoder token during infer-
ence.

14We used the single temperature parameter T for all ques-
tions in a fold instead of using a different temperature param-
eter for each question. Predicting the optimal temperature
parameter for each input question is an interesting direction
of future works.

13See Figure 10 in Appendix D for the result in TriviaQA.
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Figure 5: Top panels: Performance of FiD models on Natural Questions with adaptation by the proposed method
(solid lines) and without adaptation (dotted lines). Bottom panels: Optimal temperature parameter 7 selected for
each model. Multiple 7 were selected for some context qualities, i.e., training environments, because we selected
T* for each of the three models trained with different random seeds for each training environment.

Panels represent different evaluation environments with different (njval, TNeval) pairs, and a red dashed line shows the
context quality of the corresponding evaluation environment.

increased in the case of lower context qualities dur-
ing training, and vice versa, which corroborates
our finding that more uniform cross-attention, cor-
responding to higher 7% , is effective when context
quality in evaluation is higher than one in training.

5 Related Works

Retrieval-augmented Generation Models: Lewis
et al. (2020) introduced retrieval augmentation ap-
proach, firstly originating in the field of extrac-
tive open-domain question answering (Chen et al.,
2017), to sequence-to-sequence models and vali-
dated its effectiveness in knowledge-intensive tasks.
Contemporary work by Min et al. (2020) applied
the retrieval augmentation approach to the task
of ambiguous question answering. Izacard and
Grave (2021b) proposed Fusion-in-Decoder (FiD),
in which each retrieved passage is independently
encoded and then jointly input to the decoder. FiD
achieves high scalability for the number of pas-
sages and effectively aggregates information by
jointly using all passages in the decoder.

Recently, the retrieval-augmented language gen-
eration approach has received attention, including
its incorporation into the language model pretrain-
ing (Borgeaud et al., 2022; Izacard et al., 2022;
Zhang et al., 2022b), dialogue generation (Komeili
et al., 2022), and code generation (Parvez et al.,

2021). The approach has also been shown effec-
tive in improving inference of pre-trained language
models (e.g., GPT-3 (Brown et al., 2020)) without
additional training (Lazaridou et al., 2022; Mallen
et al., 2023). For a comprehensive survey on this
evolving field, refer to (Yu et al., 2022).

Effect of Context Characteristics on Retrieval-
augmented Models: Several studies have investi-
gated how context characteristics affect inference
of retrieval-augmented generation models. For ex-
ample, increasing the number of top-ranking pas-
sages used as the context has been found to im-
prove performance in question answering (Izacard
and Grave, 2021b) and response/prose generation
(Zhang et al., 2022b), while a higher proportion
of false information in the context degrades perfor-
mance in question answering (Weller et al., 2022)'6.
Liu et al. (2023) found that the performance of
language models on multi-document question an-
swering is influenced by the position of a relevant
document.

However, limited knowledge is available regard-
ing the impact of context characteristics on the
training of retrieval-augmented geneartion mod-
els. Notably, a few existing research suggest that
the model performance in question answering im-

Dy et al. (2022) reported similar results in fact verification,
while their focus is not on language generation models.
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proves by providing more top-ranking passages
during training (Izacard and Grave, 2021b) or by
randomly masking top-ranking passages during
training (Zhang et al., 2022a), and that the model’s
memorization behavior is reduced by increasing
recall of relevant information in the context during
training (Longpre et al., 2021; Chen et al., 2022).

6 Conclusion

In this paper, we investigate how context quality
and quantity affect the training of FiD models in ex-
tractive open-domain question answering tasks. We
show that FiD models tend to overfit to the context
quality during training, resulting in degraded per-
formance when evaluated in environments with dif-
ferent context qualities. Additionally, our research
reveals that the overfitting to context quality is par-
tially explained by different patterns in the model’s
cross-attention probability. Based on these obser-
vations, we propose changing the selectivity of the
cross-attention probability to mitigate the effect of
overfitting to context quality. The results of this
paper suggest a broad spectrum of future work, in-
cluding more sophisticated adaptation methods and
investigations of the effect of other context char-
acteristics on the training of retrieval-augmented
generation models.

7 Limitations

In this study, we investigated how the quality and
quantity of context affect the training of FiD mod-
els in extractive open-domain question answering
tasks. Our experiments revealed for the first time
that context quality significantly impacts FiD mod-
els’ training and that FiD models tend to overfit
to context quality of the training data. The impli-
cations of our findings suggest that various con-
text characteristics similarly affect the training of
retrieval-augmented generation models, potentially
leading to issues such as overfitting.

However, our experiments have several limita-
tions that reduce the generalizability of our find-
ings:

Task: Firstly, in this paper, we only focused on the
extractive open-domain question answering
task, and it is unclear whether similar results
can be obtained in other tasks such as dialogue
generation, fact verification, code generation,
and summarization.

Model Architecture: Secondly, our analysis only
targeted FiD models, and it is unclear whether
different architectures such as RAG (Lewis
et al., 2020) and Internet-augmented language
models (Lazaridou et al., 2022) produce simi-
lar results. Also, it is an interesting direction
of future work to conduct similar investiga-
tions on non-generative retrieval-augmented
models such as FiE (Kedia et al., 2022).

Model Size: Thirdly, our experiments are focused
on only t5-base, and it is unclear how scaling
model size changes the behavior of overfitting
to context quality.

Characteristic of Context: Lastly, coverage of
our analysis is limited to quality and quan-
tity, and further research is required to investi-
gate the effect of other context characteristics.
For example, in the field of extractive ques-
tion answering, it has been shown that models
may overfit to answer positions in the con-
texts (Ko et al., 2020), be misled by adversar-
ially inserted sentence (Jia and Liang, 2017,
Jiang and Bansal, 2019), and be susceptible to
whether an answer is in the most similar sen-
tence in the context (Sugawara et al., 2018).
These findings suggest that those context char-
acteristics may also affect retrieval-augmented
generation models.

Other than that, our experiments involved the
automatic annotation of relevant and irrelevant pas-
sages, which may limit the accuracy of our analysis.
Future studies should incorporate human annota-
tion to ensure the high quality of the annotation.
Also, passages with similar relevant information
can impact models differently due to qualitative
factors such as readability and writing style. Nev-
ertheless, as quantitatively evaluating these factors
poses challenges, our study did not conduct a fine-
grained analysis regarding these aspects.
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A Implementation Details

A.1 Training and Evaluation Data

We trained FiD models with the original train set
of each dataset, and we further split the original
train set into D,y for training and Dye, for evalu-
ating performance during training. To train models
in a strictly extractive task environment, we ex-
cluded questions for which no retrieved passage
contained any of their ground-truth answers. For
evaluation, we used the original development set
of each dataset as evaluation data Dey,. For a fair
comparison, we used the same set of questions
with at least 3 (Natural Questions) or 10 (Trivi-
aQA) relevant passages and at least 64 irrelevant
passages during training or evaluation. Statistics of
the datasets are shown in Table 3.

A.2 Details of FiD Training and Inference

Our model implementation of FiD, including
the loss function for training, is based on the
official implementation by Izacard and Grave
(2021b)!7. For both training and inference, we used
transformers (Ver. 4.23.1) (Wolf et al., 2020).
We trained the models with Seq2SeqTrainer pro-
vided in transformers. Hyperparameters for
Seq2SeqTrainer used in our experiments are
listed in Table 4 and other hyperparameters were
set to default values. Since we trained models with
32 A100 GPUs, the effective batch size is 64. We
used a model checkpoint with highest EM on Dyey
for downstream evaluations.

Since most questions in Natural Questions are
annotated with only one ground-truth answer, we
used the first ground-truth answer for each question
as a target output for model training. On the other

17https ://github.com/facebookresearch/FiD

Table 3: Size of datasets used for training and evalua-
tion.

Natural Questions TriviaQA
Dtrain Ddev Deval Dtrain Ddev Deval
20728 3048 2589 11414 1695 1434

Table 4: Hyperparameters for Seq2SeqTrainer

parameter value
learning_rate 0.00005
Ir_scheduler_type constant_with_warmup
warmup_steps 1000
weight_decay 0.01
max_grad_norm 1.0
max_steps 15000
per_device_train_batch_size 1
gradient_accumulation 2
eval_steps 500
save_steps 500
save_strategy steps

hand, since questions in TriviaQA are more exhaus-
tively annotated with paraphrases of ground-truth
answers, we randomly sampled one ground-truth
answer that appeared in any of the input passages
as a target output at every training step.

We tokenized each input passage p; described in
§2.2 and target outputs by the tokenizer of t5-base.
For both training and inference, to fix the sequence
length of each tokenized passage to 256, we con-
ducted truncation for longer passages or padding
for shorter passages. We did not truncate target
outputs during training and set a maximum length
of a predicted answer to 50 during inference.

In experiments where we subsampled passages
to control context quality and quantity, to reduce
the effect of bias in sampled passages, we sampled
different passages at every training step instead of
repeatedly using the fixed set of passages sampled
before training.

B Details of Experimental Design

We trained three FiD models with different random
seeds for each training environment and conducted
evaluations for these models in each evaluation
environment. We sampled five different sets of
passages for each evaluation environment and com-
puted average model performance on these sets
of passages. We independently sampled relevant
and irrelevant passages, and thus, the same set of
relevant (or irrelevant) passages was sampled re-
gardless of the number of irrelevant (or relevant)
passages as long as the number of relevant (or irrel-
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Table 5: Performance of FiD models trained in each mix-
ture of environments on TriviaQA. The color intensity
indicates the relative performance within the same eval-
uation mixture of environments (column). Checkmarks
indicate which environment included in each mixture.

. 2| v v v

n eval(_>) 5 v v v v

)| v v v v
2 5 10

7 798 939 983 96.1 89.0 868 90.6

v 750 93.8 983 960 866 844 89.0

v 617 90.0 977 938 79.7 758 83.1

Vv 734 924 977 951 856 829 879

v v 791 933 97.5 954 883 862 90.0

Vv 790 942 984 963 887 866 90.5

S vV 778 934 980 957 879 856 89.7

Table 6: Size of datasets used to train FiD models for
the relevant passage annotation

DO,train D07dev Dl Jtrain Dl ,dev
30612 4411 30589 4373
(Natural Questions)

28696 4112 28489 4115
(TriviaQA)

evant) passages was the same.

C Details of Passage Relevance
Annotation by Question Answering
Model

We used FiD models as pre-trained question an-
swering models used in the passage relevance an-
notation described in §2.3, and we trained those
models as described in Appendix A except training
and development data which we describe below.
For each dataset with original train set Dy, and
development set Dyey, We split Dyin into four sets:
DO,train’ DO,dev’ Dl,traina and Dl,dev- Then, we re-
spectively trained a FiD model Mg or M7 with a
pair of train and development data (Dp train, Do dev)
or (D1 rains D1 dev). Finally, we annotated Dy irain
and DO,deV with M1, and Dl,train’ Dl,dev’ and Dyey
with M. See Table 6 for statistics of the datasets
used to train FiD models for the relevant passage
annotation.

Our preliminary experiments showed that the be-
havior of FiD models differs when trained with
all passages in the original dataset (All), com-
pared to when trained with only those passages
containing a ground-truth answer (Pos). Thus, we
chose a stricter criterion to extract relevant pas-
sages. Specifically, we trained M, and M; and
annotated passages in each of All and Pos setting,
and we extracted only those passages annotated as

a relevant passage in the both settings.

D Full Experimental Results

Full results of the experiments in §3.1 are shown
in Figure 6 and Table 7 for TriviaQA and Figure 7
and Table 8 for Natural Questions.

Full results of the experiments in §3.2 are shown
in Figure 8 and Table 9 for TriviaQA and Figure 9
and Table 10 for Natural Questions.

Results of the experiments in §3.3 are shown in
Table 5 for TriviaQA.

Results of the experiments in §4.2 are shown in
Figure 10.
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Figure 6: Performance of FiD models on TriviaQA with varying training context quality. Panels represent different
evaluation environments with different (n;f,a,, Neval) Pairs, and a red dashed line shows corresponding context quality.
Red stars represent the best performed models in the corresponding evaluation environments. Dotted lines show
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Table 7: Exact match (EM) [%] of FiD models trained in environment (nﬂmimntmin) in various evaluation
environment (1" eyal, Neval) in TriviaQA. The standard deviations for each reported value is denoted with lower

subscripts.

Teval

10

25

60

TL+ eval

+ .
" train

Thrain

10

25

60

10

25

60

10

25

60

D W N =

—
o

70.93.0
69.01.2
64.30.5
52.20.8
18.00.6

70.415
72127
70.70.8
66.90.9
55.31.2

70.11.9
72.41.1
71.411
70.32.9
63.71.8

58.53.1
52.31.9
43.6¢ 5
29.113
9.50.2

60.116
60.83.4
57416
51.017
36.40.5

61.931
64.120
61.81.7
59.299
50.31.4

45.735
34.41 9
24.50.9
15.2¢5
6.40.2

49.8: 8
49.249
43123
34.124
21.204

53.93.4
56.126
52.29.9
47.233
36.70.6

DN W N =

o

87.91.4
89.1p.5
86.70.3
81.205
39.60.6

86.70.6
88.51.0
88.70.4
87.00.2
80.1¢0.7

84.90.2
87.10.4
87.80.4
87.30.7
83.01.1

77.92.9
76.61 9
71.30.2
56.91 .9
17.80.6

77.91.3
79.82.0
78.61.0
75.00.5
61.79.7

77.91.7
80.41.1
79.81.1
78.61.7
T1.71.4

63.95 3
56.22.0
45.90.6
29.61.4
9.50.3

66.61.¢6
68.13.5
63.82.3
56.19.9
39.09.9

69.931
72.791
70.21 5
66.72.8
57.013

WD W N =

—
o

93.70.7
95.40.1
94.30.4
92.30.4
59.60.4

92.10.1
93.60.2
94.79.2
93.70.5
90.80.2

90.40.4
92.09.1
92.60.4
93.10.1
90.80.7

86.31.6
86.9¢.8
83.60.5
74.69.7
27.30.4

85.40.9
87.51.3
87.60.4
85.40.1
76.10.3

84.50.8
87.00.6
87.00.5
86.40.9
81.7p8

73.92.9
69.71.9
61.9¢9.9
44.71 1
12.80.1

75.51.4
77.53.0
75.017
69.61.5
53.60.7

7720
80.21 4
79.213
76.59.1
68.50.8

D W N =

—_
o

97.70.3
98.50.1
97.80.1
97.70.2
83.80.2

96.60.1
97.50.4
98.00.1
97.60.5
97.00.3

95.119
96.10.4
96.60.6
97.1p.2
96.30.2

93.30.8
94.80.4
93.10.1
90.10.6
47406

92.30.4
93.90.3
94.60.4
93.80.6
90.00.2

91.19.1
92.60.0
93.20.3
93.80.1
91.70.2

85.418
84.20.9
79.50.6
67.20.8
21.9¢3

85.60.7
87.51.4
86.80.9
83.50.3
72.40.2

85.91.1
88.50.4
88.30.5
87.20.8
82.00.9

10

(S BRI S I

—_
o

99.2¢.9
99.30.1
99.00.2
99.2¢.2
98.80.1

98.90.1
99.00.1
99.20.1
99.00.3
98.90.2

97.80.9
98.20.1
98.60.4
98.90.3
98.40.4

98.30.1
98.90.0
98.00.2
98.1p.2
81.4¢.4

97.50.1
98.30.4
98.50.1
98.30.6
97.70.4

96.30.5
97.00.3
97.50.4
97.90.3
97.50.2

94.60.6
95.20.3
93.00.2
89.60.6
44.30.3

93.60.1
95.200
95.60.3
94.60.7
90.90.4

92.90.3
94.4¢ 2
94.90.3
93.50.5

Table 8: Exact match (EM) [%] of FiD models trained in environment (nﬂmimntmin) in various evaluation
environment (1" eya, Neval) in Natural Questions. The standard deviations for each reported value is denoted with

lower subscripts.

Teval

10

25

60

TL+ eval

+ .
" train

Thrain

10

25

60

10

25

60

10

25

60

69.80.7
65.00.5
53.919

70.30.3
69.60.2
65.80.2

65.80.3
68.10.5
67.80.4

58.10.6
45.41 9
29.00.4

62.4¢ 7
58.60.5
50.70.8

61.00.1
60.70.8
58.70.2

45.50.8
24.115
10.60.2

54.11 ¢
45.7p.8
33.32.1

55.90.4
53.21.2
49.203

82.90.4
85.50.1
83.4¢.1

80.30.3
83.90.3
84.203

74.01.4
79.90.1
81.90.7

73.70.2
71405
60.99.6

T4.1¢p.0
75.701
73.90.3

70.80.8
74.50.4
75.50.8

61.90.5
48.21 4
29.80.1

67.00.6
64.30.6
57.61.3

66.50.3
67.80.7
66.60.7

W N =W N =W N ==

88.60.8
92.20.2
93.00.1

84.40. 5
89.50.6
91.205

T7.416
84.60.8
87.60.6

80.80.5
82.4¢.5
78.80.3

79.20.2
83.20.5
83.70.4

74.410
79.60.1
82.1p8

70.30.1
63.51.0
48.00.2

72.90.4
73.60.5
70.50.5

70.80.9
74.405
74.80.6
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Table 9: Exact match (EM) [%] of FiD models trained in environment (1" yin, ki) in various evaluation
environment (17 eya, Kevar) in TriviaQA. The standard deviations for each reported value is denoted with lower

subscripts.
Keval 1 5 20
P et | e Fuain |- 5 20 1 5 20 1 5 20
1 90.802 90.114 88.6p9 | 77403 76993 7T7.525 | 53.593 HT7.636 63.435
2 89.002 89.4p6 88.302 | 69.001 T7.604 7T7.1p4 | 32217 58710 63.411
1 3 88.004 89.4p3 87.8pg | 68.818 77.1gg 77.115 | 34835 58311 63.729
5 85.803 87.60.3 65.405 T74.005 33.315 54.714
8 84.011 86.105 64.001¢ 72.807 35.319 53.990
10 83.606 84.312 63.9906 70.713 35307 52.712
1 95402 95.1p4 93.706 | 85.1g5 85.812 85.714 | 61.003 66.434 73.032
2 95-60,1 95.20_5 93.9042 81-20,2 87.00_6 85.9044 38.01.2 68.410 73.914
2 3 95.00.1 94.6()‘5 93-5041 81.11_1 86.60.7 86.3()‘7 41.53.4 68.40,7 74.825
5 93.60.1  93.90.3 77904 84.906 40.214 65.621
8 92.007 92.8p3 75.415 83.1p3 42179 64.619
10 91.502 91.6p38 74.602 81.313 41.804 63.315
1 96-90,1 96.7()‘3 95003 88.20,2 89.40,9 88.90‘9 6350@ 69832 76535
2 97.303 96.605 95302 | 84.902 90.60.7 89.50.3 | 39.912 71309 T77.712
3 3 97201 96.203 95201 | 85.713 90.005 89.606 | 43.935 71.304 78.521
5 96.202  95.90.1 82.904 89.2p2 43.010 69.3156
8 95.101  95.00.4 80.910 87.1p3 45494 68.924
10 94401 93.705 80.205 86.007 45.1p5 67.61,
1 97.702 98.000 96.804 90.0()‘3 92.004 91.6()‘5
2 98.001 97.903 96.905 | 87803 93.204 92.301
5 3 98.100 97.605 96.90.4 | 88411 92.302 92.405
5 97.702 97.701 86.50.3 92.503
8 97102 97.102 84.9117 90.83
10 96.80.1  96.30.2 84.1p.4 90.303
1 98.100 98.701 97.406 | 91.302 93.702 93.30p2
2 98.401 98505 97.803 | 89.1g4 94.505 94.291
8 3 98603 98.20.2 97603 90.21_0 93.90.4 94.50‘2
5 98.4()‘2 98403 88.802 94.2()‘4
8 97903 98.003 87. 707 93.304
10 97900 97.403 87.002 92.604
1 98.501 99.001 98.006 | 91.994 94.491 94.1g9
2 98.602 98.702 98.1p2 | 90.202 94.993 95.005
10 3 98.7()‘1 98.5()‘3 98.0()‘3 90.914 94.604 95.1()‘3
5 98.701 98.7p.1 89.606 95.005
8 98.302 98.3p3 88.70.7 94.0p3
10 98.1p.1 97903 88.4p2 93.505

Table 10: Exact match (EM) [%] of FiD models trained in environment (n*tmm, Kirain) in various evaluation
environment (17 eya, Kevar) in Natural Questions. The standard deviations for each reported value is denoted with

lower subscripts.

keval

20

+
n
eval nt

train

ktrain

20

20

20

87.90.5
85.10.5
82.4¢ 5

88203
87.60.1
85.80.3

84.30.5
83.20.8
82.30.7

72407
59.519
56.01.1

76.00.3
73.90.4
70.90.9

T4.70.6
73.90.7
72.80.6

48.20.6
20.713
20.412

58.70.9
53.20.6
47.51.0

62.91 4
62.41 9
60.90.6

91.80.5
93.80.0
93.1p.2

91194
92.40.5
92.10.2

87.60.6
87.710
87.40.9

80.00.8
75.21'0
73.90.6

82.30.4
83.90.1
82.70.6

80.20.5
80.6¢.2
80.50.6

54.91 1
25.61 5
26.31 4

65.70.3
62.40.4
58.90.8

69.30.9
70.70.6
70.70.4

W N =W N =W N -

93.30.3
96.40.2
96.20.3

92.60.3
94.601
94.80.2

89.20.3
89.30.8
89.5¢0.7

82.60.8
80.00.5
79.80.1

84.304
86.70.2
87.103

81.70.4
83.40.4
83.30.4

57.30.9
27.51.4
28.4¢.9

68.20.0
65.70.4
63.51.0

71.508
73.80.4
T4.40.4
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Figure 7: Performance of FiD models on Natural Questions with varying training context quality. Panels represent
different evaluation environments with different (n;al, Neva) pairs, and a red dashed line shows corresponding
context quality. Red stars represent the best performed models in the corresponding evaluation environments. Dotted
lines show models trained on the same context quantity Nin.
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Figure 8: Performance of FiD models on TriviaQA with varying training context quantity. Panels represent different
evaluation environments with different (n:\',al, kevar) pairs, and a red dashed line shows corresponding context
quantity. Red stars represent the best performed models in the corresponding evaluation environments. Dotted lines

show models trained on the same context quality 17—
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Figure 9: Performance of FiD models on Natural Questions with varying training context quantity. Panels represent

different evaluation environments with different (n;al, Keval) pairs, and a red dashed line shows corresponding

context quantity. Red stars represent the best performed models in the corresponding evaluation environments.
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Figure 10: Top panels: Performance of FiD models on TriviaQA with adaptation by the proposed method (solid
lines) and without adaptation (dotted lines). Bottom panels: Optimal temperature parameter 7 selected for each
model. Multiple T were selected for some context qualities, i.e., training environments, because we selected 7™
for each of the three models trained with different random seeds for each training environment.

Panels represent different evaluation environments with different (n;al, Teval) pairs, and a red dashed line shows
corresponding context quality.
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