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Abstract

Current approaches to automatic summariza-
tion of scientific papers generate informative
summaries in the form of abstracts. However,
abstracts are not intended to show the rela-
tionship between a paper and the references
cited in it. We propose a new contextualized
summarization approach that can generate an
informative summary conditioned on a given
sentence containing the citation of a reference
(a so-called “citance”). This summary out-
lines the content of the cited paper relevant
to the citation location. Thus, our approach
extracts and models the citances of a paper,
retrieves relevant passages from cited papers,
and generates abstractive summaries tailored
to each citance. We evaluate our approach us-
ing WEBIS-CONTEXT-SCISUMM-2023, a new
dataset containing 540K computer science pa-
pers and 4.6M citances therein.' 2

1 Introduction

The original task of automatic summarization has
been the abstracting of scientific papers, one of
the first tasks studied in computer science (Luhn,
1958; Baxendale, 1958). Automatically generated
abstracts were used to create “index volumes” for
specific scientific areas to help researchers access
the growing number of publications. Nowadays,
paper authors usually write abstracts themselves.
However, author-generated abstracts often provide
incomplete or biased coverage of scientific papers
(Elkiss et al., 2008). As a result, the purpose of
automatic paper summarization has evolved to gen-
erate more informative summaries, often using ab-
stractive summarization approaches (Cohan et al.,
2018; Cachola et al., 2020; Mao et al., 2022).

A practical application of generating summaries
is to augment reading papers. For example, CITE-
READ by Rachatasumrit et al. (2022) is part of
Allen AI’s Semantic Reader (Lo et al., 2023) and
shows on demand the abstracts as summaries for
the cited papers in a paper being read. While these
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Figure 1: Contextualized summarization at a glance:
Given a citation, our approach uses the citance and its
contexts as a queries to retrieve relevant content from
the cited paper. A contextualized summary is then gen-
erated using a large language model.

abstracts provide a concise and general overview of
the cited papers, they do not meet the information
need of readers trying to understand the relevance
of a paper in the context of its citation. The gener-
ated abstracts are not adapted to the citation context,
leaving the reader to consult the cited work directly.

In this paper, we investigate the suitability of
contextualized summaries that are specifically tai-
lored to individual citation contexts compared to
generic abstracts. We propose a new approach
to generating contextualized summaries by oper-
ationalizing citation contexts. Figure 1 illustrates
our approach, which consists of three steps (Sec-
tion 3): (1) Extraction and modeling of the sentence
containing a citation (the citance), and its contexts
from the citing document, (2) retrieval of relevant
content from the citing paper using queries based
on these citance contexts, and (3) generation of
abstractive, citance-contextualized summaries of
the citing paper. To address this novel task, we
create WEBIS-CONTEXT-SCISUMM-2023 (Sec-
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tion 4), a large-scale, high-quality corpus consist-
ing of 540K computer science papers and 4.6M ci-
tances. In an extensive comparative evaluation us-
ing our corpus, we explore different variants of our
approach in comparison to the abstracts of the cited
papers (Section 5). We find that while abstracts
have a slight advantage in terms of coverage and
focus, when a citance fails to align with the central
theme of the cited paper, contextualized summaries
prove to be a more favorable alternative to abstracts.
Examples of contextualized summaries from our
approach along with the abstracts are shown in
Appendix D.

2 Related Work

In this section, we review the literature on generic
and citation-based summarization of scientific doc-
uments, including different types of generated sum-
maries, and approaches that summarize the target
paper-based on its citance (contexts), respectively.

2.1 Generic Summarization

Generic summarization approaches for scientific
papers are based on various ground-truth sum-
maries, including abstracts (Luhn, 1958; Cohan
et al., 2018), author-written highlights (Collins
et al., 2017), author-written promotional blurbs
(Chen et al., 2020), and condensed versions of sum-
maries from peer reviews (Cachola et al., 2020).

Abstract-based summarization Collins et al.
(2017) proposed a supervised model for extractive
summarization trained on 10,148 computer science
papers. The model uses an LSTM-based neural
encoder with lexical features to classify summary-
worthy sentences, where author-written highlights
and abstracts serve as references. Cohan et al.
(2018) presented a discourse-aware attention model
for the abstractive summarization of scientific pa-
pers from the arXiv and PubMed collections. A
hierarchical encoder integrates section information
to generate coherent summaries. Gupta et al. (2021)
investigated pre-training and tuning BERT-based
models for extractive summarization.

TL;DR summarization Ultra-short indicative
TL;DR summaries are concise, typically one or
two sentences short, and aim to highlight the key
findings of a paper. Cachola et al. (2020) developed
the SCITLDR corpus, consisting of 3.2K papers
with accompanying manually written TL;DR sum-
maries (15-25 words) sourced from peer reviews

and from the authors of papers. Control codes
and multitask learning were used to generate sum-
maries; the model also used the paper titles as an
additional training signal.

Comprehensive summarization LongSumm is
a task, which aims to generate comprehensive sum-
maries of about 600 words, providing sufficient
information in lieu of reading the target paper
and overcoming the limitations of abstracts and
TL;DR summaries Chandrasekaran et al. (2020).
The LongSumm corpus comprises 2236 papers
with abstractive and extractive summaries. Sotudeh
et al. (2021) created two corpora from arXiv and
PubMed consisting of 11,149 and 88,035 paper—
summary pairs, respectively. To guide the genera-
tion of the long summaries, Sotudeh and Goharian
(2022) expanded abstracts with sentences from in-
troduction, overview, and motivation sections.

2.2 Citation-based Summarization

In citation-based summarization, citances from the
source paper are used as queries to extract relevant
content from the target paper, and to generate a
summary. Qazvinian and Radev (2008) analyzed
the citation network of target papers and collected
citances from different sources. These citances
were clustered, and the central sentences identi-
fied as extractive summaries. Mei and Zhai (2008)
focused on impact sentence-based summaries, re-
flecting the authority and proximity of the citations
in a paper collection. The impact of the target paper
on related work is determined using citations from
the source papers. To improve readability and co-
herence, Abu-Jbara and Radev (2011) introduced
a preprocessing step to filter out non-relevant text
segments. Then, an extraction phase is conducted
to select important sentences from sections such as
background, problem statement, method, results,
and limitations. In a post-processing step, the over-
all readability of generated summaries is improved,
replacing pronouns and resolving co-references.
Closely related to our work, Cohan and Gohar-
ian (2015) used citance contexts, defined as the text
passages of the target paper that reflect the citation
of the source paper. To summarize the target paper,
they first collected multiple citance contexts, con-
structing a graph based on their intra-connectivity
based on the cosine similarity of tf-idf vectors.
The sentences in this graph were ranked by their
importance (number of connections). The retrieved
sentences are combined with discourse information
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from the target paper to generate an informative
summary. Cohan and Goharian (2017) have further
improved this model using word embeddings and
domain knowledge to enhance the citation contexts.
Our work also focuses on contextualizing ci-
tations using citance contexts, but differs signif-
icantly: We identify different types of citance con-
texts and use them to generate multiple contextu-
ally relevant summaries for a given citance. Instead
of relying solely on the literal citance as a query,
which represents only one type of citance context,
we employ multiple contexts for deriving queries.
Our corpus is the largest one with citance
context-specific summaries of scientific papers,
comprising about 540,000 papers and 4.6 million
citances. In comparison, the CITESUM corpus of
Mao et al. (2022) comprises only 93,000 papers,
where a citance from the related work section of the
source paper serves as an ultra-short summary of
the target paper. Our corpus includes citances from
all sections of the source paper and contains mul-
tiple types of citance contexts, as well as multiple
summaries for each context. As a result, our corpus
provides a comprehensive and diverse resource for
studying the summarization of scientific papers. g

3 Contextualized Summarization

Our approach to contextualized summarization in-
volves using multiple citance contexts in a source
paper. In addition to the citance itself (a single sen-
tence containing the citation), we consider several
types of surrounding contexts. As illustrated in
Figure 1, our approach involves three main steps:
(1) extraction of citances, (2) retrieval of relevant
content from the cited paper, and (3) generation
of abstractive summaries that are contextualized
based on a citance.

3.1 Extraction of Citance-contexts

First, all citances that literally refer to other papers
are extracted from a given paper. We then con-
sider two additional contexts for a citance. The
first includes the sentences that immediately pre-
cede and follow the citance. The second contains
the two semantically most similar sentences of the
citance within the same paragraph. This yields
three citance contexts: (1) the citance itself, (2) the
citance and its neighbors, and (3) the citance and
semantically similar sentences. By considering
these contexts, we aim to improve the retrieval of
relevant content from the cited paper.

3.2 Citance-contextualized Retrieval

We use the above three citance contexts as queries
for retrieval. In addition, we explore the use of ex-
tracted keywords from each citance context to im-
prove the queries (Carpineto and Romano, 2012).
For retrieval, we use both shallow and dense re-
trieval models (Section 4.2). We retrieve relevant
content at two levels of granularity: sentences and
paragraphs. Specifically, we extract the top-5 rel-
evant sentences and the top-2 relevant paragraphs
from the cited paper. This enables the evaluation
of which granularity is more suitable for the con-
textualized summarization task.

The top-5 most relevant sentences provide a
broader coverage of the cited paper that includes
information relevant to the citance. Conversely, the
top-2 most relevant paragraphs provide a higher
degree of focus, where the summary sentences are
interconnected. Therefore, we experiment with
both granularities to investigate their effectiveness
in our approach. Following the retrieval process,
we perform a qualitative evaluation of the retrieved
content. This evaluation helps us select the optimal
combination of query and retrieval models for the
subsequent summarization step (Section 5.1).

3.3 Citance-contextualized Summarization

After retrieving the relevant content from the cited
paper, we use it as input to the summarization
model. This ensures that the generated summaries
are thus contextualized to the citance and focus ex-
clusively on the parts of the cited paper that are rele-
vant to it. In our approach, we explore the effective-
ness of large language models (LLMs) due to their
strong multi-task capabilities (Bommasani et al.,
2021). We use prompt-based, instruction-tuned
models that can understand and execute natural lan-
guage instructions from the user to accomplish a
specific task. The flexibility and adaptability to
different domains distinguishes our approach from
domain-specific supervised methods.

Since we have two granularities of input to the
summary model (top-5 sentences and top-2 para-
graphs), we design two prompts tailored to both.
For the top-5 sentences, we use a paraphrasing
prompt that aims to transform the sentences into a
coherent summary. For the top-2 paragraphs, we
use an abstractive summarization prompt to gen-
erate a coherent summary from them. For more
details on the prompts, see Section 4.4.
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Corpus Size Avg. Length Style Type Multiple
LaySumm (Chandrasekaran et al., 2020) 572 84 tokens Layman-Summary Abs. X
SciSummNet (Yasunaga et al., 2019) 1K 151 words ~ Abstract Ext. X
TalkSumm (Lev et al., 2019) 1.7K 965 words  Informative Ext. X
LongSumm (Chandrasekaran et al., 2020) 22K 779 words  Blog Post Ext./Abs. X
SciTLDR (Cachola et al., 2020) 32K 21 words TL;DR Abs. v
FacetSum (Meng et al., 2021) 60K 290 words  Facet-oriented, Informative Ext./Abs. v
CiteSum (Mao et al., 2022) 93K 23 words TL;DR Abs. X
CORD-SUM (Qi et al., 2022) 123K 223 words  Abstract Ext. X
PubMed (Cohan et al., 2018) 133K 203 words  Abstract Abs. X
ArXiv (Cohan et al., 2018) 215K 220 words  Abstract Abs. X
RSCSum (Chen et al., 2020) 308K 29 words  Table of Contents Abs. X
ArXiv-Long (Sotudeh and Goharian, 2022)  11.1K 574 tokens  Extended Abstract Ext. X
PubMed-Long (Sotudeh and Goharian, 2022) 88K 403 tokens  Extended Abstract Ext. X
WEBIS-CONTEXT-SCISUMM-2023 540K 117 tokens  Citance-contextualized, Informative Abs. v

Table 1: Comparison of our WEBIS-CONTEXT-SCISUMM-2023 corpus with existing corpora for summarizing
scientific papers. The columns show the size of each corpus, the characteristics of their summaries, such as the
average length in tokens or words, the target style, the type of summary (extractive or abstractive), and whether
there are multiple summaries per document in the corpus. Our corpus provides a unique combination of multiple,
abstractive, citance-contextualized, and informative summaries of a cited paper. The average length of the summaries

exceeds the 100 references produced for qualitative evaluation (Section 5).

4 WEBIS-CONTEXT-SCISUMM-2023: A
Large-Scale Corpus for Contextualized
Summarization of Scientific Papers

Previous datasets for summarizing scientific papers
do not consider different types of citance contexts,
nor do they evaluate multiple retrieval models for
extracting relevant content (Section 2). Therefore,
these datasets are not suitable for studying citance-
contextualized summarization. To address this gap,
we introduce WEBIS-CONTEXT-SCISUMM-2023,
a new and large dataset created using our approach
as described in Section 3.

4.1 Data Source and Preprocessing

We used the publicly available Semantic Scholar
Open Research Corpus (S20RC) (Lo et al., 2020).3
The corpus consists of 136 million scientific docu-
ments, of which 12 million are available in full text.
We focused on a subset of 870,000 documents from
the field of computer science (Section 5.2). After
documents without citations were removed, about
540,000 documents remained. We then extracted
citances by identifying the sentences in each docu-
ment containing citations. This resulted in a total of
4.6 million citances. Unlike Mao et al. (2022), who
only considered citances from the Related Work
section, we considered citances from all paper sec-
tions, resulting in a more diverse set.

3We used the S20RC dataset released on 2020-07-05.

4.2 Citance-contexts and Retrieval Models

As described in Section 3.1, we employ three types
of citance contexts as queries to retrieve relevant
content from a cited paper. The citance and the
neighbors contexts are extracted directly. For the
similar context, the contextual embeddings from
SciBERT (Beltagy et al., 2019) were used to iden-
tify the two semantically most similar sentences
of a citance using the cosine similarity.* We also
extracted keywords as queries from the contexts
using KeyBERT (Grootendorst, 2020).

As retrieval models, we used BM25 (Robertson
et al., 1994)° and the cosine similarity of SCiBERT
embeddings between the query (citance context)
and the document (sentences or paragraphs of the
cited paper) to contrast both shallow and dense re-
trieval paradigms. The combination of the three
types of queries (including keyword variants) and
the two retrieval models resulted in a total of 12 re-
trieval setups, as shown in Table 3, along with their
mean NDCG @5 scores from our internal evalu-
ation (Section 5.1). We indexed 151 million sen-
tences and 40 million paragraphs to retrieve the
top-5 sentences and the top-2 paragraphs, respec-
tively, for each query. For the keyword queries, we
used weighted aggregation to fuse the individual

*scibert-scivocab-uncased from https://huggingface.co/
allenai/scibert_scivocab_uncased

SWe used the Rank-BM25 toolkit (Brown, 2020) with default
parameters for BM25 (k=1, b=0.75).
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Model Variant Description

Alpaca 7B LLaMA-7B model finetuned on 52K exam-
ples of self-instructed instruction-following

responses (Wang et al., 2022).

Vicuna 13B LLaMA models finetuned on user-shared
conversations collected from ShareGPT.®
LLaMA-CoT LLaMA-30B model finetuned on chain-of-

thought and logical deduction examples
(Qingyi Si, 2023).

Trained on the RefinedWeb corpus (Penedo
et al., 2023), derived through extensive fil-
tering and deduplication of publicly avail-
able web data.

The latest version of the GPT model from
OpenAL’ We use it to bootstrap ground-
truth summaries (Section 5.2).

Falcon Instruct

GPT4

Table 2: List of LLMs used for zero-shot abstractive
summarization. See Appendix C for more details.

rankings: Each ranking’s weight corresponded to a
query’s cosine similarity to its citance; the resulting
rankings were combined by a weighted sum.

4.3 Corpus Statistics

The compiled corpus consists of 537,155 computer
science papers containing a total of 4,619,552 ci-
tances. On average, each paper contains 8.6 ci-
tances. The mean length of a citance is 31 tokens,
and the median is 27 tokens. In addition, the corpus
contains 346,450 papers that have multiple citances
to the same target paper, facilitating the study of
contextualized summarization approaches. Table 1
compares our corpus to other datasets.

4.4 Abstractive Summarization

Using the retrieved content from the cited paper,
we used the prompt-based instruction-tuned LLMs
listed in Table 2 for abstractive summarization of
each citance. For the two granularities of retrieved
content (top-5 sentences and top-2 paragraphs), we
generated separate summaries using the models in
a zero-shot setting. For the top-5 sentences, we
paraphrased them into coherent text since they al-
ready served as extractive summaries. For the top-2
paragraphs, we performed abstractive summariza-
tion. Throughout the tasks, we experimented with
different instructions and prompt formulations.

4.4.1 Prompt Formulation

To generate text conditioned on specific instruc-
tions, the above models require a tailored prompt.
We conducted experiments with different instruc-
tions and prompt formulations for paraphrasing

Paraphrasing Prompt

#it# Instruction:

A chat between a curious human and an artificial
intelligence assistant. The assistant knows how to
paraphrase scientific text and the user will provide
the scientific text for the assistant to paraphrase.

### Input:

Generate a coherent paraphrased text for the follow-
ing scientific text: {input}.

### Output:

Summarization Prompt

### Instruction:

A chat between a curious human and an artificial
intelligence assistant. The assistant knows how to
summarize scientific text and the user will provide
the scientific text for the assistant to summarize.
#i## Input:

Generate a coherent summary for the following sci-
entific text in not more than 5 sentences: {input}.
### Output:

Figure 2: Best prompts with instructions for paraphras-
ing (the top-5 retrieved sentences) and summarizing
(the top-2 retrieved paragraphs). We ensured that the
summaries for both granularities were similar in length
by instructing the model not to generate more than five
sentences for the top-2 paragraphs.

and summarizing. The generated summaries for
10 examples from all models were evaluated manu-
ally. Based on this evaluation, the best combination
of instructions and prompt formulations for each
model was selected. Figure 2 shows the selected
combination, and Appendix A gives more details.

5 Evaluation

We evaluated the retrieval step of our approach in
an internal evaluation, and the summarization step
in an external one.

5.1 Content Retrieval Evaluation

The 12 retrieval setups shown in Table 3 were eval-
uated using manual relevance assessments of the
content retrieved from cited papers to the corre-
sponding citance context (query) of citing papers.
Ten queries were used to retrieve the top-5 sen-
tences of a cited paper for each of the 12 setups,
resulting in a total of 600 sentences. Sentence
relevance was assessed on a graded scale: rele-
vant, somewhat relevant, and non-relevant. Table 3
shows the results in terms of NDCG@5 (Jarvelin
and Kekildinen, 2002). Based on them, we se-
lected the similar context as query for BM25 and
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BM25 (Shallow) SciBERT (Dense) Model BERTScore ROUGE
Query Mean nDCG@5 Query Mean nDCG@5 R-1 R-2 R-L
citance 0.943 citance 0.943 top-2 paragraphs
similar 0.958 similar 0918 similar-BM25
neighbors 0.898 neighbors 0.801 Alpaca 0.343 473 255 449
Fal 401 482 27.1 45.
citance-keywords 0.914 citance-keywords 0.617 2 COT 0.40 8 ! >0
.. . LLaMA-CoT 0.448 53.0 319 505
similar-keywords 0.944 similar-keywords 0.650 ;
iohbors k. ds 0928 iohborsk ds 0706 Vicuna 0.465 58.7 354 558
neighnopors-Keywords . neignoors-Keywords . citance-SciBERT
Alpaca 0.390 543 322 520
Table 3: Evaluation of 12 retrieval setups as combina-  Falcon 0.413 521  29.6 489
tions of a shallow and a dense retrieval model with ci- ~ LLaMA-CoT 0.497 547 329 525
tance contexts as queries to extract relevant content from Y +¢4na 0431 36.7 342 539
cited papers. We report mean nDCG@5 for 600 rele- top-5 sentences
vance judgments. The best combination (in bold) has i’{’"la’ -BM25 0.616 s62 354 S48
- paca ) . . .
been selected for the summarization step. Falcon 0.649 575 356 550
LLaMA-CoT 0.707 612 386 60.0
) ) Vicuna 0.551 572 343 549
the citance context as query for SCiBERT as best se-  citance-SciBERT
tups for shallow and dense retrieval to evaluate the ~ Alpaca 0.595 566 347 551
b t izati t The f Falcon 0.656 56.8 362 553
suosequen sumn.larlza 10n Sstep. € rormer uses LLaMA-CoT 0.748 62.9 40.6 60.9
the top-2 semantically most similar sentences to  Vicuna 0.607 58.8 360 56.6

a citance (along with the citance itself) as a query,
while the latter uses the citance only.

5.2 Summarization Evaluation

The contextualized summaries of the models listed
in Section 4.4 were evaluated using both quanti-
tative and qualitative methods. For quantitative
evaluation, we used the ROUGE (Lin, 2004) and
BERTScore (Zhang et al., 2020) metrics. For qual-
itative evaluation, we manually scored the top two
models in terms of coverage and focus.

Evaluation Data Fifteen articles were selected
from the ACL anthology, published between 2016
and 2020. We extracted 363 citances from these
articles and randomly selected 25 of them. Using
the full texts of the cited papers and the top two
retrieval models from Table 3, the top-5 sentences
and the top-2 paragraphs were retrieved, resulting
in a total of 100 texts. To create the ground-truth
reference summaries, we used GPT4 (Bubeck et al.,
2023) in a zero-shot setting to paraphrase/summa-
rize these texts using the prompts shown in Fig-
ure 2. Each summary was then manually reviewed
to ensure accuracy and to rule out hallucinations
or factual errors. Our set of references consists of
100 summaries (= 25 citances x 2 retrieval models
X 2 summary types).

Automatic Evaluation The reference summaries
were used to automatically evaluate the generated
contextualized summaries. Table 4 shows the re-
sults. According to ROUGE, Vicuna performs

Table 4: Automatic evaluation of summaries from all
LLM:s grouped by two granularities: top-2 relevant para-
graphs and top-5 relevant sentences from the cited pa-
per. We report BERTScore (accuracy) and different
ROUGE scores compared to reference summaries from
GPT4. For manual evaluation, we selected the best
model from each setup based on ROUGE overlap with
the references: Vicuna (similar-BM25) and LLaMA-
CoT (citance-SciBERT) for the top-2 paragraphs and
top-5 paragraphs, respectively.

best in summarizing the top-2 paragraphs, while
LLaMA-CoT performs best in paraphrasing the
top-5 sentences as summaries. Moreover, it also
achieves the highest BERTScore in the top-2 para-
graph setting. Therefore, we evaluated it manually
for coverage and focus.

Human Evaluation Three domain experts were
recruited, including two students and one post-doc,
to evaluate the usefulness of the summaries. The
annotators were asked to rate the summaries on the
two criteria coverage and focus. Ratings were on
a 5-point Likert-scale, with 1 indicating the worst
and 5 the best rating. Coverage reflects how well
the summary captures the essential information
from the cited paper that is relevant to a particu-
lar citance, whereas focus refers to the coherence
and cohesion of the sentences in the summary. A
total of 125 summaries of 25 cited papers were
evaluated. Each sample consisted of the citance
(and its context) displayed on the left-hand side
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G-EVal Instructions for Automatic Evaluation of Coverage, Focus, and Relevance

You are a scientist who is currently reading a paper. While reading the paper, you see a citation to another paper that
you want to follow. You are also given a summary of the corresponding cited paper. Your task is to assess is to rate this
summary on {coverage/focus/relevance}. Please make sure you read and understand these instructions carefully. Please
keep this document open while reviewing, and refer to it as needed.

Evaluation Criteria:

Coverage (1-5) - the amount of key information covered by the summary that is relevant to this citation. The summary
should contain information from the cited paper that fits the context of the given citation text and helps you to better
understand why this paper was cited here.

Focus (1-5) - the collective quality of all sentences. The summary should be well-structured and well-organized. The
summary should build from sentence to sentence to a coherent body of information that is relevant to the given citation
text.

Relevance (1-5) - the relevance of the summary to the citation text. The summary should contain only information from
the cited paper that fits the current reading context. It should be sufficiently informative so that you do not need to
actually read the cited paper to understand why it was cited here.

Evaluation Steps (Corrected Chain of Thought):
1. Read the given citation text that references another paper and make note of its content.
2. Read the summary provided of the cited paper.

3. Coverage:

(a) Check if the summary contains only information that is relevant to the citation text.

(b) Assign a score for coverage on a scale of 1 to 5, where 1 is the lowest and 5 is the highest based on the
Evaluation Criteria.

4. Focus:

(a) Check if the summary is coherent and contains well-organized information that is relevant to the citation text.

(b) Assign a score for focus on a scale of 1 to 5, where 1 is the lowest and 5 is the highest based on the Evaluation
Criteria.

5. Relevance:

(a) Compare the content of the summary with the citation text. Assess whether the summary includes relevant
information from the cited paper that directly relates to the context and purpose of the citation.

(b) Determine if the summary provides enough information for you to understand why the cited paper was
referenced without needing to read the entire paper.

(c) Rate the relevance of the summary based on the above assessment using a scale of 1 to 5, where 1 indicates
low relevance and 5 indicates high relevance.

Example:

Source Text: {{Citance}}
Summary: {{Summary}}

Evaluation Form (scores ONLY):
- Coverage:

- Focus:
- Relevance:

Figure 3: G-Eval (Liu et al., 2023) instructions for automatically evaluating the summary coverage, focus, and
relevance using GPT4. Instructions are merged into a single prompt only for illustration purposes and are used
separately in the automatic evaluation.
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Summary Human Eval. G-Eval

Cov. Focus Cov. Focus Rel.
Abstract 3.67 450 312 380 323
similar-BM25, top-2 paragraphs
GPT4 (Reference) 2.92 383 260 346 3.10
Vicuna 301 356 296 320 280
citance-SciBERT, top-5 sentences
GPT4 (Reference) 245 299 235 314 256
LLaMA-CoT 233 233 240 3.12 263

Table 5: Scores for summary quality criteria averaged
over 125 summaries according to human evaluation and
automatic evaluation with G-Eval. We also automati-
cally evaluated the relevance of a summary to a citance.
Summary types are grouped by retrieval setup.

and five summaries on the right-hand side: the ab-
stract of the cited paper, two reference summaries
(top-5 sentences and top-2 paragraphs), and the
summaries generated by the two best models for
the top-5 sentences and top-2 paragraphs. The or-
der of the summaries was randomized to mitigate
order effects (Mathur et al., 2017).

IAA and Results Annotators agreement was cal-
culated using Cohen’s weighted kappa (Cohen,
1960). We obtained a ~ of 0.42 and 0.40 for cov-
erage and focus, respectively. While these results
indicate some agreement between annotators, they
also hint at the inherent subjectivity of this annota-
tion task. Assessing the usefulness of a summary is
influenced by several contextual factors, such as the
annotators’ goals in reviewing a citation, their prior
knowledge of the cited paper, and the presentation
of the summary (Jones, 2007). In future work, we
plan to investigate these factors further.

As shown in Table 5, abstracts as summaries
achieved the highest coverage score (3.67), fol-
lowed closely by the summaries generated by Vi-
cuna (3.01). Abstracts were also rated the best
summary for focus (4.50), while the reference sum-
mary of GPT4 was only second (3.83). In terms
of granularity of retrieved content, the summary
based on the top-2 paragraphs outperformed the
summary based on the top-5 sentences in terms of
both coverage and focus.

However, despite the general preference for ab-
stracts over generated contextualized summaries,
annotators provided feedback that our summaries
were more effective when a citance was ambiguous
and did not relate to the overall idea of a paper.
In such cases, they preferred our retrieval-based

summaries over abstracts. Table 6 shows examples
of self-contained and ambiguous citances and an-
notator preferences. To substantiate this result, we
plan to extend our evaluation to a larger number of
citances in future work.

LLM-based Evaluation To investigate the reli-
ability of evaluating the quality of summaries us-
ing LLMs, we used G-Eval (Liu et al., 2023), which
uses GPT4 to evaluate summary quality based on
certain criteria. We evaluated coverage, coherence,
and relevance using prompts to assign scores from 1
to 5. G-Eval first lets the underlying model to gen-
erate a chain of thought to ensure it understands
the task. Evaluation instructions along with the
(manually) corrected chain of thought for each cri-
terion are illustrated in Figure 3. Table 5 shows
the results, which indicate that G-Eval reflects the
human assessments for the top models, with slight
deviations for the lower-ranked ones. Notably, the
reference summaries from GPT4 scored similarly
to abstracts in terms of relevance.

6 Conclusion

We investigated the use of generic paper abstracts
compared to tailored contextualized summaries to
improve a reader’s understanding of the relevance
of individual paper citations. For this purpose,
we developed a new summarization approach to
generate citance-contextualized summaries. With
WEBIS-CONTEXT-SCISUMM-2023, we compiled
a large-scale corpus to facilitate research in this
direction. Experiments with zero-shot summariza-
tion using LLMs showed that abstracts are slightly
preferred over contextualized summaries in terms
of coverage and focus, while summaries generated
using our approach are preferred when citances do
not refer to the main contribution of a paper.

7 Limitations

Our proposed approach for contextualized summa-
rization of scientific papers is based on standard
retrieval models and LLMs. It should be noted that
what is considered relevant to a citance is subjec-
tive and depends on the reader’s prior knowledge
of the cited paper. As a result, retrieval models
may not always retrieve the most relevant context,
which may affect the quality of the subsequent ab-
stract. This may explain why abstracts intended to
be informative to a broad audience scored better in
human evaluations than contextualized summaries.
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Self-contained Citance
The skill implements Hybrid Code Networks (HCNs) described in (Williams et al., 2017).

Abstract (V)

End-to-end learning of recurrent neural networks (RNNs) is an attractive solution for dialog systems; however, current techniques
are data-intensive and require thousands of dialogs to learn simple behaviors. We introduce Hybrid Code Networks (HCNs),
which combine an RNN with domain-specific knowledge encoded as software and system action templates. Compared to
existing end-to-end approaches, HCNs considerably reduce the amount of training data required, while retaining the key benefit
of inferring a latent representation of dialog state. In addition, HCNs can be optimized with supervised learning, reinforcement
learning, or a mixture of both. HCNs attain state-of-the-art performance on the bAbI dialog dataset, and outperform two
commercially deployed customer-facing dialog systems.

Vicuna (Top 2 Relevant Paragraphs Summarized)

This paper presents a new model called Hybrid Code Networks (HCNs) for end-to-end learning. HCN's allow developers to
express domain knowledge and achieve better performance with less training data compared to existing techniques. The model
is trained using supervised or reinforcement learning and can be applied to the bAbI dialog dataset and real customer support
domains. The model can also be optimized with reinforcement learning.

Ambiguous Citance

In both cases, we use the BIOES labeling scheme for the output tags, following previous work which showed it outperforms
other options (e.g., Ratinov and Roth, 2009).

Abstract

We analyze some of the fundamental design challenges and misconceptions that underlie the development of an efficient and
robust NER system. In particular, we address issues such as the representation of text chunks, the inference approach needed to
combine local NER decisions, the sources of prior knowledge and how to use them within an NER system. In the process of
comparing several solutions to these challenges we reach some surprising conclusions, as well as develop an NER system that
achieves 90.8 F1 score on the CONLL-2003 NER shared task, the best reported result for this dataset.

Vicuna (Top 2 Relevant Paragraphs Summarized) (v/)

A simple technique of using word clusters generated from unlabeled text can improve performance of dependency parsing,
Chinese word segmentation, and NER. The technique is based on word class models and uses a binary tree to represent words.
The approach is related to distributional similarity, but not identical. The system’s performance is significantly impacted by the
choice of encoding scheme, and the less used BILOU formalism outperforms the widely adopted BIO tagging scheme.

Table 6: Examples of self-contained and ambiguous citances and human annotators’ preference for summaries (V).
For the self-contained citance, the annotators found that the paper’s abstract has a higher degree of coverage and
better fit to the reading context. However, in the case of an ambiguous citance, the abstract was found insufficient to
understand the citance because additional information had to be retrieved from the document. In this case, annotators
preferred the generated contextualized summary over the abstract.

Our approach relies on LLMs that are constantly
improved by the research community. The results
of our experiments may vary with the introduction
of newer LLMs. However, the underlying approach
itself is intuitive and can be easily adapted to incor-
porate newer LLMs as they become available.

It is also important to recognize an important but
often overlooked limitation of any summarization
technology, namely the lack of a clear definition
of what constitutes a good summary, given the its
purpose. In our case, the purpose of the summary
is to help readers understand the relevance of a ci-
tation without having to look up the cited paper.
While we used abstracts as reference for compar-
ison, our evaluation method does not induce true
information needs relating to this purpose. This
makes a fair comparison between abstracts and
contextualized summaries difficult. In addition, the
availability of expert annotators forced us to focus

on the NLP field, which means that our results may
not generalize to scientific papers from other fields.
We hope that our work will encourage the research
community to develop a more robust evaluation
methodology for summarization tailored to the spe-
cific purposes of different types of summaries.

Acknowledgments

This work was partially supported by the Eu-
ropean Commission under grant agreement GA
101070014 (OpenWebSearch.eu). Computations
for this work were done (in part) using resources
of the Leipzig University Computing Center.

References

Amjad Abu-Jbara and Dragomir Radev. 2011. Coher-
ent citation-based summarization of scientific papers.
In Proceedings of the 49th Annual Meeting of the

8559


https://aclanthology.org/P11-1051
https://aclanthology.org/P11-1051

Association for Computational Linguistics: Human
Language Technologies, pages 500-509, Portland,
Oregon, USA. Association for Computational Lin-
guistics.

Ebtesam Almazrouei, Hamza Alobeidli, Abdulaziz Al-
shamsi, Alessandro Cappelli, Ruxandra Cojocaru,
Merouane Debbah, Etienne Goffinet, Daniel Hes-
low, Julien Launay, Quentin Malartic, Badreddine
Noune, Baptiste Pannier, and Guilherme Penedo.
2023. Falcon-40B: an open large language model
with state-of-the-art performance.

Phyllis B. Baxendale. 1958. Machine-made index for
technical literature - an experiment. I/BM J. Res. Dev.,
2(4):354-361.

Iz Beltagy, Kyle Lo, and Arman Cohan. 2019. SciB-
ERT: A pretrained language model for scientific text.
In Proceedings of the 2019 Conference on Empirical
Methods in Natural Language Processing and the
9th International Joint Conference on Natural Lan-
guage Processing (EMNLP-IJCNLP), pages 3615—
3620, Hong Kong, China. Association for Computa-
tional Linguistics.

Rishi Bommasani, Drew A. Hudson, Ehsan Adeli,
Russ B. Altman, Simran Arora, Sydney von Arx,
Michael S. Bernstein, Jeannette Bohg, Antoine
Bosselut, Emma Brunskill, Erik Brynjolfsson, Shya-
mal Buch, Dallas Card, Rodrigo Castellon, Ni-
ladri S. Chatterji, Annie S. Chen, Kathleen Creel,
Jared Quincy Davis, Dorottya Demszky, Chris Don-
ahue, Moussa Doumbouya, Esin Durmus, Stefano
Ermon, John Etchemendy, Kawin Ethayarajh, Li Fei-
Fei, Chelsea Finn, Trevor Gale, Lauren Gillespie,
Karan Goel, Noah D. Goodman, Shelby Grossman,
Neel Guha, Tatsunori Hashimoto, Peter Henderson,
John Hewitt, Daniel E. Ho, Jenny Hong, Kyle Hsu,
Jing Huang, Thomas Icard, Saahil Jain, Dan Jurafsky,
Pratyusha Kalluri, Siddharth Karamcheti, Geoff Keel-
ing, Fereshte Khani, Omar Khattab, Pang Wei Koh,
Mark S. Krass, Ranjay Krishna, Rohith Kuditipudi,
and et al. 2021. On the opportunities and risks of
foundation models. CoRR, abs/2108.07258.

Dorian Brown. 2020. Rank-BM25: A Collection of
BM25 Algorithms in Python.

Sébastien Bubeck, Varun Chandrasekaran, Ronen El-
dan, Johannes Gehrke, Eric Horvitz, Ece Kamar, Pe-
ter Lee, Yin Tat Lee, Yuanzhi Li, Scott Lundberg,
Harsha Nori, Hamid Palangi, Marco Tulio Ribeiro,
and Yi Zhang. 2023. Sparks of artificial general in-
telligence: Early experiments with gpt4.

Isabel Cachola, Kyle Lo, Arman Cohan, and Daniel S.
Weld. 2020. TLDR: extreme summarization of sci-
entific documents. In Findings of the Association for
Computational Linguistics: EMNLP 2020, Online
Event, 16-20 November 2020, volume EMNLP 2020
of Findings of ACL, pages 4766—4777. Association
for Computational Linguistics.

Claudio Carpineto and Giovanni Romano. 2012. A
survey of automatic query expansion in information
retrieval. ACM Comput. Surv., 44(1):1:1-1:50.

Muthu Kumar Chandrasekaran, Guy Feigenblat, Dayne
Freitag, Tirthankar Ghosal, Eduard Hovy, Philipp
Mayr, Michal Shmueli-Scheuer, and Anita de Waard.
2020. Overview of the first workshop on scholarly
document processing (SDP). In Proceedings of the
First Workshop on Scholarly Document Processing,
pages 1-6, Online. Association for Computational
Linguistics.

Yifan Chen, Tamara Polajnar, Colin Batchelor, and Si-
mone Teufel. 2020. A corpus of very short scien-
tific summaries. In Proceedings of the 24th Confer-
ence on Computational Natural Language Learning,
pages 153-164, Online. Association for Computa-
tional Linguistics.

Wei-Lin Chiang, Zhuohan Li, Zi Lin, Ying Sheng,
Zhanghao Wu, Hao Zhang, Lianmin Zheng, Siyuan
Zhuang, Yonghao Zhuang, Joseph E Gonzalez, et al.
2023. Vicuna: An open-source chatbot impressing
gpt4 with 90%* chatgpt quality. See https://vicuna.
Imsys. org (accessed 14 April 2023).

Arman Cohan, Franck Dernoncourt, Doo Soon Kim,
Trung Bui, Seokhwan Kim, Walter Chang, and Nazli
Goharian. 2018. A discourse-aware attention model
for abstractive summarization of long documents. In
Proceedings of the 2018 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
Volume 2 (Short Papers), pages 615-621, New Or-
leans, Louisiana. Association for Computational Lin-
guistics.

Arman Cohan and Nazli Goharian. 2015. Scientific
article summarization using citation-context and arti-
cle’s discourse structure. In Proceedings of the 2015
Conference on Empirical Methods in Natural Lan-
guage Processing, pages 390—400, Lisbon, Portugal.
Association for Computational Linguistics.

Arman Cohan and Nazli Goharian. 2017. Contextualiz-
ing citations for scientific summarization using word
embeddings and domain knowledge. In Proceedings
of the 40th International ACM SIGIR Conference on
Research and Development in Information Retrieval,
Shinjuku, Tokyo, Japan, August 7-11, 2017, pages
1133-1136. ACM.

Jacob Cohen. 1960. A coefficient of agreement for
nominal scales. Educational and psychological mea-
surement, 20(1):37-46.

Ed Collins, Isabelle Augenstein, and Sebastian Riedel.
2017. A supervised approach to extractive sum-
marisation of scientific papers. In Proceedings of
the 21st Conference on Computational Natural Lan-
guage Learning (CoNLL 2017), pages 195-205, Van-
couver, Canada. Association for Computational Lin-
guistics.

8560


https://doi.org/10.1147/rd.24.0354
https://doi.org/10.1147/rd.24.0354
https://doi.org/10.18653/v1/D19-1371
https://doi.org/10.18653/v1/D19-1371
https://arxiv.org/abs/2108.07258
https://arxiv.org/abs/2108.07258
https://doi.org/10.5281/zenodo.4520057
https://doi.org/10.5281/zenodo.4520057
http://arxiv.org/abs/2303.12712
http://arxiv.org/abs/2303.12712
https://doi.org/10.18653/v1/2020.findings-emnlp.428
https://doi.org/10.18653/v1/2020.findings-emnlp.428
https://doi.org/10.1145/2071389.2071390
https://doi.org/10.1145/2071389.2071390
https://doi.org/10.1145/2071389.2071390
https://doi.org/10.18653/v1/2020.sdp-1.1
https://doi.org/10.18653/v1/2020.sdp-1.1
https://doi.org/10.18653/v1/2020.conll-1.12
https://doi.org/10.18653/v1/2020.conll-1.12
https://doi.org/10.18653/v1/N18-2097
https://doi.org/10.18653/v1/N18-2097
https://doi.org/10.18653/v1/D15-1045
https://doi.org/10.18653/v1/D15-1045
https://doi.org/10.18653/v1/D15-1045
https://doi.org/10.1145/3077136.3080740
https://doi.org/10.1145/3077136.3080740
https://doi.org/10.1145/3077136.3080740
https://doi.org/10.18653/v1/K17-1021
https://doi.org/10.18653/v1/K17-1021

Aaron Elkiss, Siwei Shen, Anthony Fader, Giines Erkan,
David J. States, and Dragomir R. Radev. 2008. Blind
men and elephants: What do citation summaries tell
us about a research article? J. Assoc. Inf. Sci. Tech-
nol., 59(1):51-62.

Maarten Grootendorst. 2020. Keybert: Minimal key-
word extraction with bert.

Vivek Gupta, Prerna Bharti, Pegah Nokhiz, and Harish
Karnick. 2021. SumPubMed: Summarization dataset
of PubMed scientific articles. In Proceedings of the
59th Annual Meeting of the Association for Compu-
tational Linguistics and the 11th International Joint
Conference on Natural Language Processing: Stu-
dent Research Workshop, pages 292-303, Online.
Association for Computational Linguistics.

Kalervo Jarvelin and Jaana Kekildinen. 2002. Cumu-
lated gain-based evaluation of IR techniques. ACM
Trans. Inf. Syst., 20(4):422-446.

Karen Spérck Jones. 2007. Automatic summarising:
The state of the art. Inf. Process. Manag., 43(6):1449—
1481.

Guy Lev, Michal Shmueli-Scheuer, Jonathan Herzig,
Achiya Jerbi, and David Konopnicki. 2019. Talk-
summ: A dataset and scalable annotation method
for scientific paper summarization based on confer-
ence talks. In Proceedings of the 57th Conference of
the Association for Computational Linguistics, ACL
2019, Florence, Italy, July 28- August 2, 2019, Vol-
ume 1: Long Papers, pages 2125-2131. Association
for Computational Linguistics.

Chin-Yew Lin. 2004. ROUGE: A package for auto-
matic evaluation of summaries. In Text Summariza-
tion Branches Out, pages 74—81, Barcelona, Spain.
Association for Computational Linguistics.

Yang Liu, Dan Iter, Yichong Xu, Shuohang Wang,
Ruochen Xu, and Chenguang Zhu. 2023. G-eval:
NLG evaluation using GPT4 with better human align-
ment. CoRR, abs/2303.16634.

Kyle Lo, Joseph Chee Chang, Andrew Head, Jonathan
Bragg, Amy X. Zhang, Cassidy Trier, Chloe Anas-
tasiades, Tal August, Russell Authur, Danielle Bragg,
Erin Bransom, Isabel Cachola, Stefan Candra, Yo-
ganand Chandrasekhar, Yen-Sung Chen, Evie Yu-
Yen Cheng, Yvonne Chou, Doug Downey, Rob
Evans, Raymond Fok, Fangzhou Hu, Regan Huff,
Dongyeop Kang, Tae Soo Kim, Rodney Kinney,
Aniket Kittur, Hyeonsu B. Kang, Egor Klevak, Bai-
ley Kuehl, Michael Langan, Matt Latzke, Jaron
Lochner, Kelsey MacMillan, Eric Marsh, Tyler Mur-
ray, Aakanksha Naik, Ngoc-Uyen Nguyen, Srishti
Palani, Soya Park, Caroline Paulic, Napol Rachata-
sumrit, Smita Rao, Paul Sayre, Zejiang Shen, Pao
Siangliulue, Luca Soldaini, Huy Tran, Madeleine van
Zuylen, Lucy Lu Wang, Chris Wilhelm, Caroline
Wau, Jiangjiang Yang, Angele Zamarron, Marti A.
Hearst, and Daniel S. Weld. 2023. The semantic
reader project: Augmenting scholarly documents

through ai-powered interactive reading interfaces.
CoRR, abs/2303.14334.

Kyle Lo, Lucy Lu Wang, Mark Neumann, Rodney Kin-
ney, and Daniel Weld. 2020. S20RC: The semantic
scholar open research corpus. In Proceedings of the
58th Annual Meeting of the Association for Compu-
tational Linguistics, pages 4969—4983, Online. Asso-
ciation for Computational Linguistics.

Hans Peter Luhn. 1958. The automatic creation of liter-
ature abstracts. IBM J. Res. Dev., 2(2):159-165.

Fuli Luo, Tianyu Liu, Qiaolin Xia, Baobao Chang, and
Zhifang Sui. 2018. Incorporating glosses into neural
word sense disambiguation. In Proceedings of the
56th Annual Meeting of the Association for Computa-
tional Linguistics, ACL 2018, Melbourne, Australia,
July 15-20, 2018, Volume 1: Long Papers, pages
2473-2482. Association for Computational Linguis-
tics.

Yuning Mao, Ming Zhong, and Jiawei Han. 2022. Cite-
Sum: Citation text-guided scientific extreme sum-
marization and domain adaptation with limited su-
pervision. In Proceedings of the 2022 Conference
on Empirical Methods in Natural Language Process-
ing, pages 10922—-10935, Abu Dhabi, United Arab
Emirates. Association for Computational Linguistics.

Nitika Mathur, Timothy Baldwin, and Trevor Cohn.
2017. Sequence effects in crowdsourced annotations.
In Proceedings of the 2017 Conference on Empirical
Methods in Natural Language Processing, EMNLP
2017, Copenhagen, Denmark, September 9-11, 2017,
pages 2860-2865. Association for Computational
Linguistics.

Qiaozhu Mei and ChengXiang Zhai. 2008. Generat-
ing impact-based summaries for scientific literature.
In Proceedings of ACL-08: HLT, pages 816824,
Columbus, Ohio. Association for Computational Lin-
guistics.

Rui Meng, Khushboo Thaker, Lei Zhang, Yue Dong,
Xingdi Yuan, Tong Wang, and Daqing He. 2021.
Bringing structure into summaries: a faceted sum-
marization dataset for long scientific documents. In
Proceedings of the 59th Annual Meeting of the Asso-
ciation for Computational Linguistics and the 11th
International Joint Conference on Natural Language
Processing (Volume 2: Short Papers), pages 1080—
1089, Online. Association for Computational Linguis-
tics.

Sewon Min, Victor Zhong, Richard Socher, and Caim-
ing Xiong. 2018. Efficient and robust question an-
swering from minimal context over documents. In
Proceedings of the 56th Annual Meeting of the As-
sociation for Computational Linguistics, ACL 2018,
Melbourne, Australia, July 15-20, 2018, Volume 1:
Long Papers, pages 1725-1735. Association for Com-
putational Linguistics.

8561


https://doi.org/10.1002/asi.20707
https://doi.org/10.1002/asi.20707
https://doi.org/10.1002/asi.20707
https://doi.org/10.5281/zenodo.4461265
https://doi.org/10.5281/zenodo.4461265
https://doi.org/10.18653/v1/2021.acl-srw.30
https://doi.org/10.18653/v1/2021.acl-srw.30
https://doi.org/10.1145/582415.582418
https://doi.org/10.1145/582415.582418
https://doi.org/10.1016/j.ipm.2007.03.009
https://doi.org/10.1016/j.ipm.2007.03.009
https://doi.org/10.18653/v1/p19-1204
https://doi.org/10.18653/v1/p19-1204
https://doi.org/10.18653/v1/p19-1204
https://doi.org/10.18653/v1/p19-1204
https://www.aclweb.org/anthology/W04-1013
https://www.aclweb.org/anthology/W04-1013
https://doi.org/10.48550/arXiv.2303.16634
https://doi.org/10.48550/arXiv.2303.16634
https://doi.org/10.48550/arXiv.2303.16634
https://doi.org/10.48550/arXiv.2303.14334
https://doi.org/10.48550/arXiv.2303.14334
https://doi.org/10.48550/arXiv.2303.14334
https://doi.org/10.18653/v1/2020.acl-main.447
https://doi.org/10.18653/v1/2020.acl-main.447
https://doi.org/10.1147/rd.22.0159
https://doi.org/10.1147/rd.22.0159
https://doi.org/10.18653/v1/P18-1230
https://doi.org/10.18653/v1/P18-1230
https://aclanthology.org/2022.emnlp-main.750
https://aclanthology.org/2022.emnlp-main.750
https://aclanthology.org/2022.emnlp-main.750
https://aclanthology.org/2022.emnlp-main.750
https://doi.org/10.18653/v1/d17-1306
https://aclanthology.org/P08-1093
https://aclanthology.org/P08-1093
https://doi.org/10.18653/v1/2021.acl-short.137
https://doi.org/10.18653/v1/2021.acl-short.137
https://doi.org/10.18653/v1/P18-1160
https://doi.org/10.18653/v1/P18-1160

Guilherme Penedo, Quentin Malartic, Daniel Hesslow,
Ruxandra Cojocaru, Alessandro Cappelli, Hamza
Alobeidli, Baptiste Pannier, Ebtesam Almazrouei,
and Julien Launay. 2023. The refinedweb dataset
for falcon LLM: outperforming curated corpora with
web data, and web data only. CoRR, abs/2306.01116.

Vahed Qazvinian and Dragomir R. Radev. 2008. Sci-
entific paper summarization using citation summary
networks. In Proceedings of the 22nd International
Conference on Computational Linguistics (Coling
2008), pages 689-696, Manchester, UK. Coling 2008
Organizing Committee.

Siya Qi, Lei Li, Yiyang Li, Jin Jiang, Dingxin Hu, Yuze
Li, Yingqi Zhu, Yanquan Zhou, Marina Litvak, and
Natalia Vanetik. 2022. SAPGraph: Structure-aware
extractive summarization for scientific papers with
heterogeneous graph. In Proceedings of the 2nd Con-
ference of the Asia-Pacific Chapter of the Association
for Computational Linguistics and the 12th Interna-
tional Joint Conference on Natural Language Pro-
cessing (Volume 1: Long Papers), pages 575-586,
Online only. Association for Computational Linguis-
tics.

Zheng Lin Qingyi Si. 2023. Alpaca-cot: An instruction
fine-tuning platform with instruction data collection
and unified large language models interface. https:
//github.com/PhoebusSi/alpaca-CoT.

Napol Rachatasumrit, Jonathan Bragg, Amy X. Zhang,
and Daniel S. Weld. 2022. Citeread: Integrating lo-
calized citation contexts into scientific paper reading.
In IUI 2022: 27th International Conference on Intel-
ligent User Interfaces, Helsinki, Finland, March 22 -
25, 2022, pages 707-719. ACM.

Stephen E. Robertson, Steve Walker, Susan Jones,
Micheline Hancock-Beaulieu, and Mike Gatford.
1994. Okapi at TREC-3. In Proceedings of The Third
Text REtrieval Conference, TREC 1994, Gaithers-
burg, Maryland, USA, November 2-4, 1994, volume
500-225 of NIST Special Publication, pages 109—
126. National Institute of Standards and Technology
(NIST).

Rico Sennrich, Orhan Firat, Kyunghyun Cho, Alexan-
dra Birch, Barry Haddow, Julian Hitschler, Marcin
Junczys-Dowmunt, Samuel Liubli, Antonio Vale-
rio Miceli Barone, Jozef Mokry, and Maria Nadejde.
2017. Nematus: a toolkit for neural machine trans-
lation. In Proceedings of the 15th Conference of the
European Chapter of the Association for Computa-
tional Linguistics, EACL 2017, Valencia, Spain, April
3-7, 2017, Software Demonstrations, pages 65—68.
Association for Computational Linguistics.

Sajad Sotudeh, Arman Cohan, and Nazli Gohar-
ian. 2021. On generating extended summaries
of long documents. In Proceedings of the Work-
shop on Scientific Document Understanding co-
located with 35th AAAI Conference on Artificial In-
teligence, SDU@AAAI 2021, Virtual Event, February
9, 2021, volume 2831 of CEUR Workshop Proceed-
ings. CEUR-WS.org.

Sajad Sotudeh and Nazli Goharian. 2022. TSTR: Too
short to represent, summarize with details! intro-
guided extended summary generation. In Proceed-
ings of the 2022 Conference of the North American
Chapter of the Association for Computational Lin-
guistics: Human Language Technologies, pages 325—
335, Seattle, United States. Association for Compu-
tational Linguistics.

Rohan Taori, Ishaan Gulrajani, Tianyi Zhang, Yann
Dubois, Xuechen Li, Carlos Guestrin, Percy Liang,
and Tatsunori B Hashimoto. 2023. Alpaca: A
strong, replicable instruction-following model. Stan-
ford Center for Research on Foundation Models.
https://crfm. stanford. edu/2023/03/13/alpaca. html,
3(6):7.

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier
Martinet, Marie-Anne Lachaux, Timothée Lacroix,
Baptiste Roziere, Naman Goyal, Eric Hambro, Faisal
Azhar, Aurélien Rodriguez, Armand Joulin, Edouard
Grave, and Guillaume Lample. 2023. Llama: Open
and efficient foundation language models. CoRR,
abs/2302.13971.

Yizhong Wang, Yeganeh Kordi, Swaroop Mishra, Al-
isa Liu, Noah A. Smith, Daniel Khashabi, and Han-
naneh Hajishirzi. 2022. Self-instruct: Aligning lan-
guage model with self generated instructions. CoRR,
abs/2212.10560.

Michihiro Yasunaga, Jungo Kasai, Rui Zhang, Alexan-
der R. Fabbri, Irene Li, Dan Friedman, and
Dragomir R. Radev. 2019. Scisummnet: A large
annotated corpus and content-impact models for sci-
entific paper summarization with citation networks.
In The Thirty-Third AAAI Conference on Artificial
Intelligence, AAAI 2019, The Thirty-First Innova-
tive Applications of Artificial Intelligence Conference,
IAAI 2019, The Ninth AAAI Symposium on Educa-
tional Advances in Artificial Intelligence, EAAI 2019,
Honolulu, Hawaii, USA, January 27 - February I,
2019, pages 7386-7393. AAAI Press.

Tianyi Zhang, Varsha Kishore, Felix Wu, Kilian Q.
Weinberger, and Yoav Artzi. 2020. Bertscore: Evalu-
ating text generation with BERT. In 8th International
Conference on Learning Representations, ICLR 2020,
Addis Ababa, Ethiopia, April 26-30, 2020. OpenRe-
view.net.

A Prompt Instructions

We used the following summarzation instructions
to summarize the top-2 most relevant paragraphs:

1. Generate a coherent summary for the follow-
ing scientific text in not more than 5 sentences.

2. Generate a short summary of the following
scientific text. The summary should not be
more than 5 sentences long.

3. Summarize the following scientific text in not
more than 5 sentences.
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By manually inspecting the model output of each
instruction, we found that the first two instructions
resulted in fluent summaries. However, exclud-
ing “coherent” from the instruction sometimes re-
sulted in a bulleted list of important sentences in
the summary. The third instruction aggressively
compressed the content into a concise summary,
but this resulted in a (partial) loss of information.

We used the following instructions to paraphrase
the-5 most relevant sentences as a summary:

1. Generate a coherent paraphrased text for the
following scientific text.

2. Generate a paraphrased text for the following
scientific text.

3. Paraphrase the following scientific text.

4. Combine the following scientific text into a
coherent and concise text.

A similar effect to the summarization prompts
above was observed when the word “coherent”
was excluded from the instructions. The last two
prompts performed poorly, and in most cases sim-
ply returned the input text.

B Prompt Templates

* Generate a coherent summary for the follow-
ing scientific text in not more than 5 sentences.

scientific text: {input}

summary:

* A chat between a curious user and an artificial
intelligence assistant. The assistant knows
how to summarize scientific text and the user
will provide the scientific text for the assistant
to summarize.

USER: Generate a coherent summary for the
following scientific text in not more than 5
sentences: "{input}"

ASSISTANT:

o ### Instruction: A chat between a curious
human and an artificial intelligence assistant.
The assistant knows how to summarize scien-
tific text and the user will provide the scientific
text for the assistant to summarize.

### Input: Generate a coherent summary for
the following scientific text in not more than
5 sentences: "{input}"

### Output:

For GPT4 we used the direct instruction prompt
without template. The first template worked well
only with the Alpaca and Falcon models, but not
with the Vicuna and LLaMA-CoT models. If the
last sentence of the input contained ‘:’ or an ab-
breviation, these models tried to adapt the output
to it. The Vicuna model presented summaries as
an enumerated list. The LLaMA-CoT model did
not “understand” this template and therefore did
not produce any output. Therefore, we excluded
this template from further experiments. Alpaca,
LLaMA-CoT, and Falcon generated readable sum-
maries based on the second template, but Vicuna
did not, which prevented us from using it further.
For example, the LLaMA-CoT model generated the
following output when paraphrasing: “The text you
provided is already paraphrased. It contains several
sentences that express the same idea in different
ways.” The third prompt template yielded readable,
coherent, and understandable summaries from all
four models and caused artifacts in the summaries
in only a few individual examples. Therefore, we
used this prompt template with its associated in-
structions for our experiments.

C Summarization Models

1. Alpaca (Taori et al., 2023) was fine-tuned based
on the LLaMA 7B model (Touvron et al., 2023)
using 52,000 instruction-following examples
(Wang et al., 2022).

2. Vicuna (Chiang et al., 2023) was fine-tuned
based on LLaMA using user conversations from
ShareGPT.? It has shown competitive effective-
ness when evaluated with GPT4. We used the
13B variant.

3. LLaMA-CoT? was fine-tuned based on datasets
inducing chains of thought (CoT) and logical
reasoning (Qingyi Si, 2023).

4. Falcon (Almazrouei et al., 2023) was trained
based on the RefinedWeb dataset (Penedo et al.,
2023), which has been obtained by extensive
filtering and deduplication of publicly available
web data. At the time of writing, it is the state of
the art on the open-1lm leaderboard.'® We used
the 40B-Instruct variant.

8https://sharegpt.com/

“https://huggingface.co/ausboss/llama-30b-supercot

Phttps://huggingface.co/spaces/HuggingFaceH4/open_Ilm_
leaderboard
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5. GPT4 (Bubeck et al., 2023) is the latest version
of OpenAl’s popular GPT model class, show-
ing the best effectiveness in several benchmarks.
Therefore, we used it to bootstrap reference sum-
maries for our summary evaluation (Section 5.2).
Unlike the above open source models, it is ac-
cessible only through the OpenAI APL!!

D Contextualized Summary Examples

Tables 7, 8, 9, and 10 show examples of generated

contextualized summaries using alternative models.

https://platform.openai.com/docs/models/GPT4
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Nematus: a Toolkit for Neural Machine Translation (Sennrich et al., 2017)

Citance Context

Additionally, Nematus supports minimum risk training (MRT) (Shen et al., 2016) to optimize towards an arbitrary, sentence-level
loss function.

Various MT metrics are supported as loss functions, including smoothed sentence-level BLEU (Chen and Cherry, 2014),
METEOR (Denkowski and Lavie, 2011), BEER (Stanojevic and Sima’an, 2014), and any interpolation of implemented metrics.

To stabilize training, Nematus supports early stopping based on cross entropy or an arbitrary loss function defined by the user.

Abstract

BLEU is the de facto standard machine translation (MT) evaluation metric. However, because BLEU computes a geometric
mean of n-gram precisions, it often correlates poorly with human judgment on the sentence-level. Therefore, several smoothing
techniques have been proposed. This paper systematically compares 7 smoothing techniques for sentence-level BLEU. Three of
them are first proposed in this paper, and they correlate better with human judgments on the sentence-level than other smoothing
techniques. Moreover, we also compare the performance of using the 7 smoothing techniques in statistical machine translation
tuning.

Top 5 Relevant Sentences Paraphrased (Query Context: citance-SciBERT)
GPT4

In this study, we conduct a systematic comparison of seven different smoothing methods for sentence-level BLEU. Although
recent WMT Evaluation Task reports (Callison-Burch et al., 2011; Callison-Burch et al., 2012) have demonstrated that numerous
other metrics have a stronger correlation with human evaluations of translation quality than BLEU, it continues to be the
widely accepted standard for assessment and optimization. Smoothing 3 is incorporated into the official NIST evaluation toolkit
(mteval-v13a.pl), and as a result, various smoothing approaches for sentence-level BLEU have been suggested (Lin and Och,
2004; Gao and He, 2013).

LLaMA-CoT

In this paper, we compare various smoothing techniques for sentence-level BLEU. Although other metrics are better at assessing
translation quality, BLEU remains the standard evaluation metric. Smoothing 3 is implemented in the official NIST toolKkit.
Several smoothing techniques have been proposed.

Top 2 Paragraphs Summarized (Query Context:similar-BM25)
GPT4

Since its invention, BLEU has been the most widely used metric for machine translation evaluation and tuning. Despite other
metrics correlating better with human judgments of translation quality, BLEU remains the de facto standard. This is likely
because models trained using BLEU obtain the highest scores from humans and even from other metrics, making it the best
tuning metric from a quality perspective.

Vicuna

BLEU is the most widely used metric for machine translation evaluation and tuning since its invention. Although other metrics
correlate better with human judgments of translation quality, BLEU remains the de facto standard due to its effectiveness as a
tuning metric, with models trained using BLEU obtaining the highest scores from both humans and other metrics.

Table 7: Examples of automatically generated contextualized summaries from the best models for both granularities
(LLaMa and Vicuna). Summaries from GPT4 are used as ground truth for comparison after post processing for
faithfulness and hallucinations.
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Nematus: a Toolkit for Neural Machine Translation (Sennrich et al., 2017)

Citance Context

Additionally, Nematus supports minimum risk training (MRT) (Shen et al., 2016) to optimize towards an arbitrary, sentence-level
loss function.

Various MT metrics are supported as loss functions, including smoothed sentence-level BLEU (Chen and Cherry, 2014),
METEOR (Denkowski and Lavie, 2011), BEER (Stanojevic and Sima’an, 2014), and any interpolation of implemented metrics.

To stabilize training, Nematus supports early stopping based on cross entropy or an arbitrary loss function defined by the user.

Abstract

This paper describes Meteor 1.3, our submission to the 2011 EMNLP Workshop on Statistical Machine Translation automatic
evaluation metric tasks. New metric features include improved text normalization, higher-precision paraphrase matching, and
discrimination between content and function words. We include Ranking and Adequacy versions of the metric shown to have
high correlation with human judgments of translation quality as well as a more balanced Tuning version shown to outperform
BLEU in minimum error rate training for a phrase-based Urdu-English system.

Top 5 Relevant Sentences Paraphrased (Query Context: citance-SciBERT)
GPT4

In assessment tasks, the designed metrics typically aim to score the top translations from systems that are primarily optimized
for BLEU. Meteor measures translation hypotheses by aligning them with reference translations and computing sentence-level
similarity scores. The extra features in Meteor 1.3 enable more balanced parameters that allocate the responsibility of penalizing
different kinds of incorrect translations. Since this task does not offer a devtest set, we choose a Meteor version by examining the
efficiency of employing multiple metric versions to fine-tune phrase-based translation systems for the same language pair. We
utilize Z-MERT to optimize this system for both baseline metrics and the Meteor versions mentioned in earlier sections.

LLaMA-CoT

In this study, we evaluate the performance of various metrics in translation evaluation tasks. We focus on the BLEU metric, which
is commonly used to score 1-best translations from systems. We also explore the Meteor metric, which is designed to evaluate
translation hypotheses by aligning them to reference translations and calculating sentence-level similarity scores. The new
features in Meteor 1.3 allow for more balanced parameters, distributing responsibility for penalizing various types of erroneous
translations. Since this task does not provide a devtest set, we select a version of the metric by exploring its effectiveness in
tuning phrase-based translation systems for the same language pair. We use Z-MERT to tune this system to baseline metrics as
well as the versions of Meteor discussed in previous sections.

Top 2 Paragraphs Summarized (Query Context:similar-BM25)
GPT4

A machine translation (MT) system tuning experiment was conducted on Urdu-English data to compare the effectiveness of
using multiple versions of Meteor in minimum error rate training. Although versions tuned to various human judgments did not
perform as well as the widely used BLEU metric, a balanced tuning version of Meteor consistently outperformed BLEU. The
Meteor 1 metric has been shown to have a high correlation with human judgments in evaluations. However, previous versions of
the metric were limited by lack of punctuation handling, noise in paraphrase matching, and lack of discrimination between word
types. The introduction of new resources for all WMT languages, including text normalizers, filtered paraphrase tables, and
function word lists, improved Meteor’s correlation with human translation rankings and adequacy scores on unseen test data.

Vicuna

A team of researchers conducted an experiment to compare the effectiveness of using multiple versions of the Meteor machine
translation system on Urdu-English data. They found that a balanced tuning version of Meteor consistently outperformed the
widely used BLEU metric. The Meteor 1 metric, which has been shown to have high correlation with human judgments, was
used in the experiment. However, previous versions of the metric had limitations such as lack of punctuation handling and
discrimination between word types. The team introduced new resources for all WMT languages, including text normalizers,
filtered paraphrase tables, and function word lists, which allowed them to tune versions of the metric that showed higher
correlation with human translation rankings and adequacy scores on unseen test data. The evaluation resources were found to be
modular and usable with any other evaluation metric or MT software.

Table 8: Examples of automatically generated contextualized summaries from the best models for both granularities
(LLaMa and Vicuna). Summaries from GPT4 are used as ground truth for comparison after post processing for
faithfulness and hallucinations.
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Incorporating Glosses into Neural Word Sense Disambiguation (Luo et al., 2018)

Citance Context

Additionally, Nematus supports minimum risk training (MRT) (Shen et al., 2016) to optimize towards an arbitrary, sentence-level
loss function.

In this paper, we propose a novel model GAS: a gloss-augmented WSD neural network which is a variant of the memory
network (Sukhbaatar et al., 2015b; Kumar et al., 2016; Xiong et al., 2016).

In order to measure the inner relationship between glosses and context more accurately, we employ multiple passes operation
within the memory as the re-reading process and adopt two memory updating mechanisms.’, ’* In order to model semantic
relationship of context and glosses, we propose a glossaugmented neural network (GAS) in an improved memory network
paradigm.

Abstract

Most tasks in natural language processing can be cast into question answering (QA) problems over language input. We introduce
the dynamic memory network (DMN), a neural network architecture which processes input sequences and questions, forms
episodic memories, and generates relevant answers. Questions trigger an iterative attention process which allows the model to
condition its attention on the inputs and the result of previous iterations. These results are then reasoned over in a hierarchical
recurrent sequence model to generate answers. The DMN can be trained end-to-end and obtains state-of-the-art results on several
types of tasks and datasets: question answering (Facebook’s bAbI dataset), text classification for sentiment analysis (Stanford
Sentiment Treebank) and sequence modeling for part-of-speech tagging (WSJ-PTB). The training for these different tasks relies
exclusively on trained word vector representations and input-question-answer triplets.

Top 5 Relevant Sentences Paraphrased (Query Context: citance-SciBERT)
GPT4

We present the Dynamic Memory Network (DMN), a neural network framework designed for general question-answering tasks,
which is trained using raw input-question-answer triplets. Recent work by Weston et al. on memory networks (Weston et al.,
2015b) emphasizes incorporating a memory component for natural language question answering. This model employs two
extremely large and deep LSTMs to encode a sentence in one language and subsequently decode it in another language. The
primary innovation of the DMN architecture lies in its episodic memory module. Kim (Kim, 2014) documents the previous
state-of-the-art result, which is based on a convolutional neural network utilizing multiple word vector representations.

LLaMA-CoT

We present the Dynamic Memory Network (DMN), a neural network-based framework for general question answering tasks that
is trained using raw input-question-answer triplets. Recent work by Weston et al. (Weston et al., 2015b) focuses on adding a
memory component for natural language question answering. This model uses two extremely large and deep LSTMs to encode a
sentence in one language and then decode the sentence in another language. The main novelty of the DMN architecture is its
episodic memory module. Kim (Kim, 2014) reports the previous state-of-the-art result based on a convolutional neural network
that uses multiple word vector representations.

Top 2 Paragraphs Summarized (Query Context:similar-BM25)
GPT4

The Dynamic Memory Network (DMN) is a neural network-based framework designed for general question-answering tasks,
trained using raw input-question-answer triplets. It can solve various tasks such as sequence tagging, classification problems,
sequence-to-sequence tasks, and question-answering tasks requiring transitive reasoning. While deep learning models like
recursive neural networks have been applied to many NLP tasks, they lack the memory and question modules needed for more
varied tasks and transitive reasoning. Recurrent neural networks have been successfully used in language modeling, speech
recognition, and sentence generation from images. The sequence-to-sequence model used for machine translation is a special
case of the DMN without a question and episodic memory, mapping an input sequence directly to an answer sequence.

Vicuna

We propose the Dynamic Memory Network (DMN), a neural network based framework for general question answering tasks
that is trained using raw input-question-answer triplets. It can solve sequence tagging tasks, classification problems, sequence-to-
sequence tasks, and question answering tasks that require transitive reasoning. The DMN has a memory module and a question
module, which are absent in other deep learning models such as recursive neural networks and chain-structured recurrent neural
networks. The DMN is based on a sequence-to-sequence model used for machine translation, but it has a memory and a question
module.

Table 9: Examples of automatically generated contextualized summaries from the best models for both granularities
(LLaMa and Vicuna). Summaries from GPT4 are used as ground truth for comparison after post processing for
faithfulness and hallucinations.
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Efficient and Robust Question Answering from Minimal Context over Documents (Min et al., 2018)

Citance Context

In addition, they cover different domains, including Wikipedia (Rajpurkar et al., 2016; Joshi et al., 2017), news (Hermann et al.,
2015; Trischler et al., 2016), fictional stories (Richardson et al., 2013; Kocisky et al., 2017), and textbooks (Lai et al., 2017;
Xie et al., 2017) .’, "Recently, researchers have developed largescale QA datasets, which requires answering the question over a
large set of documents in a closed (Joshi et al., 2017) or open-domain (Dunn et al., 2017; Berant et al., 2013; Chen et al., 2017;
Dhingra et al., 2017).

Following previous work on distant supervision (DS) for relation extraction (Mintz et al., 2009 ), we use a procedure to
automatically associate paragraphs to such training examples, and then add these examples to our training set.

We use the following process for each questionanswer pair to build our training set.’, ’If there is no paragraph with non-zero
overlap, the example is discarded; otherwise we add each found pair to our DS training dataset.

Abstract

Modern models of relation extraction for tasks like ACE are based on supervised learning of relations from small hand-labeled
corpora. We investigate an alternative paradigm that does not require labeled corpora, avoiding the domain dependence of
ACEstyle algorithms, and allowing the use of corpora of any size. Our experiments use Freebase, a large semantic database of
several thousand relations, to provide distant supervision. For each pair of entities that appears in some Freebase relation, we
find all sentences containing those entities in a large unlabeled corpus and extract textual features to train a relation classifier.
Our algorithm combines the advantages of supervised IE (combining 400,000 noisy pattern features in a probabilistic classifier)
and unsupervised IE (extracting large numbers of relations from large corpora of any domain). Our model is able to extract
10,000 instances of 102 relations at a precision of 67.6%. We also analyze feature performance, showing that syntactic parse
features are particularly helpful for relations that are ambiguous or lexically distant in their expression.

Top 5 Relevant Sentences Paraphrased (Query Context: citance-SciBERT)
GPT4

Our method employs Freebase (Bollacker et al., 2008), a vast semantic database, to offer distant supervision for extracting
relationships. Since a single sentence might provide an inaccurate signal, our algorithm trains a multiclass logistic regression
classifier, determining weights for each noisy characteristic. The core idea of our distant supervision technique is to utilize
Freebase to supply a training set of relationships and entity pairs involved in those relationships. Each entity pair in every
sentence of the test corpus undergoes feature extraction, and the regression classifier predicts a relationship name for each pair
based on the features from all sentences in which it was present. For each entity pair, we consolidate the features from the
numerous sentences in which the pair appeared into a single feature vector, enabling us to furnish our classifier with more data,
leading to more precise labels.

LLaMA-CoT

Our algorithm uses Freebase, a large semantic database, to provide distant supervision for relation extraction. It trains a multiclass
logistic regression classifier, learning weights for each noisy feature. The intuition of our distant supervision approach is to use
Freebase to give us a training set of relations and entity pairs that participate in those relations. Each entity pair in the test corpus
is run through feature extraction, and the regression classifier predicts a relation name for each entity pair based on the features
from all of the sentences in which it appeared. For each pair of entities, we aggregate the features from the many different
sentences in which that pair appeared into a single feature vector, allowing us to provide our classifier with more information,
resulting in more accurate labels.

Top 2 Paragraphs Summarized (Query Context:similar-BM25)
GPT4

Distant supervision is an approach that uses Freebase, a large semantic database, to provide a training set of relations and entity
pairs for relation extraction. The method identifies entities in sentences using a named entity tagger and extracts features from
sentences containing instances of Freebase relations. This approach allows for the use of much larger amounts of data compared
to supervised training paradigms, as it can utilize millions of Wikipedia articles and instances of relations connecting numerous
entities. Combining vast numbers of features in a large classifier helps overcome problems with bad features. Distant supervision
is an extension of the paradigm used for exploiting WordNet to extract hypernym relations between entities and is similar to the
use of weakly labeled data in bioinformatics.

Vicuna

Our distant supervision approach uses Freebase to provide a training set of relations and entity pairs that participate in those
relations. We use a named entity tagger to identify entities in sentences and extract features from sentences that contain two
entities participating in a Freebase relation. Our algorithm is an extension of the paradigm used by Snow et al. (2005) and is
similar to the use of weakly labeled data in bioinformatics. We use a logistic regression classifier to combine the vast numbers of
features extracted from the text. Our approach can use much larger amounts of data than the supervised training paradigm, which
uses only 17,000 relation instances as training data. We used 1.2 million Wikipedia articles and 1.8 million instances of 102
relations connecting 940,000 entities in our experiments. This helps to overcome the problem of bad features.

Table 10: Examples of automatically generated contextualized summaries from the best models for both granularities
(LLaMa and Vicuna). Summaries from GPT4 are used as ground truth for comparison after post processing for
faithfulness and hallucinations.
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