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Abstract

The landscape of available textual adversarial
attacks keeps growing, posing severe threats
and raising concerns regarding the deep NLP
system’s integrity. However, the crucial prob-
lem of defending against malicious attacks
has only drawn the attention in the NLP com-
munity. The latter is nonetheless instrumen-
tal in developing robust and trustworthy sys-
tems. This paper makes two important contri-
butions in this line of search: (i) we introduce
LAROUSSE, a new framework to detect tex-
tual adversarial attacks and (ii) we introduce
STAKEOUT, a new benchmark composed of
nine popular attack methods, three datasets,
and two pre-trained models. LAROUSSE is
ready-to-use in production as it is unsupervised,
hyperparameter-free, and non-differentiable,
protecting it against gradient-based methods.
Our new benchmark STAKEOUT allows for a
robust evaluation framework: we conduct ex-
tensive numerical experiments which demon-
strate that LAROUSSE outperforms previous
methods, and which allows to identify interest-
ing factors of detection rate variations.

1 Introduction

Despite the high performances of deep learning
techniques for Natural Language Processing (NLP)
applications, the trained models remain vulnerable
to adversarial attacks [Barreno et al., 2006, Morris
et al., 2020a] which limits their adoption for criti-
cal applications. In the context of NLP, for a given
model and a given textual input, an adversarial ex-
ample is a carefully constructed modification of
the initial text such that it is semantically similar
to the original text while affecting the model’s pre-
diction. The ability to design adversarial examples
[Alves et al., 2018, Johnson, 2018, Subbaswamy
and Saria, 2020] raises serious concerns regarding
the security of NLP systems. It is, therefore, cru-
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cial to develop proper strategies that are available
to deal with these threats [Szegedy et al., 2014].
Perhaps surprisingly, if the research community
has invested considerable efforts to design efficient
attacks, there are only a few works that address the
issue of preventing them. One can distinguish two
lines of research: detection methods that aim at
discriminating between regular input and attacks;
and defense methods that try to correctly classify
adversarial inputs. The latter is based on robust
training methods, which customize the learning
process, see for instance [Zhou et al., 2021, Jones
et al., 2020, Yoo and Qi, 2021, Pruthi et al., 2019].
These are limited to certain types of adversarial
lures (e.g., misspelling), making them vulnera-
ble to other types of attacks that already exist or
may be designed in the future. In contrast, detec-
tion methods are more relevant to real-life scenar-
ios where practitioners usually prefer to adopt a
discard-rather-than-correct strategy [Chow, 1957].
This has been highlighted in [Yoo et al., 2022]
which is, to the best of our knowledge, the single
word that introduces a detection method that does
not require training. On the contrary, the authors
propose to measure the regularity of a given input
by computing the Mahalanobis distance [Maha-
lanobis, 1936] of its embedding in the last layer of
a transformer with respect to the training distribu-
tion. Notice that the Mahalanobis distance has also
been successfully used in a very similar framework
of Out-Of-Distribution (OOD) detection methods
(see [Lee et al., 2018, Ren et al., 2021] and refer-
ences therein).

In this paper, we build upon [Yoo et al., 2022]
and introduce a new attack detection framework,
called LAROUSSE1, which improves the current
state-of-the-art. Our approach is based on the com-
putation of the halfspace-mass depth [Chen et al.,
2015] of the last layer embedding of an input with

1LAROUSSE stands for textuaL AdversaRial detectOr Us-
ing halfSpace maSs dEpth
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respect to the training distribution. Halfspace-mass
depth is a particular instance of data depth, which
are functions that measure the proximity of a point
to the core of a probability distribution. As a matter
of fact, the Mahalanobis distance is also – probably
one of the most popular – a data depth. Interest-
ingly, in addition to improving the attack detection
rate, the halfspace-mass depth remedies several
limitations of the Mahalanobis depth: it does not
make Gaussian assumptions on the data structure
and is additionally non-differentiable, providing se-
curity guarantees regarding malicious adversaries
that could rely on gradient-based methods.
The second contribution of our work consists in
releasing STAKEOUT, a new NLP attack bench-
mark that enriches the one introduced in [Yoo
et al., 2022]. More precisely, we explore the same
datasets and extend their four attacks by adding five
new adversarial techniques. This ensures a wider
variety of testing methods, leading to a robust eval-
uation framework that we believe will stimulate
future research efforts. We conduct extensive nu-
merical experiments on STAKEOUT and demon-
strate the soundness of our LAROUSSE detector
while studying the main variability factors on its
performance. Finally, we empirically observe the
presence of relevant information to detect attacks
across the layers other than the last one. This could
pave the way for future research by considering the
possibility of building detectors that are not limited
to the last embedding layers but rather exploit the
full network information.

Our contributions in a nutshell. Our contribu-
tions are threefold:

1. We introduce LAROUSSE, a new textual at-
tack detector based on the computation of a care-
fully chosen similarity function, the halfspace-
mass depth, between a given input embedding and
the training distribution. Contrary to Mahalanobis
distance, it does not rely on underlying Gaussian
assumptions of data and is non-differentiable, mak-
ing it robust to gradient-based attacks.

2. We release STAKEOUT, a new textual attacks
benchmark, which enriches previous ones by in-
cluding additional attacks. It contains three datasets
and nine attacks, covering a wide range of adversar-
ial techniques, including word/character deletion,
swapping, and substitution. This allows for a ro-
bust and reliable evaluation framework which will
be released in DATASETS [Lhoest et al., 2021] to
fuel future research efforts.

3. We conduct extensive numerical experiments
to assess the soundness of our LAROUSSE detector
involving over 20k comparisons, following
the method presented in STAKEOUT. Overall,
our results prove that LAROUSSE improves
the state-of-the-art while being less subject
to variability. The code will be released on
https://github.com/PierreColombo/
AdversarialAttacksNLP.

The rest of the paper is organized as follows. In
Sec. 2, we briefly review the setting of textual at-
tacks, provide main references on the subject, and
formally introduce the problem of attack detection.
In Sec. 3, we present our LAROUSSE detector and
provide some perspectives on data depth and con-
nections to the Mahalanobis distance. In Sec. 4,
we introduce our new benchmark STAKEOUT and
give details on the evaluation framework of attack
detection. Finally, we present our experimental
results in Sec. 5.

2 Textual Attacks: Generation and
Detection

Let us first introduce some notations. We will
denote by D = {(xi, yi)}1≤i≤n a textual dataset
made of n pairs of textual input xi ∈ X and asso-
ciated attribute value yi ∈ Y . We focus on clas-
sification tasks, meaning that Y is of finite size:
|Y| < +∞. In this work, the inputs are first em-
bedded through a multi-layer encoder with L layers
and learnable parameters ψ ∈ Ψ. We denote by
f ℓψ : X → Rd the function that maps the input
text to the ℓ-th layer of the encoder. Note that,
as we will work on transformer models, the latent
space dimension—the dimension of the output of a
layer—of all layers is the same and will be denoted
by d. The dimension of the logits, denoted as the
(L + 1)−th layer of the encoder, is d′. The final
classifier built on the pre-trained encoder produces
a soft decision Cψ over the classes, where ψ is a
learned parameter. We will denote by Cψ(c |x) the
predicted probability that a given input x belongs
to class c. Given an input x, the predicted label ŷ
is then obtained as follows:

ŷ ≜ arg max
c∈Y

Cψ (c|x) with Cψ = softmax(fL+1
ψ (x)).

2.1 Review of textual attacks

The sensitivity of neural networks with respect
to adversarial examples has been uncovered by
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[Szegedy et al., 2013] and popularized by [Goodfel-
low et al., 2014], who introduced fast adversarial
generation methods, in the context of computer
vision. In computer vision, the meaning of an ad-
versarial attack is clear: a given regular input is
perturbed by a small noise which does not affect
human perception but nonetheless changes the net-
work prediction. However, due to the discrete na-
ture of tokens in NLP, small textual perturbations
are usually perceptible (e.g., a word substitution
can change the meaning of a sentence). As a re-
sult, defining textual attacks is not straightforward
and the methods used in the context of images in
general do not directly apply to NLP tasks.

The goal of a textual attack is to modify an in-
put while keeping its semantic meaning and luring
a deep learning model. At a high level, one can
formally define the problem of textual attack gener-
ation as follows. Given an input x, find a perturba-
tion xadv that satisfies the following optimization
problem:

max SIM(x,xadv)
s.t. arg max

c∈Y
Cψ (c|xadv) ̸= arg max

c∈Y
Cψ (c|x) ,

(1)
where SIM : X × X → R+ denotes a function
that measures the semantic proximity between two
textual inputs. Finding a good similarity function
is an active research area and previous works [Li
et al., 2018] rely on embedding similarities such as
Word2vect [Mikolov et al., 2013], USE [Cer et al.,
2018], or string-based distance [Gao et al., 2018]
based on the Levenshtein distance [Levenshtein,
1965], among others.

The landscape of available adversarial textual
attacks keeps growing, with numerous attacks ev-
ery year [Li et al., 2021, Ribeiro et al., 2020, Li
et al., 2020, Garg and Ramakrishnan, 2020, Alzan-
tot et al., 2018, Jia et al., 2019, Ren et al., 2019,
Feng et al., 2018, Li et al., 2018, Zang et al., 2019].
There exist different types of attacks according to
the perturbation level, that is the level of granularity
at which the corruption is performed. For instance,
[Ebrahimi et al., 2018, Pruthi et al., 2019] character-
level perturbations are usually based on basic opera-
tions such as substitution, deletion, swapping or in-
sertion. There exist also word-level corruption tech-
niques [Ebrahimi et al., 2018, Pruthi et al., 2019]
which usually perform word substitution using syn-
onyms or semantically equivalent words [Miller,
1995, Miller et al., 1990]. Finally, we can also
find sentence-level attacks [Iyyer et al., 2018] rely-

ing on text generation techniques. Standard toolk-
its such as OpenAttack [Zeng et al., 2021] or
Textattack [Morris et al., 2020b] gather them
in a unified framework.

2.2 Review textual attack detection methods

The goal of an adversarial attack detector is to build
a binary decision rule d : X → {0, 1} that assigns
1 to adversarial samples created by the malicious
attacker and 0 to clean samples. Typically, this
decision rule consists of a function s : X → R that
measures the similarity between an input sample
and the training distribution, and a threshold γ ∈
R:

d(x) = I{s(x) > γ} =

{
1 if s(x) ≥ γ,

0 if s(x) < γ.
(2)

As already mentioned in the previous section,
although some works rely on robust training by
adding regularization terms that use adversarial
generation [Dong et al., 2021, Wang et al., 2020,
Yoo and Qi, 2021] at the risk of not being able to
cover attacks developed in the future, adversarial
detection techniques have received few attention
from the NLP community [Mozes et al., 2021]. De-
tection methods consist in adding an adversarial
attack detector on top of a given trained model. The
majority of developed techniques require adversar-
ial examples either for validation or for training
purposes. For instance, this is the case of [Mozes
et al., 2021] which computes sentence likelihood
based on words frequencies; and of [Le et al., 2021,
Pruthi et al., 2019] which focus on specific types
of attacks. The only work that does not require
access to adversarial examples is [Yoo et al., 2022]
which computes a similarity score between a given
input embedding and the training distribution. This
similarity function is the Mahalanobis distance and
has been widely used in the related literature of
OOD detection methods [Podolskiy et al., 2021,
Ren et al., 2021, Kamoi and Kobayashi, 2020].

3 LAROUSSE: A Novel Adversarial
Attacks Detector

We follow the notations introduced in Sec. 2. In
particular, recall that fLψ : X → Rd is the map-
ping to the last layer embedding of the considered
network.
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3.1 LAROUSSE in a nutshell
Our framework for adversarial attack detection re-
lies on three consecutive steps:

1. Feature Extraction. As in [Yoo et al., 2022],
we rely on the last layer embedding fLψ (x) of a
given textual input x. We will use the following
notation: z ≜ fLψ (x) ∈ Rd.

2. Anomaly Score Computation. In the second
step, we compute a similarity score between the
last layer embedding z and the predicted class of
z. To formally write this score, we need to intro-
duce, for each y ∈ Y , the empirical distribution
P̂LY (y) = (1/|Dy|)

∑
i: yi=y

δfLψ (xi)
of the points

Dy ≜ {fLψ (xi), s.t. yi = y}. With these notations
in mind, our similarity score function writes, for a
given input x with predicted class ŷ:

sLAROUSSE(x) ≜ DHM

(
z, P̂LY (ŷ)

)
, (3)

where DHM denotes the halfspace-mass depth that
we carefully present in Sec. 3.2. The higher the
value of DHM the more regular x is with respect to
P̂LY .

3. Thresholding. Similar to previous works, the
final step consists in thresholding our similarity
score: we detect x as an adversarial attack if and
only if sLAROUSSE(x) ≤ γ, where γ is a hyperpa-
rameter of the detector.

Remark 1 In the experimental section, we will
also consider the case where the depth function is
computed based on the logits. It corresponds to re-
place z = fLψ (x) ∈ Rd by z = fL+1

ψ (x) ∈ R|Y|.

3.2 A brief review of data depths and the
halfspace-mass depth

With the goal of extending the notions of order
and rank to multivariate spaces, the statistical con-
cept of depth has been introduced by John Tukey
in [Tukey, 1975]. Data depth found many appli-
cations in Statistics and Machine Learning (ML)
such as in classification [Lange et al., 2014], clus-
tering [Jörnsten, 2004], text automatic evaluation
[Staerman et al., 2021b] or anomaly detection
[Staerman et al., 2020, 2022]. A depth function
D(·, P ) : Rd → [0, 1] provides a score that reflects
the closeness of any element x ∈ Rd to a prob-
ability distribution P on Rd. The higher (respec-
tively lower) the score of x is, the deeper (respec-
tively farther) it is in P . Many proposals have been

suggested in the literature such as the projection
depth [Liu, 1992], the zonoid depth [Koshevoy and
Mosler, 1997] or the Monge-Kantorovich depth
[Chernozhukov et al., 2017] differing in properties
and applications. To compare their benefits and
drawbacks, standard properties that a data depth
should satisfy have been developed in [Zuo and
Serfling, 2000] (see also [Dyckerhoff, 2004]). We
refer the reader to [Mosler, 2013] or to [Staerman,
2022, Ch. 2 ] for an excellent account of data depth.

The halfspace-mass depth. Beyond appeal-
ing properties satisfied by depth functions such
as affine-invariance [Zuo and Serfling, 2000],
these statistical tools suffer in practice from high-
computational burden, which limits their spread
use in ML applications [Mosler and Mozharovskyi,
2020]. However, efficient approximations have
been provided such as for the halfspace-mass depth
[Chen et al., 2015] (see also [Ramsay et al., 2019,
Staerman et al., 2021a]). The halfspace-mass (HM)
depth of x ∈ Rd w.r.t. a distribution P on Rd is
defined as the expectation over the set of all closed
halfspaces containing x H(x) of the probability
mass of such halfspaces. More precisely, given a
random variable X following a distribution P and
a probability measure Q on H(x), the HM depth
of x w.r.t. P is defined as follows:

DHM(x, P ) = EH∼Q [P (H)] . (4)

When a training set {x1, . . . ,xn} is given, ex-
pression (4) boils down to:

DHM(x, P̂X) = EQ

[
1

n

n∑

i=1

I{xi ∈ H}
]
, (5)

where P̂X denotes the empirical measure defined
by 1

n

∑n
i=1 δxi . The halfspace-mass depth has been

successfully used in anomaly detection (see [Chen
et al., 2015] and [Staerman et al., 2021a]) making it
a natural candidate for detecting adversarial attacks
at the layers of a neural network.

Computational aspects. The expectation of (5)
can be approximated by means of a Monte-Carlo as
opposed to several depth functions that are defined
as the solution to optimization problems [Tukey,
1975, Liu, 1992], unfeasible when dimensions are
too high. The aim is then to approximate (5) with a
finite number of half spaces containing x. To that
end, authors of [Chen et al., 2015] introduced an al-
gorithm, divided into training and testing parts, that
provides a computationally efficient approximation
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of (5). The three main parameters involved are K,
corresponding to the number of directions sampled
on the sphere, ns, the sub-sample size which is
drawn at each projection step, and λ, which con-
trols the extent of the choice of the hyperplane.
Since the HM approximation has low sensitivity
in its parameters, in the remainder of the paper
we set K = 10000, ns = 32 and λ = 0.5. The
computational complexity of the training part is
of order O(Knsd) and the testing part O(Kd),
which makes ease to compute. Further details are
provided to the curious reader in Sec. 8.1

Remark 2 ADVANTAGES OVER THE MAHA-
LANOBIS DISTANCE In contrast to approaches
based on the Mahalanobis distance [Lee et al.,
2018, Yoo et al., 2022], the halfspace-mass depth
does not require to invert and estimate the covari-
ance matrix of the training data that can be chal-
lenging both from computational and statistical
perspectives, especially in high dimension. In addi-
tion, the HM depth does not need any assumption
on the distribution while Mahanalobis distance is
restricted to be used on distributions with finite
two-first-order moments.

4 STAKEOUT: A Novel Benchmark for
Adversarial Attacks

Textual attack generation can be computationally
expensive as some attacks require hundreds of
queries to corrupt a single sample2. To dispose
of a benchmark that gathers the result of diverse
attacks on different datasets and encoders is in-
strumental to accelerate future research efforts by
reducing computational overhead. To build our
benchmark, we relied on the models, the datasets,
and the attacks available in TextAttack [Mor-
ris et al., 2020b]. In the following, we describe
the experimental choices we made when building
STAKEOUT and discuss our baseline and evalua-
tion pipeline.

4.1 A novel benchmark: STAKEOUT
Training Datasets. We choose to work on senti-
ment analysis, using SST2 [Socher et al., 2013]
and IMDB [Maas et al., 2011], and topic classifica-
tion, relying on ag-news [Joachims, 1996]. These
datasets are used in [Yoo et al., 2022] and allow for
comparison with previously obtained results.
Target Pretrained Classifiers. We rely on the
model available on the Transformers’ Hub [Wolf

2For STAKEOUT the average number of try is 800.

Model Dataset Acc (%)
BERT SST2 92.43

ag-news 94.20
IMDB 91.90

ROB SST2 94.04
ag-news 94.70
IMDB 94.10

Table 1: Classifier accuracy for each considered dataset.

et al., 2020]. In order to ensure that our conclusions
are not model specific, we work with classifiers
that are based on two types of pre-trained encoders:
BERT [Devlin et al., 2019] and ROBERTA (ROB)
[Liu et al., 2019]. Tab. 1 reports the accuracy of
the different models on each considered dataset.

Adversarial attacks. Our benchmark is based
on 9 different attacks that cover a broad range
of techniques including words/character insertion,
deletion, swapping, and substitution. Upon these 9
attacks, 8 are taken from the 16 available methods
of TextAttack, namely PRUthi (PRU) [Pruthi
et al., 2019], TextBugger (TB) [Li et al., 2018], IGa
(IG) [Wang et al., 2019], DeepWordBug (DWB)
[Gao et al., 2018], KULeshov (KUL) [Kuleshov
et al., 2018], BAE (BAE) [Garg and Ramakrish-
nan, 2020], PWW (PWWS) [Ren et al., 2019] and
TextFooler (TF)[Jin et al., 2020], and the last one is
TF-adjusted (TF-ADF) [Morris et al., 2020a]. We
tried additional attacks, and they were either too
weak to fool the models [Ribeiro et al., 2020, Feng
et al., 2018] or were crashing. Further details on
the attacks are gathered in Tab. 3. Fig. 1 displays
the success rate regarding attack efficiency and the
number of queries for each considered attack. It is
worth noting that IG fails on IMDB.

Takeaways of Fig. 1. Interestingly, attack effi-
ciency only marginally depends on the pre-trained
encoder type. In contrast, there is a strong depen-
dency with respect to the training set (variation of
over 0.2 points). It is worth noting that TF and KUL
are the most efficient attacks. From the averaged
number of queries, we note that attacking a classi-
fier trained on IMDB is harder than one trained on
SST2 despite being both binary classification tasks.

Adversarial and clean sample selection. For eval-
uation, we rely on test sets that are made of clean
samples and adversarial ones. In order to construct
such sets while controlling the ratio between clean
and adversarial samples, we rely on [Yoo et al.,
2022, Scenario 1]. From a given initial test set Xt,
we sample two disjoint subsets X1 and X2. We
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Figure 1: Efficiency of the chosen attacks. Both check-
list and input reduction were tried but discarded due to
low efficiency. Dashed lines report the average perfor-
mance for each dataset.

then generate attacks on X1 and take the successful
one as an adversarial testing example, while X2 is
taken as the clean testing sample.

4.2 Baseline detectors
We use two baseline detectors. The first one is
based on a language model likelihood and the
second one corresponds to the Mahalanobis de-
tector introduced in [Yoo et al., 2022]. Both of
them follow the analog three consecutive steps of
LAROUSSE, but do not use the same similarity
score.

Language model score. This method consists
in computing the likelihood of an input with an
external language model:

sLM(x) = −
|x|∑

i=1

log pψ(ωi|ωi−1, . . . , ω1), (6)

where ωi represents the individual token of the
input sentence x. We compute the log-probabilities
with the output of a pretrained GPT2 [Brown et al.,
2020]. Notice that this baseline is also used in [Yoo
et al., 2022].

Mahalanobis-based detector. We follow [Yoo
et al., 2022] which relies on a class-conditioned
Mahalanobis distance. Following our notations, it
corresponds to evaluation:

sM(x) =
(
fLψ (x)− µŷ

)T
Σŷ

(
fLψ (x)− µŷ

)
,
(7)

where µŷ is the empirical mean for the logits of
class ŷ and Σŷ is the associated empirical covari-
ance.

Remark 3 Similarly to Remark 1, for a given tex-
tual input x, we will either rely on the penultimate

layer L representation fLψ (x) or on the logits pre-
dictions fL+1

ψ (x) of the networks to compute sM .

4.3 Evaluation metrics
The adversarial attack detection problem can be
seen as a classification problem. In our context,
two quantities are of interest, namely (i) the false
alarm rate, i.e. the proportion of samples that are
misclassified as adversarial sample while actually
being clean; and (ii) the true detection rate, i.e., the
proportion of samples that are rightfully predicted
as adversarial sample. We focus on three different
metrics that assess the quality of our method.

1. Area Under the Receiver Operating Charac-
teristic curve (AUROC; [Bradley, 1997]). It is the
area under the ROC curve which consider the true
detection rate against the false alarm rate. From el-
ementary computations, the AUROC can be linked
to the probability that a clean example has higher
score than an adversarial sample.

2. Area Under the Precision-Recall curve
(AUPR; [Davis and Goadrich, 2006]). It is the
area under the precision-recall curve that is more
relevant to imbalanced situations. It plots the recall
(true detection rate) against the precision (actual
proportion of adversarial sample amongst the pre-
dicted adversarial sample).

3. False Positive Rate at 90% True Positive Rate
(FPR (%)). In a practical situation, one wishes to
build an efficient detector. Thus, given a detection
rate r, this incites to fix a threshold δr such that the
corresponding TPR equals r. Following [Yoo et al.,
2022], we set r = 0.90. For FPR, lower is better.

4. Classification error (Err (%)). This refers to
the lowest classification error obtained by choosing
the best-fixed threshold.

5 Experimental results

5.1 Overall Results
We report in Tab. 2 the aggregated performance
over the different datasets, the various seeds, and
the different attacks.
DHM achieves the best overall results. It is worth
noting that detection methods better discriminate
adversarial attacks on ROB. than BERT. It also
consistently improves the performance when using
a halfspace mass score DHM instead of Mahanalo-
bis DM, which experimentally validates our choice.
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Table 2: Aggregated performance over both datasets and attacks. Each average number aggregates 270 measurements
(10 seeds × 3 datasets × 9 attacks). DM (resp. DHM ) indicates a detector based on Mahalanobis (resp. Halspace
Mass depth) (see Eq. 7), GPT to the perplexity score (see Eq. 6).

Purple color corresponds to LAROUSSE.
AUROC FPR AUPR-IN AUPR-OUT Err

BERT GPT softmax 76.1 ±9.1 58.4 ±19.1 75.4 ±8.7 75.3 ±10.2 34.0 ±9.5

DM fLψ 88.8 ±6.3 49.7 ±25.4 90.9 ±6.0 84.5 ±8.2 28.4 ±12.0

fL+1
ψ 90.1 ±7.8 32.3 ±23.9 88.6 ±10.4 88.5 ±7.6 19.7 ±11.3

DHM fLψ 92.0 ±5.0 32.1 ±24.1 93.3 ±4.8 89.4 ±5.8 19.5 ±11.2

fL+1
ψ 91.9 ±5.1 35.8 ±23.2 92.4 ±5.7 90.0 ±5.6 21.4 ±10.9

ROB. GPT softmax 77.7 ±9.7 56.0 ±20.4 77.2 ±9.1 76.8 ±10.7 32.6 ±9.9

DM fLψ 89.9 ±5.5 44.1 ±22.9 91.9 ±5.1 86.1 ±7.2 25.5 ±10.9

fL+1
ψ 90.0 ±8.3 31.9 ±23.6 88.5 ±11.5 88.7 ±7.8 19.5 ±11.3

DHM fLψ 93.4 ±4.6 29.0 ±21.7 93.9 ±5.4 91.3 ±5.3 17.9 ±10.3

fL+1
ψ 92.8 ±5.1 32.1 ±23.5 93.3 ±5.9 90.9 ±5.9 19.4 ±11.3
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Figure 2: Performance per attack in for each pretrained
encoder in terms of AUROC (left) and FPR (right) of
DM and DHM on STAKEOUT.

This conclusion holds on both ROB. and BERT,
corresponding to over 540 experimental config-
urations. Similar to previous work [Yoo et al.,
2022], the detector built on GPT2 under-performs
DM. For all methods, we observe that LAROUSSE
achieves the best results both in terms of threshold-
free (e.g. AUROC, AUPR-IN and AUPR-OUT)
threshold-based metrics (e.g. FPR) which validates
our detector.
Importance of feature selection for adversarial
detectors. Both DHM and DM are highly sensitive
to the layer’s choice. For DM, using the logits is
better than the penultimate layer, while for DHM,
the converse works better. Although the AUROC
presents a slight variation when using fL+1

ψ instead
of fLψ , it induces a variation of over 10 FPR points.

Overall, it is worth noting that LAROUSSE, al-
though being state-of-the-art on tested configura-

tions, achieves an FPR which remains moderate.
The best-averaged error of 17.9% is far from the
error achieved on the main task (less than 10% on
all datasets).

5.2 Identifying key detection factors
To better understand the performance of our meth-
ods w.r.t different attacks and various datasets, we
report in Fig. 4 the performance in terms of AUROC
and FPR per attack.
Detectors and models are not robust to dataset
change. The detection task is more challenging for
SST-2 than for ag-news and IMDB, with a signif-
icant drop in performance (e.g. over 15 absolute
points for BAE). On SST-2, DHM achieves a signif-
icant gain over DM both for the AUROC and FPR.
Detectors do not detect uniformly well the vari-
ous attacks. This phenomenon is pronounced on
SST2 while being present for both ag-news and
IMDB. For example on SST2, FPR varies from
less than 10 (a strong detection performance) for
TF-ADJ to over 70 (a poor performance) for PRU.
Hard to detect attack for ROB. are not neces-
sarily hard to detect for BERT. This phenomenon
is illustrated by Fig. 2. For example, KUL is hard
to detect for BERT while being easier on ROB as
LAROUSSE achieves over 96 AUROC points. If
safety is a primary concern, it is thus crucial to
carefully select the pre-trained encoder.
The choice of clean samples largely affects the
detection performance measure. Fig. 4 and Fig. 2
display several tries with different seeds. As men-
tioned in Sec. 4, different seeds correspond to vari-
ous choices of clean samples. On all datasets, we
observe that when measuring the algorithm per-
formance, different negative samples will lead to
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Figure 3: Empirical study of the metric relationship for the three considered detection methods.
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Figure 4: Performance in terms of AUROC (up) and FPR
(down) of DM and DHM on STAKEOUT. Fig. 7 in the
Supplementary Material reports the results of GPT2.

different results (e.g. FPR on IMDB varies of over
30 points on KUL and PRU across different seeds).

5.3 All the metrics matter

Setting. In this experiment, we study the relation-
ship between the different metrics. From Tab. 2,
we see that threshold free metrics (i.e., AUROC,
AUPR-IN) exhibit lower variance than threshold
based metrics such as FPR. The FPR measures the
percentage of natural samples detected as adversar-
ial when 90% of the attacked samples are detected.
Therefore, the lower, the better.
Takeaways. From Fig. 3, we see that for a large
AUROC, AUPR-IN and AUPR-OUT do not neces-
sarily corresponds a low FPR. This suggests that
the detectors also detect natural samples as ad-
versarial when it detect at least 90% of adversar-
ial examples. Additionally, a small variation of
AUROC, AUPR-IN and AUPR-OUT can lead to a
high change in FPR. It is therefore crucial to com-
pare the detectors using all metrics.

5.4 Expected performances of LAROUSSE

Setting. Fig. 5 reports the error probability per at-
tack for LAROUSSE and the considered baselines.
Efficient attacks are easier to detect. We observe
that on the three most efficient attacks, according
to Fig. 1 (i.e., TF, PWWS and KUL), LAROUSSE
is significantly more effective than DM and GPT2.
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Figure 5: Detection error on STAKEOUT.

Different detection methods capturing various
phenomena are better suited for detecting types
of attack. Although LAROUSSE achieves the
best results overall, GPT2, which relies on per-
plexity solely, achieves competitive results with
LAROUSSE and outperforms DM on several at-
tacks (i.e., DWB and IG). This suggests that
stronger detectors could be achieve by combining
different types of scoring functions.

5.5 Semantic vs syntactic attacks

In this section, we analyze the results of the
LAROUSSE on semantic (i.e., working on token)
versus syntactic (i.e, working on character) attacks.
Raw and processed results are reported in Sec. 10.5.

Takeaways. From Fig. 9b, we observe that se-
mantic attacks are harder to detect for both our
method and DH .
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Figure 6: FPR for semantic vs syntactic analysis further
results can be found in Fig. 9a
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6 Concluding Remarks
We have proposed STAKEOUT, a large adversar-
ial attack detection benchmark, and LAROUSSE.
LAROUSSE leverages a new anomaly score built
on the halfspace-mass depth and offers a better
alternative than the widely known Mahalanobis
distance.

7 Ethical impact of our work

Our work focuses on responsive NLP and aims at
contributing to the protection of NLP systems. Our
new benchmark STAKEOUT allows for a robust
evaluation of new adversarial detection methods.
And LAROUSSE outperforms previous methods
and thus provides a better defense against attack-
ers. Overall, we believe this paper offers promising
research direction toward safe and robust NLP sys-
tems and will benefit the community.
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Appendices

8 Approximation algorithms

In this section, we present the algorithms, originally
proposed in [Chen et al., 2015] and adapted to
our problem, to approximate DHM that is used in
LAROUSSE (see Algorithm 1 for the training and
Algorithm 2 for the testing).

8.1 Computational aspects

The first step is to draw uniformly at random a set
of closed halfspaces of Rd. Drawing a halfspace
is equivalent to drawing a hyperplane, which is
accomplished by sampling a direction u from the
unit hypersphere Sd−1 as well as a threshold ruled
by a hyperparameter λ that both uniquely define
a hyperplane/halfspace. To avoid halfspaces car-
rying no information, thresholds are chosen such
that at least one training sample belongs to each of
the constructed halfspaces requiring to project the
training set on u. This procedure is repeatedK ≥ 1
times, where K is chosen by the user as is λ. The
computation can be accelerated by performing this
procedure on a subsample of the training set. The
training part, which is outlined in Algorithm 1 in
Appendix 8, allows to obtain K closed halfspaces
as well as their K complementary spaces leading
to 2K halfspaces. The test part lie in evaluating
the depth score of any new observation x ∈ Rd
by using the pre-defined halfspaces. Indeed, x be-
longs to K among the 2K constructed halfspaces
during the training step. The goal is then to com-
pute the probability mass, i.e., the proportion of
training samples in theK halfspaces to which x be-
longs and then, compute the mean values of these
proportions. This testing step is outlined in the
Algorithm 2 in Appendix 8.

9 Additional Details on STAKEOUT
Construction

For completeness, we regroup in Tab. 3 additional
details on the attacks used in STAKEOUT.

In this paper we focused our evaluation on exist-
ing attacks. In the future, a possible extension of
STAKEOUT would be to use the methodology of
Dynabench [Kiela et al., 2021] and rely on human
feedback to attack the model.

Algorithm 1 Training algorithm for the approxi-
mation of DHM.
INPUT: sample Dy = {fLψ (xi) : yi = y}.
INIT: Number of halfspaces K; sub-sample size
ns; hyperparameter λ.

1: for k = 1, . . . ,K do

2: Draw Dy,ns , a sub-sample of Dy with size
ns without replacement.

3: Draw randomly and uniformly a direction
uk in Sd−1.

4: Compute ⟨uk, fLψ (xi)⟩ for every fLψ (xi) ∈
Dy,ns such that pk,i ≜ ⟨uk, fLψ (xi)⟩.

5: Set midk =
(
max
i

pk,i +min
i
pk,i

)
/2 and

rangek = max
i

pk,i −min
i
pk,i.

6: Randomly and uniformly select κk in[
midk − λ

2 rangek, midk +
λ
2 rangek

]
.

7: Set mleft
k =

|{z ∈ Dy,ns : pk,i < κk}|
ns

and mright
k =

|{z ∈ Dy,ns : pk,i ≥ κk}|
ns

.

8: end for
OUTPUT: {uk, κk,mleft

k ,mright
k }Kk=1.

Algorithm 2 Testing algorithm for the approxima-
tion of DHM.
INPUT: test observation fLψ (x);

{uk, κk,mleft
k ,mright

k }Kk=1.
INIT: HM=0.

1: for k = 1, . . . ,K do

2: Project fLψ (x) onto uk and such that pℓk =
⟨fLψ (x), uk⟩.

3: HM = HM + mleft
k I(pℓk < κk) +

mright
k I(pℓk ≥ κk).

4: end for
OUTPUT: DHM(fLψ (x),Dy) = HM/K.

10 Additional Results

This section gathers additional experimental results
to allow the curious reader to draw fine conclusions.
Formally, we conduct:

• a detailed analysis of the detectors’ perfor-
mances per attack (see Sec. 10.1).
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Table 3: Considered attacks for STAKEOUT construction.

Full Name Acronym Idea Type of Constraint
pruthi [Pruthi et al., 2019] PRU Simulation of common ty-

pos using greedy search
for untargeted classifica-
tion

Minimum word length, max-
imum number of words per-
turbed

textbugger [Li et al., 2018] TB Character-based attack (i.e
swap, deletion, subtitu-
tion)

Cosine with USE [Cer et al.,
2018]

iga [Wang et al., 2019] IG Genetic algorithm to per-
form word substitution

Percentage of perturbed
words and word embedding
distance on Word2Vect
[Mikolov et al., 2013]

deepwordbug [Gao et al., 2018] DWB Character-based attack (i.e
swap, deletion, subtitu-
tion)

Levenshtein distance [Leven-
shtein, 1965]

kuleshov [Kuleshov et al., 2018] KUL Attack using embedding
swap

Cosine and language model
similarity

clare[Li et al., 2021] CLA Attack using token inser-
tion, merge and swap

Embedding similarity

bae [Garg and Ramakrishnan, 2020] BAE Attack using BERT MLM
combined with a greedy
search

Number of perturbed words
and cosine with USE [Cer
et al., 2018]

pwws [Ren et al., 2019] PWWS Word swap based on
WordNet synonyms

textfooler [Jin et al., 2020] TF Attack using embedding
swap

Embedding similarity and
POS match with word and em-
bedding swap

TF-adjusted[Morris et al., 2020a] TF-ADF Attack using embedding
swap

USE and word embedding
similarity

input-reduction [Feng et al., 2018] IR Greedy attack using word
importance ranking via
greedy search

checklist [Ribeiro et al., 2020] CHK Using contrac-
tion/extension and
changing numbers, loca-
tions, names

• a detailed analysis of the detectors’ perfor-
mances per dataset across all the considered
metrics (see Sec. 10.2).

• the extended figures of Sec. 5.2
(see Sec. 10.3).

• an analysis per dataset/per attack of the differ-
ent detector performances on STAKEOUT in
Sec. 10.4.

• an comparative study of the detector’s per-
formance between semantic and syntactic at-
tacks.

• an in-depth reflection on the possibility of
building multi-layer detectors (see Sec. 10.6).

10.1 Fine grained analysis per attack

In Tab. 4, we report the average performances on
STAKEOUT for each detector on each model under
each attack’s threat. First, it is interesting to note
that LAROUSSE strongly outperforms other meth-
ods on most of the configurations. Then, corrobo-
rating previous observations, we find that changing
attacks, encoders, and metrics largely influence the
detection performances.
Takeaways. These findings validate our extended
STAKEOUT, as in real-life scenario, practitioners
need to ensure that the detection methods works
well on a large number of attacks for different types
of models.
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Table 4: Average performances on STAKEOUT per model and per attack

AUROC FPR AUPR-IN AUPR-OUT Err

BERT DM BAE 87.5 ±7.6 39.3 ±20.3 88.5 ±8.8 84.1 ±8.0 24.6 ±10.1

DWB 88.6 ±6.8 60.0 ±24.3 90.8 ±5.7 84.7 ±9.2 32.4 ±12.1

IG 87.8 ±5.0 72.0 ±15.2 90.7 ±4.1 82.3 ±7.2 38.2 ±7.7

KUL 88.2 ±4.7 67.4 ±17.6 90.9 ±4.0 83.1 ±6.9 35.8 ±8.9

PRU 84.6 ±8.6 67.0 ±21.8 86.9 ±7.8 80.5 ±10.2 35.7 ±10.7

PWWS 88.0 ±6.2 44.3 ±23.7 90.7 ±5.1 82.5 ±8.9 27.1 ±11.9

TB 91.5 ±4.9 51.3 ±25.0 93.6 ±3.8 87.7 ±7.3 28.1 ±12.5

TF 89.8 ±6.1 34.9 ±23.0 91.6 ±5.9 85.6 ±8.0 22.4 ±11.5

TF-ADJ 92.3 ±2.9 27.3 ±14.8 94.4 ±2.0 88.8 ±5.1 18.3 ±7.2

GPT BAE 68.4 ±3.8 73.0 ±5.4 67.8 ±3.8 66.5 ±4.1 41.4 ±2.7

DWB 85.5 ±7.0 38.8 ±17.4 84.4 ±7.3 86.0 ±6.9 24.3 ±8.6

IG 80.8 ±4.8 53.5 ±16.0 80.1 ±4.7 78.8 ±6.7 31.5 ±8.0

KUL 74.2 ±7.3 65.1 ±14.2 74.2 ±6.8 73.0 ±8.3 36.9 ±6.5

PRU 67.7 ±7.4 74.2 ±9.1 68.2 ±7.5 66.0 ±6.8 41.9 ±4.5

PWWS 77.9 ±8.5 53.7 ±18.6 76.3 ±8.8 78.0 ±9.4 31.8 ±9.3

TB. 82.8 ±6.2 46.7 ±19.3 81.5 ±5.8 82.5 ±8.2 28.2 ±9.6

TF 80.2 ±7.9 48.6 ±18.5 78.3 ±7.9 80.6 ±9.3 29.2 ±9.2

TF-ADJ 69.2 ±4.7 70.3 ±9.1 69.8 ±4.5 67.9 ±6.1 39.5 ±4.9

DHM BAE 91.3 ±7.2 22.9 ±20.6 91.8 ±8.1 89.4 ±7.0 16.4 ±10.3

DWB 91.6 ±3.7 48.8 ±15.0 93.0 ±3.6 88.8 ±3.8 26.8 ±7.5

IG 90.1 ±1.3 60.9 ±9.1 92.2 ±1.7 86.6 ±1.9 32.7 ±4.3

KUL 91.9 ±3.4 47.0 ±17.5 93.0 ±3.2 90.2 ±4.4 25.6 ±9.0

PRU 85.8 ±5.9 68.9 ±12.9 88.4 ±5.4 81.8 ±6.2 36.7 ±6.4

PWWS 91.3 ±3.7 28.6 ±15.4 93.0 ±3.5 87.9 ±4.0 19.3 ±7.7

TB 94.6 ±2.4 32.7 ±16.4 95.7 ±2.2 92.3 ±2.9 18.8 ±8.2

TF 93.3 ±3.9 18.3 ±13.2 94.1 ±4.3 91.5 ±3.9 14.1 ±6.6

TF-ADJ 96.9 ±2.0 7.9 ±10.7 97.8 ±1.2 95.3 ±4.3 8.4 ±5.3

ROB DM BAE 87.5 ±7.4 39.4 ±16.8 88.7 ±8.2 84.4 ±7.7 24.6 ±8.4

DWB 90.4 ±6.0 52.4 ±23.2 92.4 ±4.9 86.6 ±8.4 28.6 ±11.6

IG 89.6 ±5.0 60.8 ±22.0 92.0 ±3.9 85.2 ±7.5 32.7 ±11.0

KUL 90.1 ±4.2 57.0 ±20.1 92.3 ±3.6 85.5 ±5.8 30.7 ±10.1

PRU 87.5 ±6.8 55.3 ±23.6 89.6 ±5.6 84.2 ±9.0 29.8 ±11.9

PWWS 89.5 ±5.7 36.0 ±20.7 91.6 ±5.1 85.0 ±7.2 22.9 ±10.3

TB 92.5 ±4.6 44.9 ±22.5 94.3 ±3.5 89.1 ±6.9 24.9 ±11.2

TF 91.0 ±4.6 29.5 ±17.3 92.7 ±4.3 87.3 ±6.1 19.7 ±8.6

TF-ADJ 91.3 ±3.3 33.2 ±21.2 93.6 ±2.3 87.2 ±5.6 20.5 ±9.6

GPT BAE 69.3 ±4.9 71.6 ±6.9 68.0 ±4.8 67.4 ±5.4 40.7 ±3.4

DWB 88.4 ±5.2 31.5 ±13.7 87.4 ±5.6 88.8 ±5.3 20.6 ±6.8

IG 82.5 ±5.5 51.0 ±16.1 82.3 ±5.2 80.6 ±7.2 30.2 ±8.1

KUL 73.6 ±8.3 66.0 ±16.1 73.7 ±7.0 72.6 ±9.5 37.1 ±7.2

PRU. 68.7 ±9.3 71.3 ±10.6 69.8 ±8.8 67.7 ±7.6 40.0 ±4.8

PWWS. 80.0 ±7.3 50.8 ±17.6 78.9 ±7.1 79.4 ±8.8 30.4 ±8.8

TB 85.8 ±5.0 39.8 ±17.3 84.9 ±4.4 85.4 ±7.4 24.8 ±8.6

TF 81.5 ±7.5 47.6 ±18.2 80.0 ±7.6 81.3 ±8.9 28.7 ±9.1

TF-ADJ 71.0 ±5.5 72.6 ±10.3 71.9 ±5.3 68.9 ±7.4 40.5 ±4.5

DHM BAE 90.7 ±7.9 22.0 ±19.6 90.3 ±10.1 89.4 ±6.8 15.9 ±9.8

DWB 93.9 ±2.4 37.4 ±15.7 94.5 ±2.8 91.8 ±3.7 21.1 ±7.9

IG 92.5 ±1.0 47.8 ±15.4 93.5 ±1.7 89.3 ±2.8 26.1 ±7.5

KUL 94.2 ±3.3 36.5 ±20.3 94.6 ±3.6 92.7 ±4.4 20.3 ±10.6

PRU 89.0 ±5.7 55.1 ±21.1 89.8 ±6.6 86.2 ±7.1 29.7 ±10.8

PWWS 92.8 ±3.3 20.5 ±12.0 93.4 ±4.4 90.1 ±3.7 15.2 ±6.0

TB 95.7 ±2.2 26.4 ±17.8 96.4 ±1.9 93.8 ±3.8 15.6 ±8.9

TF 94.3 ±3.1 14.2 ±10.3 94.7 ±3.9 92.5 ±3.7 12.0 ±5.2

TF-ADJ 96.8 ±2.8 10.5 ±16.5 97.7 ±1.8 94.9 ±4.9 9.2 ±8.3

10.2 Fine grained analysis per dataset

We report in Tab. 5, the performances on
STAKEOUT averaged over the datasets for dif-
ferent detector configurations. We observe that
LAROUSSE achieves the best results on 2 out of
the 3 datasets. Overall, it is interesting to note that
LAROUSSE’s performances are more consistent
compared to Mahanalobis when changing the fea-
ture representation (i.e., using fLθ instead of fL+1

θ ).
Takeaways. This validates that the half-space mass
is better for detecting textual adversarial attacks
than the widely used Mahanalobis score.

10.3 Extended figures for Sec. 5.2

We report in Fig. 7 the extended figures for
Sec. 5.2. The baseline detector built on GPT2
is weaker than DM and LAROUSSE, and consis-
tantly achieves lower results in term of AUROC,
AUPR-IN, AUPR-OUT and FPR.

10.4 Analysis per dataset/per attack

We report in Fig. 8 the different detectors’
performances in terms of AUROC, AUPR-IN,
AUPR-OUT and FPR for the different datasets.
Similar to what has been previously observed, we
see a large variation in the different detectors’ per-
formance when changing both the dataset and the
type of attack.
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Table 5: Average performance on STAKEOUT per training dataset.

AUROC FPR AUPR-IN AUPR-OUT Err
ag-news DM fLθ 92.5 ±1.6 37.2 ±14.3 94.1 ±1.3 89.9 ±2.3 22.2 ±6.2

fL+1
θ 94.8 ±2.1 23.9 ±17.3 95.6 ±2.3 93.0 ±2.7 15.5 ±7.7

GPT2 fLθ 84.1 ±8.2 41.5 ±20.3 83.2 ±7.9 84.2 ±9.3 25.6 ±10.1

LAROUSSE 92.8 ±1.9 39.8 ±21.4 94.8 ±1.5 88.7 ±2.8 23.4 ±9.6

DHM fL+1
θ 91.9 ±2.1 46.1 ±18.8 93.9 ±1.7 88.6 ±2.9 26.5 ±8.3

imdb DM fLθ 93.6 ±2.1 30.5 ±17.5 95.3 ±1.6 90.2 ±3.5 18.9 ±7.9

fL+1
θ 94.2 ±3.8 18.6 ±18.0 93.9 ±5.4 92.6 ±4.0 12.9 ±8.2

GPT2 fLθ 71.7 ±8.7 63.8 ±15.4 70.5 ±7.7 72.3 ±9.8 36.4 ±7.4

LAROUSSE 96.6 ±2.3 14.5 ±17.3 97.3 ±1.8 95.2 ±3.3 10.8 ±7.9

DHM fL+1
θ 96.7 ±2.7 12.8 ±15.9 96.7 ±3.9 95.6 ±3.6 9.9 ±7.3

sst2 DM fLθ 82.4 ±4.7 71.3 ±17.5 85.2 ±5.1 76.3 ±5.6 39.0 ±8.1

fL+1
θ 81.6 ±7.7 52.4 ±20.0 76.7 ±10.0 80.6 ±7.2 29.6 ±9.7

GPT2 fLθ 74.3 ±6.3 67.0 ±11.4 74.7 ±6.0 71.3 ±6.8 38.2 ±5.5

LAROUSSE 88.7 ±5.7 42.8 ±19.3 88.8 ±6.0 87.3 ±6.4 24.6 ±9.5

DHM fL+1
θ 88.6 ±5.9 42.4 ±19.4 88.0 ±6.7 87.3 ±6.2 24.5 ±9.4

10.5 Comparing detection performance
between semantic versus syntactic
attacks

In this section, we analyse results of the
LAROUSSE on semantic (i.e., working on token)
versus syntactic (i.e, working on character) attacks.
Raw and processed results are reported in ??.

Takeaways. From Fig. 9b, we observe that se-
mantic attacks are harder to detect for both our
method and DH .

10.6 Towards multi-layer detectors
A promising research direction to improve the de-
tection methods is to develop an unsupervised strat-
egy to combine multiple-layer representations of
the pre-trained encoders [Gomes et al., 2022, Sas-
try and Oore, 2020]. To the best of our knowledge,
this has never been shown to be useful for text data.
Setting. In this experiment, we aim to quantify the
power of each layer to discriminate between clean
and adversarial samples. To measure this ability,
we rely on Wasserstein distance (W1; see [Peyré
and Cuturi, 2019]). Given two empirical distribu-
tions, W1 finds the best possible transfer between
them while minimizing the transportation cost de-
fined by the Euclidean distance. Fig. 10 reports the
transportation cost (W1) between the empirical dis-
tributions of clean samples (µclean) and adversarial
samples (µadv) obtained at each layer.
Analysis. The last layers of the encoder have a
better ability to discriminate the adversarial sam-
ples from the clean one than the first layers. Simi-

larly to what can be observed in Fig. 3, we observe
that IMDB is the easiest dataset as the last encoder
layer can better distinguish the adversarial sam-
ples and the clean one. Interestingly, we observe
that the best layer depends on the dataset, which
is consistent with the observation in NLG evalua-
tion [Zhang* et al., 2020], where the optimal layer
is found using a validation set. Overall, the infor-
mation present at the last encoder layers suggests
that designing multi-layer detectors is a promising
research direction.

10.7 Attacking our detectors
Adversarial attack detection methods have been
extensively studied in the computer vision commu-
nity [Feinman et al., 2017, Ma et al., 2018, Kher-
chouche et al., 2020, Aldahdooh et al., 2022b,a]
and recently a line of work on adaptive attacks [Car-
lini and Wagner, 2017, Athalye et al., 2018, Tramer
et al., 2020] have emerged. LAROUSSE is not dif-
ferentiable adding an extra layer of security: it
prevents the malicious adversaries to leverage gra-
dient computations, contrary to studied baselines
(e.g Mahalanobis, GPT). Attacking LAROUSSE is
thus a quite challenging research question that falls
outside of the scope of the paper and is left as future
work.

11 Computation time comparison
between HM and Mahalanobis depths

In this part, we compare the computation time
between the HM and the Mahalanobis depths.
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Figure 7: Extended figures for Sec. 5.2. In these figures, we report the GPT2 baseline and the performance of all the
detectors in terms of AUROC, AUPR-IN, AUPR-OUT and FPR.

Precisely, we want to compare the time of computing these data depths of an element x ∈ Rd
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Figure 8: Detectors performance per datasets in terms of AUROC, AUPR-IN, AUPR-OUT and FPR.

w.r.t. a dataset. This experiment is conducted
as follows: several datasets (varying dimension
{800, 1000, 1200, 1500, 2000, 2500, 5000} and
sample size {100, 2500, 5000, 7500, 10000}) are
sampled from centered Gaussian distributions
N (0,Σ) where Σ follows a Wishart distribution.
Therefore, we compute the depth of 0 w.r.t. each
of these datasets. This procedure is repeated 10

times. We report their mean computation time as
well as 10-90% quantiles in Figure 11 highlighting
the computational benefits of using the HM depth
over the Mahalanobis distance. The dimension is
5000 on the left picture while the sample size is
fixed to 100 on the right picture.
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Figure 9: In these figures we report the results of the semantic versus syntactic analysis in terms of AUROC and
FPR.
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Figure 10: W1 (µclean, µadv).
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Figure 11: Computation time of HM (K ∈ {100, 1000, 10000}) and Mahalanobis depths for various sample sizes
(left) and dimensions (right).
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