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Abstract

Conversational agents have become ubiquitous
in assisting with daily tasks, and are expected to
possess human-like features. One such feature
is lexical entrainment (LE), a phenomenon in
which speakers in human-human conversations
tend to naturally and subconsciously align their
lexical choices with those of their interlocu-
tors, leading to more successful and engaging
conversations. As an example, if a digital as-
sistant replies “Your appointment for Jinling
Noodle Pub is at 7 pm” to the question “When
is my reservation for Jinling Noodle Bar to-
day?”, it may feel as though the assistant is try-
ing to correct the speaker, whereas a response
of “Your reservation for Jinling Noodle Bar is
at 7 pm” would likely be perceived as more
positive. This highlights the importance of LE
in establishing a shared terminology for max-
imum clarity and reducing ambiguity in con-
versations. However, we demonstrate in this
work that current response generation models
do not adequately address this crucial human-
like phenomenon. To address this, we propose
a new dataset, named MULTIWOZ-ENTR, and
a measure for LE for conversational systems.
Additionally, we suggest a way to explicitly
integrate LE into conversational systems with
two new tasks, a LE extraction task and a LE
generation task. We also present two baseline
approaches for the LE extraction task, which
aim to detect LE expressions from dialogue
contexts.'

1 Introduction

There is potential for enormous variability in peo-
ple’s lexical choices in dialogues, whether they are
communicating with human or machine partners
(Brennan, 1996b). One question that has attracted
some attention from the linguistics community has
been: How do people deal with such high lexi-
cal variability when they talk to each other? In

'"The dataset is available at https://github.com/
ZhengxiangShi/LexicalEntrainment.
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Figure 1: Illustration of a (simplified) pipeline archi-
tecture of conversational systems, which decomposes
into NLU, DM, and NLG modules. LE expressions
extracted by the NLU module can be leveraged by the
NLG module to generate more engaging and human-
like responses.

the referential communication studies (Brennan,
1996a,b), the likelihood that people in one conver-
sation would choose the same terms to refer to the
same common object as people in another conver-
sation was only 10%. Despite the high variability
across conversations, it is relatively low within a
conversation (Garrod and Anderson, 1987; Bren-
nan, 1996b). When people engage in a conver-
sation, they naturally adapt their way of speak-
ing to align with their conversational partner. For
instance, they tend to refer to something based
on how their conversational partners refer to it,
using the same terms when discussing the same
object repeatedly and negotiating a common de-
scription, particularly for items that may be unfa-
miliar to them (Brennan, 1996a). This linguistic
phenomenon is known as lexical entrainment (LE)
(Garrod and Anderson, 1987; Brennan, 1996b).
LE plays a key role in the success and natural-
ness of interactions in conversations. Reitter and
Moore (2007) demonstrated that lexical repetition
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is a reliable predictor of task success given the first
five minutes in task-oriented dialogues. The degree
of entrainment with respect to the most frequent
words is also a distinguishing factor between di-
alogues rated as most natural and those rated as
less natural, and is strongly correlated with task
success and engaged and coordinated turn-taking
behaviour (Nenkova et al., 2008). Additionally, LE
is associated with a broad range of positive social
behaviours and outcomes (Lopes et al., 2015; Nasir
et al., 2019), such as building effective dialogues
(Porzel et al., 2006) and engaging students in tuto-
rial dialogues (Ward and Litman, 2007). In conver-
sational systems, an explicit mechanism of lexical
choice (e.g., by LE) is needed to ensure meaningful
results (Pickering and Garrod, 2004), thus making
conversations more engaging and successful.

Despite its importance, LE has not been system-
atically studied for conversational systems, and this
interesting fact of language-based communication
has been overlooked. There is a scarcity of datasets
specifically designed to study LE, and it is not
explicitly modelled in any state-of-the-art conver-
sational systems. The only existing dataset for lexi-
cal entrainment, presented by DusSek and Jurcicek
(2016), consists of 1 859 pairs of user utterances,
system responses, and dialogue acts. However, it
is limited to the context of a single preceding user
utterance and constrained to the public transporta-
tion domain. Most importantly, this dataset lacks
explicit annotations of LE, making it difficult to
be used to explicitly model LE in conversational
systems.

To this end, we propose a new dataset named
MULTIWO0Z-ENTR with annotated LE information,
comprehensive dialogue context, and detailed sta-
tistical analysis. The dataset is built on the top of
the MULTIWOZ (Eric et al., 2020), a task-oriented
dialogue dataset with 7 distinct domains. MUL-
TIWOZ is selected as a starting point for two rea-
sons: (1) it is a task-oriented dataset, which tends
to contain more LE expressions than other kinds
of dialogue datasets (Reitter et al., 2006), such as
open-domain datasets (e.g., Li et al., 2017; Wu
etal., 2017); and (2) it is collected based on human-
to-human conversations.

Additionally, we present a workflow of a con-
versational system integrated with LE modules, as
illustrated in Figure 1. A standard pipeline archi-
tecture for conversational systems generally de-
composes into three modules, a Natural Language

Understanding (NLU) module, a Dialogue Man-
agement (DM) module, and a Natural Language
Generation (NLG) module. Each of these mod-
ules consists of several sub-modules that can be
modelled independently. The integration of LE
could be accomplished through two additional sub-
modules (tasks), a LE extraction sub-module and a
LE generator sub-module. The objective of the LE
extraction sub-module is to identify lexical candi-
dates and extract LE expressions given the dialogue
context. The objective of the generator module is
to make use of these extracted lexical candidates
to generate more human-like responses. Addition-
ally, we provide two baseline models for the LE
extraction sub-module.

In summary, the main contributions of this paper
are as follows:

* We formalize a precise and practical definition
of LE (§2.1), as well as a new LE measure to
evaluate the natural degree of LE in human-
to-human conversations (§2.2);

* We highlight the importance of LE and pro-
vide an analysis of state-of-the-art response
generation models, pointing out issues caused
by the neglect of LE (§3);

* We propose a LE dataset, MULTIWOZ-ENTR,
specifically designed for studying LE, and pro-
vide detailed annotations (§4) and statistical
analysis (appendix B);

* We present a methodology for integrating LE
into conversational systems through two novel
sub-modules (tasks). Specifically, we provide
two baseline models for the LE extraction sub-
module (§5), providing valuable insights into
the incorporation of LE into conversational
systems. This approach lays the groundwork
for the development of a LE generator sub-
module, which is left for future research (§6).

2 Lexical entrainment (LE)

2.1 Definition of LE

According to the work of Brennan (1996b), LE
is defined as “/w]hen two people repeatedly dis-
cuss the same object, they come to use the same
terms.” Brennan also provides several examples of
entrained expressions, which are noun phrases and
also referred to as referring expressions. However,
this definition and the examples provided are not
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Table 1: An example from MULTIWOZ-ENTR. The sequence of words with the same colour represents instances of
the same LE expressions. The sequence of words with the underline stands for the LE expressions entrained in that
utterance, meaning that this LE expression has already been established by the current utterance. E ; indicates the
number of instances of established LE expressions in the 5 turn from the speaker s.

No. Speaker Utterance Eg ;
1 User Im looking for an | italian restaurant | . I also need it to be near the ~ center of town . 0
2 Agent There are 9 | italian restaurants  inthe center of town . Do you have a particular price range in mind? 2
3 User Ineed acheap restaurant . 1
4 Agent There is Pizza Hut City Centre, Ask , and Zizzi Cambridge, which would you like to book? 0
5 User Can you book a table for 7 at Ask ? We're looking at 14:00 on Saturday. 1
6 Agent Sorry, there are no  tables available at Ask at that time. Would you like to book another day or time, or perhaps another ~restaurant ? 3
7 User Can you try 13:00, then? 0
8 Agent 13:00 it is. Your table at Ask will be held for 15 minutes, and your = reference number is L2ZKZYL26. Can I help you with anything else? 2
9 User I'm also looking for a hotel . 0
10 Agent We have 33 different hotels . Did you have a price range or star rating in mind? 1
11 User Something in the cheap price range including free parking. 1
12 Agent ‘What area would you prefer to stay in? This will help narrow down your options. 0
13 User I would like to book a hotel close to our restaurant here in the centre , it will also need to be cheap, and have free parking. 2
14 Agent There are two hotels available. Would you like me to book one for you? 1
15 User Yes please. The our group of 7 will all be staying there for 3 nights starting Saturday. 0
16 Agent I've booked you a 3 day stay at the Alexander Bed and Breakfast for 7 people. Do you need anything else? 0
17 User Could I have the = reference number  for that reservation please? 1
18 Agent Yes, your reference number is 1JBOIRO0S. 1
19 User Thank you so much for all of your help. That is all I needed for now. Have a nice = day . 0
20 Agent Thank you for choosing us to assist you on your travels. Have a good | day . 1

specific, leaving room for multiple interpretations.
This has led to several works in the field of com-
puter science with conflicting interpretations. For
instance, Nenkova et al. (2008); Dusek and Jurcicek
(2016); Hu et al. (2016); Dubuisson Duplessis et al.
(2017); Duplessis et al. (2021) have expanded upon
Brennan’s definition of LE to include other parts
of speech beyond noun phrases, such as modal par-
ticles (e.g., “well”) and verb phrases (e.g., “work
for”). This work aims to eliminate ambiguity and
formalize a precise and operational definition of
LE, which closely aligns with the original defini-
tion proposed by Brennan (1996b). Accordingly,
the following definition is proposed:

Definition 1 (Lexical Entrainment). Lexical en-
trainment refers to the natural phenomenon ob-
served in conversations involving two or more
speakers, in which equivalent referring expressions
are utilised to discuss the same object. A referring
expression is a noun phrase used to denote an ob-
Jject, which can refer to both concrete and abstract
entities, and may be singular, plural, or collective.

In the original work by Brennan (1996a), it was
suggested that two referring expressions can be con-
sidered equivalent only if they share all the same
content words. For instance, expressions such as
“the red dog with its mouth open” and “the dog

with its mouth open” would not be regarded as
equivalent. However, we find this definition to
be excessively stringent, and thus, we propose a
more relaxed criterion that allows for different mod-
ifiers in the referring expressions. As an example,
consider the dialogue in Table 1, where “the ref-
erence number for that reservation” in the 17"
utterance and “your reference number” in the 18"
utterance would not satisfy Brennan’s criterion. De-
spite this, the agent’s choice to use the expression
“reference number” implies a lexical decision to en-
train the user, given that the agent could have used
alternative expressions like “confirmation number”.
Therefore, we consider the two expressions to be
equivalent after removing the modifier “for that
reservation”. Another example of equivalent re-
ferring expressions is “red taxi” and “blue taxi”,
which can be considered equivalent after disregard-
ing the adjectives “red” and “blue”, given that the
agent could have used alternative expressions like
“blue cab”. The concept of equivalent referring
expressions is defined as follows:

Definition 2 (Equivalent Referring Expressions).
Two referring expressions are deemed equivalent
if, without their modifiers, their head nouns are the
same, regardless of their noun forms.

In accordance with the terminology established
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by Dubuisson Duplessis et al. (2017), referring
expressions that are equivalent in a conversation
are referred to as a LE expression once they have
been established. Each referring expression is then
considered an instance of this LE expression. For
example, “table” and “tables” in Table 1 belong to
the same LE expression, and ‘table” and “tables’
themselves are considered two instances of this LE
expression. An instance of LE expression can
either be free or constrained given a dialogue. A
free instance is an instance of a LE expression that
appears without being a subexpression of a larger
LE expression, while a constrained instance is an
instance of a LE expression that appears as a subex-
pression of a larger LE expression. For instance,
in Table 1, “italian restaurant” in the 15t and 2"
utterances, as well as “restaurant” in the 3" utter-
ance, are all free instances, while "restaurant” in
the 15t and 2" utterances are constrained instances
since they are sub-expressions of “italian restau-
rant”. Equivalent referring expressions are estab-
lished if and only if the two following requirements
are met: (i) they have been produced by at least
two speakers, either in free or constrained form,
and (ii) at least one of the instances is in free form.
For example, “italian restaurant” is established in
the 2" utterance and “price range” is established
in the 11" utterance. Finally, the initiator of a LE
expression refers to the speaker who first produces
an instance of the LE expression, either in a free or
constrained form.

’

2.2 The proposed measure of LE

We propose a new measure, referred to as the
degree of LE, to evaluate the frequency of LE
expressions in dialogues after an agreement has
been reached (i.e., LE expressions are established).
Given a dialogue with n utterances from the
speaker s, this measure is computed as follows:

n

1
ENTR, = - Z Es ;. (D

Jj=1

where Ej ; is the number of instances of an LE
expression in the ;" utterance from the speaker s
of established LE expression.

It is worth noting that a higher value of ENTR,
does not necessarily imply higher quality of the
conversation, as conversational systems should aim
to find a balance between self-consistency and LE
rather than simply maximising the degree of LE.
Nevertheless, the degree of LE can be used to un-

derstand the natural frequency of LE in human-to-
human conversations and what might be pertinent
in the design of machines.

3 Limitations of current approaches

Current conversational systems do not sufficiently
address the phenomenon of LE, leading to inconsis-
tencies between generated responses and actual hu-
man responses. This can result in sub-optimal gen-
erated responses, which are not captured by current
evaluation metrics, such as INFORM RATE, SuUC-
CESS RATE, and BLEU SCORE. To demonstrate
the discrepancies between generated responses and
ground-truth responses, we evaluate four state-of-
the-art response generation models (Nekvinda and
Dusek, 2021) in both end-to-end fashions, that is,
using only the dialogue context as input to generate
responses, and policy optimization fashion, that
is using the ground-truth dialogue states to gen-
erate responses. For end-to-end models, MINTL
(Lin et al., 2020) and AUGPT (Kulhanek et al.,
2021) are evaluated. For policy optimization mod-
els, HDSA (Chen et al., 2019) and MARCO (Wang
et al., 2020) are evaluated. In the following, we
present two examples of generated responses that
demonstrate the consequences of neglecting LE.

In the first case study (see Table 2), the user
requests a “confirmation number”, and the ground-
truth (human-like) agent response entrains this
expression by repeating “confirmation number”.
However, all four generated responses utilise “ref-
erence number” instead. This is due to the fact
that “reference number” appears more frequently
in the training data or is used in their generation
templates. In this scenario, using a “confirmation
number” would be more appropriate and engaging
for the user. In the second case study, the user
requests a “cab”, which is also entrained by the
ground-truth agent response. However, MARCO
replies to the user with the “taxi”’. Many similar sit-
uations exist where generation models struggle to
choose synonyms, such as “phone number,” “con-
tact number,” and “telephone number,” as well as
“good reviews” and “good ratings.”

The above-mentioned issues stem from neglect-
ing the phenomenon of LE, which occurs naturally
and unconsciously in human-to-human conversa-
tions. We consolidate our observation with a quan-
tifiable analysis in §6.1.
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Table 2: Case study for LE in existing conversational systems. The sequence of words with the underline stands for
the LE expressions entrained in that utterance, meaning that this LE expression has already been established by the
current utterance. In case study 1, when the user asks for a “confirmation number”, response generation models
consistently provide a response using the term “reference number” instead. In case study 2, the user requests the
agent to arrange a “cab” but the response generation model provides a response using the term “faxi”.

Model Utterance (Case Study 1)

USER Yes, please book it for 2 people on Saturday for 4 nights. Will you give me the confirmation number when that is complete?

AGENT Sure, booking was successful. Your confirmation number is 7MGO032V9.

AUGPT | Booking was successful. Reference number is: 00000016.

MINTL | Thave booked you at the Express by Holiday Inn Cambridge for 4 nights starting Saturday. Your reference number is D77JCGJ2. Is there anything else I
can help?

HbDsA Booking was successful. Reference number is TMG032V9. Is there anything else I can help you with?

MARCO | Ihave booked you at the [hotel_name]. Your reference number is 7MGO032V9. Is there anything else I can help you with?

Model Utterance (Case Study 2)

USER Ineeda cab too please, arriving by my booked time , car type and contact number would be helpful too please.

AGENT | Youneeda cab to getyou to the restaurant before the booked time and where do you need cab to pick you up at?

AUGPT | Thave booked a blue Skoda for you. The contact number is 85534112262.

MINTL | Ihave booked you a BMW. The contact number is 07338019809. Where will you be departing from?

HDsA Where will you be departing from and where are you going?

MARCO | I would be happy to book a taxi for you . where are you departing from and what is your destination?

4 MULTIWOZ-ENTR

To facilitate LE research for conversational systems,
we introduce a new dataset named MULTIWOZ-
ENTR based on the MULTIWOZ 2.1 (Eric et al.,
2020).

41 MULTIWOZ.

MULTIWOZ 2.1 contains 8438, 1000, and 1 000
samples for training, validation, and test sets re-
spectively. It spans over seven domains, including
Taxi, Hotel, Attraction, Train, Restaurant, Police,
and Hospital. The Police and Hospital domains are
not included in the validation and testing sets, but
the training set contains 245 and 287 samples for
these domains, respectively. Detailed statistics for
the other five domains are summarised in Table 3.

Table 3: Statistics of MultiwOZ 2.1: the number of
dialogues in different domains.

Domain Taxi Hotel Attraction Train Restaurant
Train 1655 3387 2718 3117 3817
Valid 207 416 401 484 438
Test 195 394 396 495 437

4.2 MULTIWOZ-ENTR.

We use the following steps to generate annotations
of LE expressions in MULTIWOZ. Please refer to
appendix B for a detailed statistical analysis of the
proposed dataset.

Step 1: Preprocessing. The goal of this step is to
ensure that all the LE expressions can be easily cap-
tured from the given dialogues. In previous works
(e.g., Dubuisson Duplessis et al., 2017; Duplessis
et al., 2021), two text sequences are regarded equal
only if they are exactly the same. However, even
if they contain LE expressions, two sentences may
have minor grammatical differences, such as differ-
ent forms (e.g., “table” and “tables”), British and
American English spelling (e.g., “centre” and “cen-
ter””), and numerical characters (e.g., “4 star hotel”
and “four star hotel’). To tackle these issues, we
first convert all British English to American English
using an open-source toolkit, thereby converting
“centre” to “center”, for example. We also standard-
ize numerical characters. We then use a stemming
algorithm with the NLTK toolkit (Loper and Bird,
2002) for each token in a dialogue. For example,
"italian restaurant” and "italian restaurants” in Ta-
ble 1 will both be converted to "italian restaur",
which ensures that they can be recognized in the
next step. Meanwhile, we replace all punctuation
(except in-word punctuation such as "pre-trained")
with pseudo-random numbers with k& random bits
to prevent them from being identified as parts of
LE expressions in the subsequent step. In our work,
LE expressions are punctuation-free and not case-
sensitive, which are factors that were not consid-
ered in previous works (e.g., Dubuisson Duplessis
et al., 2017; Duplessis et al., 2021).
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Step 2: Maximize recall. The target of this step
is to enhance the recall rate while extracting poten-
tial candidates of LE expressions from the given di-
alogues. To achieve this, we utilise an open-source
toolkit? (Duplessis et al., 2021), which is specifi-
cally designed for LE in dyadic conversations. The
toolkit retrieves all sequences of tokens that share
the same surface text form as that used by the two
interlocutors. Nonetheless, this approach may in-
troduce noise by including irrelevant phrases such
as “in the”, “for 77, and “like to book™.

Step 3: Maximize precision. The purpose of this
step is to eliminate noise from the pool of candi-
dates for LE expressions. We post-process the can-
didates of LE expressions by removing stopwords
(Loper and Bird, 2002) from the beginning or at
the end of LE expression candidates. For example,
“the postcode” will be converted to “postcode” and
“in the center” will be converted to “center”. How-
ever, stopwords are allowed to appear in the middle
of LE expression candidates, for instance, “‘cheap
hotel with free park” will not be post-processed
since “with” is a stopword in the middle of this
expression. Additionally, we only consider noun
phrases as per the definition of LE, introduced in
§2.1. To identify noun phrases, we manually create
dictionaries for verbs and adjectives/adverbs in the
MULTIWOZ dataset, along with a dictionary for
undesired phrases such as particles, modal verbs,
and prepositions. This helps filter out negative ex-
amples from the candidate pool. However, some
special cases require rule-based methods. For ex-
ample, some words such as “help” and “booking”
can function as both nouns and verbs, making it
difficult to accurately distinguish them. In these
cases, we examine the special cases and apply spe-
cific rules. Since MULTIWOZ is a task-oriented
dataset with a limited lexicon size, our rule-based
methods are feasible and appropriate.

Step 4: Human validation This step aims to en-
sure the quality of the MULTIWOZ-ENTR dataset
by conducting a human validation process. The
authors of the dataset serve as validators to assess
the annotations made in the previous steps. At least
two human validators review every annotated LE
expression, and any disagreements among valida-
tors are resolved through discussion. To perform
this validation, a batch of 50 dialogues from all
10 438 dialogues without replacement is randomly

2https ://github.com/GuillaumeDD/dialign

selected, and all LE expressions within each dia-
logue are manually annotated by the validators as
the ground-truth labels. For each dialogue, the au-
tomatic annotations obtained in the previous three
steps are compared with the ground-truth labels to
compute the recall and precision rates, and the F}
Score is computed. If the F; Score is not 100%,
additional rule-based methods are applied in the
previous steps. This annotation process is repeated
until successive 100% F? scores are achieved. This
human validation step took 24 runs in total. This
validation process is effective because MULTIWOZ
is a task-oriented conversational dataset with a lim-
ited range of variations in sentence patterns and
lexicons.

5 LE extraction

As depicted in Figure 1, to incorporate the LE phe-
nomenon into conversational systems, it is neces-
sary first to identify lexical choices that can poten-
tially be used as LE expressions through an extrac-
tion process. The resulting candidates can then be
fed into LE generators to produce appropriate re-
sponses. In this section, we introduce a novel task
of extracting LE expressions from the preceding
dialogue context and present two baseline models:
an end-to-end approach and a pipeline approach.

5.1 LE extraction task definition

In this section, we introduce the task of extracting
LE expressions. The task involves identifying all
instances of LE expressions established in or before
a given utterance, denoted by underlined text in Ta-
ble 1. For example, in Table 1, if we aim to extract
LE expressions for the 2" utterance, the model
must be able to identify all occurrences of “italian
restaurant” and “center of town” that have already
been established at the 2" utterance (thus they are
underlined) from the preceding dialogue context.
However, “price range” will not be considered until
the 11" utterance is established. For each sample,
the model receives the preceding dialogue context
as input, and its goal is to identify all instances of
established LE expressions in the target utterance.

5.2 End-to-end approach

The end-to-end model comprises three major com-
ponents: dialogue context encoder, contingent fu-
sion module, and linear layer. At first, the model
uses the dialogue context encoder (Devlin et al.,
2019) to encode the dialogue context C' (sepa-
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rated by “Human” and “Agent” annotations) into
a sequence of token embeddings {u;};_;, where
u; € R% is the embedding for the 5" token and
s is the sequence length of the dialogue context.
Next, the fusion module, stacked by [ sub-layers
where each sub-layer consists of one attention layer
and one feed-forward layer, is employed to update
the token embeddings if and only if dialogue acts
of agent utterances are inputted. For each turn, the
dialogue act, whose tokens of slot and its value are
concatenated together, is represented as a vector
x € R% via the dialogue context encoder to update
token embeddings {u;};_; via the attention mech-

anism (Bahdanau etlai., 2015): ué = Zj ajué_l,

exp(s; ")
where a; = W
ing score computed based on the query vector x
and each context vector ué_l. Finally, each token
embedding u; is then mapped into a scalar score
using a trainable linear layer to minimize the cross-
entropy loss.

Given the ground-truth token labels for each
token in the dialogue context, denoted as y =
{y1,y2,...,yn}, we minimize the cross entropy
loss to predict whether the token belongs to the

entrainment expression: £ = — > [ - y; log y; +

and S‘ijl is the match-

(1 —y;)log(1l — y;)], where the hyperparameter
a can be increased to improve the recall rate or
reduced to increase the precision rate.

5.3 Pipeline approach

The pipeline approach for LE expression extraction
involves two distinct steps: named entity recogni-
tion and classification. In the first step, the dialogue
context is provided to a named entity recognition
model, which extracts all the noun phrases from the
context. In the next step, these extracted phrases
are concatenated with the dialogue context and fed
into a binary classifier model to determine whether
each phrase represents a LE expression. For the
named entity recognition model, we employ NLTK
(Loper and Bird, 2002), and for the binary classifier
model, we use BERT (Devlin et al., 2019) with an
additional trainable linear layer. The fusion mod-
ule described in §5.2 is utilized if system acts are
included as input.

6 Experiments and Results

In this section, we first implement quantitative anal-
ysis using our new proposed LE measure. Then we
evaluate two baseline models on the MULTIWOZ-

Human
AuGPT

2 4 6 8 10 12 14
Number of turns in each dialogue

Figure 2: ENTR,gepn: Wrt the number of turns. Solid
lines represent mean values of ENTRgcy,¢ With a 1-D
Gaussian filter. Shaded regions stand for the standard
deviation.

ENTR for the LE extraction task. Additionally, we
study the effect of different domains on the model
performance.

Table 4: Average ENT Rygent On the test set. § indi-
cates p < 0.001 statistical significance.

AUGPT MINTL HbSA
0.6767 0.558"  0.654"

MARCO
0.7197

Human

0.798

6.1 Quantitative Analysis

To evaluate the discrepancy in LE between gener-
ation models and the ground-truth responses, we
compute the average value of ENTRgep for each
response generation model in the test set. Table 4
presents the results, which show that the ground-
truth agent (Human) tends to entrain the user about
0.8 times on average, while the four response gen-
eration models entrain the user with a lower degree
of frequency. Specifically, in Table 1, ENTRq¢r
is 0.6 and ENTRygens is 1.1, which is an average
value calculated across utterances. The t-test re-
sults reveal a significant difference in the means
of ENTRgen: between the generation model and
ground truth responses, indicating that there is con-
siderable scope for improvement in state-of-the-art
response generation models in terms of incorporat-
ing LE.

We also compute the ENTRge,s against the
number of turns in dialogues. As shown in Figure 2,
the degree of LE tends higher as the number of
turns increases, in line with expectations that more
LE happens when people speak more. The curves
of response generation models are mainly under
their counterparts for humans, indicating discrepan-
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Table 5: The test results for the Lexical Entrainment Extraction Task under different settings, with colored arrows
indicating the corresponding changes in performance relative to the baseline results. The best-performing results are
highlighted in light orange and blue highlights the second place.

Dialogue History Length =1

Dialogue History Length =2

Full Dialogue History Length

Recall Precision F1 Score Recall Precision F1 Score Recall Precision F1 Score
*End-to-End Approach
Baseline 30.7 58.3 40.3 40.5 49.7 44.7 70.0 49.3 57.8
+ user samples  33.9(x10.4%) 52.0(v10.8%) 41.0a1.7%) 40.8(x0.7%) 47.9(v3.6%) 44.1(v1.3%)  T2.8aa%)  45.9(v6.9%)  56.3(v2.6%)
+ agent acts 28.2(v8.1%)  65.5u12.3%) 39.4v2.2%) 38.7(v4.4%) 54.6(»9.9%) 453a13%) T7.7a11%) 39.9v19.1%)  52.7(v8.8%)
*Pipeline Approach
Baseline 34.9 39.4 37.0 40.8 333 36.7 53.8 21.4 30.7
+user samples  35.5a1.7%)  40.6a3.0%)  37.9a2.4%) 41.5a1.7%) 35.1(a5.4%)  38.1(a3.8%) 53.540.6%) 22.7(»0.6%)  31.8(40.6%)
+ agent acts 36.905.7%)  21.1(v46.4%) 26.9v27.3%) 44.6(19.3%) 12.2(v63.4%) 19.1(v48.0%) 55.7(a4.1%)  7.8(v53.6%)  13.7(v55.4%)

cies between generated responses and human-level
responses.

6.2 LE Extraction Task

We first compare the performance of two different
baseline approaches and then evaluate the effect of
different domains on the model performance.

Experimental setup. We conduct training for
our models using three distinct input settings.
Firstly, as our primary objective is to model a
human-like agent rather than replicate the speaking
style of users, we exclusively train our models on
agent samples. This yields 31 436, 4093, and 4 211
samples for the training, validation, and testing sets.
Secondly, we investigate the impact of user sam-
ples by adding them to the training set, resulting
in a total of 50 130 training samples. Thirdly, we
consider the potential usefulness of incorporating
dialogue act information, as dialogue acts can pro-
vide valuable information that may influence the
next utterance. Furthermore, Table 8 reveals that
the median and mode of the priming distance are
both 1, indicating that speakers are more likely to
use a LE expression immediately after it appears.
Thus, we vary the dialogue history input range,
including the last one, last two, or full history, de-
noted as 1, 2, full.

Comparison between end2end and pipeline ap-
proaches. In Table 5, we observe that introduc-
ing user samples or agent acts into the training
data does not improve the performance of the base-
line models. This is consistent with our finding
in Section B that there are few overlaps between
LE expressions and dialogue acts. Moreover, we
present a breakdown of the model’s performance
based on the range of dialogue contexts for each in-
put setting. Experimental results for the end-to-end

approach reveal that decreasing the length of dia-
logue context has a negative impact on performance
by significantly reducing the recall rate. Although
the model’s attention is focused on a smaller set
of dialogue contexts (precision rate increases), it
is insufficient to offset the loss of missing some
instances in the earlier dialogue context (recall rate
decreases). For the pipeline approach, the inclusion
of false positives and the low recall rate at the first
named entity steps lead to a poorer performance
compared to the end-to-end approach.

Table 6: Test results for five different domains using
the end-to-end approach. We train the model using the
agents’ utterances only. The best performance for each
column is highlighted in bold.

Domains Recall Precision F'; Score
Taxi 63.53 44.17 52.11
Hotel 68.79 42.16 52.28
Attraction 62.56 49.80 55.01
Train 64.68 45.85 53.66

_ Restaurant _ 63.77 ~  48.11 54.84
All 70.0 49.3 57.8

The effect of different domains. In Section B,
we performed an ANOVA test which provided
strong evidence of differences in the mean of lexi-
con sizes for the Taxi, Hotel, Attraction, Train, and
Restaurant domains. Thus, we proceeded to eval-
uate the proposed end-to-end model with respect
to these five domains while excluding the hospital
and police domains, which do not have a validation
and testing set, following previous works on task-
oriented conversation systems (Wu et al., 2019;
Kim et al., 2020; Zhu et al., 2020). Furthermore,
our analysis was restricted to agent samples only.
Table 6 presents the performance of the baseline
model on the MULTIWOZ-ENTR dataset across
the five domains. The experimental results indi-
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cate that the I} scores for the five domains fall
within a narrow range, with no clear variation in
the model’s performance. However, training the
model on a single domain resulted in lower per-
formance compared to training it on all domains
jointly, indicating that the model may benefit from
more training data.

7 Related work

Conversational systems. Conversational Al has
been a long-standing area of exploration in the
natural language processing (NLP) research com-
munity (Gao et al., 2018; Fu et al., 2022; Hen-
driksen et al., 2020; Shi et al., 2022b; Rahmani
et al., 2022b; Ramos et al., 2022; Shi and Lipani,
2023b,a; Hendriksen et al., 2022; Rahmani et al.,
2023). There are broadly two categories of con-
versational systems, open-domain (Wu et al., 2017,
Huang et al., 2019) and task-oriented (Hosseini-
Asl et al., 2020; Fu and Lipani, 2023; Hendriksen
et al., 2021; Sen et al., 2023). Open-domain con-
versational systems mainly focus on open-ended
conversations such as chit-chat, while task-oriented
conversational systems target accomplishing a goal
described by users in natural language such as ho-
tel booking, movie recommendation, collaborative
building (Budzianowski et al., 2018; Heck et al.,
2020; Shi et al., 2022a, 2023; Rahmani et al., 2022a,
2020; Veldkamp et al., 2023). A number of cor-
pora with various domains and annotations have
been collected for task-oriented conversational sys-
tems. Some datasets (Henderson et al., 2014;
El Asri et al., 2017) contain conversations with
a single domain, while others (Budzianowski et al.,
2018; Byrne et al., 2019; Eric et al., 2020) contain
multi-domains conversations. MULTIWOZ dataset
(Budzianowski et al., 2018; Eric et al., 2020) spans
7 distinct domains with over 10 000 dialogues.

Lexical Entrainment (LE) for conversational sys-
tems. Some previous works (Hirschberg, 2008;
Brockmann et al., 2005; Bakshi et al., 2021;
de Jong et al., 2008; Campano et al., 2015; DusSek
and Jurcicek, 2016) attempted to integrate LE in
the conversationAL system. de Jong et al. (2008)
presented an entrainment model for aligning the
language use of a virtual agent to the level of po-
liteness and formality displayed by the user’s utter-
ances. Campano et al. (2015) proposed an embod-
ied conversational agent with the ability to choose
when to share appreciation with a human partner
in a museum setting. Lopes et al. (2015) used rule-

based and statistical models for the integration of
LE of an information-providing task in the pub-
lic transport domain for spoken dialogue systems.
Dusek (2017) implemented a context-aware gener-
ator to model to entrain the user’s way of speaking
by learning implicitly from data. Hu et al. (2016)
designed a rule-based natural language generator to
produce utterances entrained to a range of utterance
features used in prior utterances by a human user,
including referring expressions, syntactic template
selection, and tense/modal choices.

8 Conclusion

In this paper, we highlight the importance of in-
corporating LE into conversational systems and
propose a new dataset, named MULTIWOZ-ENTR,
designed to facilitate the study of LE. We con-
duct a comprehensive statistical analysis of the
MULTIWOZ-ENTR dataset, providing valuable in-
sights into its properties. Our investigation of cur-
rent state-of-the-art response generation models
highlights the issue of neglecting LE, and our pro-
posed measure serves as evidence for the lack of
LE in these models. To address this deficiency, we
introduce two new tasks, namely, LE extraction
and generation, and propose two baseline models
for the LE extraction task under various settings.
Our work lays the foundation for further research
on the LE generation task.

Limitations

The discussion above is based on the assumption
that researchers and designers should pursue the
most human-like agents. However, there is a risk
of experiencing "an eerie sensation" —Mori et al.
(2012) noted that some specific human-likeness
designs may lead to an agent becoming repulsive,
that is, falling into the uncanny valley. For exam-
ple, people could be startled because of the pros-
thetic hand’s limp boneless grip together with its
texture and coldness, although the prosthetic hand
has achieved a degree of resemblance to the human
form. In this paper, we are not arguing for the ne-
cessity to precisely mimic human beings. Rather
we agree with Amershi et al. (2019) that Artificial
Intelligence (AI) systems should still follow social
norms rather than “pretend” to be human beings.
We believe, as Thomas et al. (2021) suggested, that
the study of natural phenomena in human-human
conversations could give us inspiration for the de-
sign of machines, which is the goal of this work.
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Appendix Overview
The appendix is structured as follows:

Appendix §A.
for LE.

introduces several measurements

Appendix §B. presents statistical analysis of the
proposed MULTIWOZ-ENTR datasets.

Appendix §C. provides three examples of the
MULTIWOZ-ENTR dataset.

Appendix §D. provides examples of rule-based
filters used in the dataset construction.

Appendix §E. provides implementation details
and hyperparameters used in our experiments.

A Other Measures of LE

In this section, we introduce several additional mea-
sures for LE, adapted from Nenkova et al. (2008);
Dubuisson Duplessis et al. (2017):

Expression Lexicon Size (ELS). Let & be the set
of all established LE expressions given a dialogue.
Then the expression lexicon size is the number of
established LE expressions given a dialogue, that
is, |€|, where | - | represents the cardinality of the
set. The ELS is 10 for the dialogue in Table 1.

Initial Expression Ratio (IER;). The initial ex-
pression ratio is the percentage of established LE
expressions initiated by the speaker s, and is com-
puted as:

e € £ : einitiated by s
£ niedtys)

where I E Rpyman 18 40% and I E R, gent s 60% in
Table 1.

IFERs =

Expression Repetition Ratio (ERR;). Let 7¢ be
the set of all tokens from all instances of established
LE expressions from a dialogue, and 7 be the set
of all tokens from this dialogue, where T¢ is a
subset of 7. Then the expression repetition ratio is
the number of tokens from LE expressions in the
speaker s’s utterances divided by the total number
of tokens in a dialogue:

{t € T¢ : t from speaker s}|
7l

For example, there are total 302 tokens for the

dialogue in Table 1. Among 302 tokens, 17 are

from instances uttered by the user and 21 are from

instances uttered by the agent. Thus, in this case,
ERRyser 15 5.6% and ERRygent 18 7.0%.

ERR; = |

3)

Frequency. Frequency refers to the number of
utterances in which the established LE expression
appears. For example, in Table 1, the frequency of
“reference number” is 3.

Size. Size refers to the number of tokens which
the established LE expression is made up of. For
example, in Table 1, the size of “restaurant” is 1,
and the size of “reference number” is 2.

Span. Span refers to the number of utterances
in which the first appearance of the established
LE expression comes across to its last appearance,
where both the first and last utterances count. For
example, in Table 1, the span of “reference number”
is 11, and the span of “day” is 2.

Density. Density refers to the ratio between the
established LE expression’s frequency and its span.
For example, in Table 1, the density of “ask™ is 0.8,
and the density of “price range” is 0.3.

Priming. Priming refers to the number of rep-
etitions of the established LE expression by the
initiator before being used by the other interlocutor.
In Table 1, the priming of “price range” is 2.

Priming Distance. Priming Distance refers to
the number of utterances in which the first appear-
ance of the established LE expression comes across
to its first appearance from another speaker. For ex-
ample, in Table 1, the priming distance of “italian
restaurant”.

B Statistical Analysis

This process results in the MULTIWOZ-ENTR
dataset, consisting of 12 038, 1 000, and 1 000 dia-
logues for the training, validation, and testing sets
with 62961 LE expressions. We present a thor-
ough statistical analysis of the MULTIWOZ-ENTR
dataset below.

Measures’ statistics. The first step of our statis-
tical analysis is to compute the expression lexicon
size (ELS) for each of the 10,438 dialogues in
the MULTIWOZ-ENTR dataset, as defined in ap-
pendix A. As depicted in Figure 3, the ELS varies
across the dialogues, with an average of 6.03. Ap-
proximately 15% of the dialogues have more than
10 LE expressions. In contrast, 288 of 10438 di-
alogues have zero LE expression. The maximum
ELS value for a single dialogue is 30.

Table 7 presents the statistical analysis of two
dialogue-level measures, initial expression ratio
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Figure 3: Distribution of Expression Lexicon Size
(ELS).

Table 7: Statistics with respect to speakers: a represents
agent and u represents human.

IER, IER, ERR, ERR,
Mean. 75.02 24.98 5.29 5.76
Std. 2139  21.39 2.59 2.94

(IER) and expression repetition ratio (ERR). The
results indicate that the ERR values for the agent
are higher than those for the human, suggesting that
the agent’s role players are more likely to entrain
than the human’s role players. This finding aligns
with our observation that about 75% of the LE ex-
pressions are initiated by the human speaker. It is
reasonable to assume that the agent’s utterances
are more likely to be entrained when the human
speaker initiates more LE expressions since the
human speakers are those initiating the conversa-
tions and making requests. As the MULTIWOZ
dataset involves human-to-human interactions, this
implies that users are more likely to initiate a LE
expression, and a human-like agent’s responses
need to incorporate a higher degree of LE to make
conversations more engaging and successful. This
underscores the importance of integrating LE ex-
pressions into agent utterances to enhance their
effectiveness.

The statistical analysis of expression-level mea-
sures is presented in Table 8. The median and
mode of the priming distance are both 1, which
means that a large proportion of the LE expressions
(63.79%) occur within two turns of the conversa-
tion. This finding suggests that the majority of
LE expressions are produced immediately after the
first use of the expression. To investigate the effects

Table 8: Statistics with respect to 62961 expressions:
Distance stands for the priming distance.

Mean. Std. Min. Max. Median. Mode.
Frequency 2.62 0.98 2 17 2 2
Size 147 0.88 1 17 1 1
Span 5.02 4.05 2 40 4 2
Priming 1.11  0.34 1 6 1 1
Distance 2.55 290 1 35 1 1
Density 0.72 030 0.06 2.00 0.75 1.00

of this phenomenon on the model’s performance,
we limit the model’s attention to the last two ut-
terances of the preceding dialogue context in the
entrainment extraction task in §6.2.

The effect of different domains. To investigate
the penitential effects of different domains on LE,
we compute the expression lexicon size with re-
spect to different domains. We observe that the Po-
lice and Hospital domains have relatively smaller
lexicon sizes compared to the other five domains.
However, it should be noted that these two domains
have fewer training samples and no validation or
testing samples. To determine if there are statisti-
cally significant differences between the domains,
we conducted a one-way ANOVA test with the null
hYPOthGSiS Ho: prazi = HHotel = MAttraction =
Whrain = WRestaurant, Where ug represents the
mean of the expression lexicon size for domain d.
Our experimental results indicate that the null hy-
pothesis can be rejected with a p-value of 2.59e 43,
suggesting strong evidence of differences in the
mean of lexicon sizes among the five domains with
large sample sizes. Therefore, we further examine
the effects of different domains on the entrainment
extraction task in Section 6.2.

The effect of dialogue acts. In the response gen-
eration process, the entrainment extraction mod-
ule’s output is used in conjunction with the outputs
from other modules, such as dialogue state track-
ing and intent detection, as shown in Figure 1. It is
essential to understand the extent of overlap among
these outputs. To address this issue, we examine
the lexicon overlap between LE expressions and
dialogue acts. We stem each token with the NLTK
toolkit and obtain 17 594 unique tokens for dia-
logue acts and 3477 for LE expressions, with only
874 tokens belonging to both sets. The analysis
shows that the lexicon of LE expressions shares
only a small fraction of overlap with the lexicon of
dialogue acts, indicating that the degree of overlap
with original forms and contextual meaning is also
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likely to be low. This suggests that the incorpo-
ration of dialogue acts may have a limited effect
on the LE extraction task. We evaluate the impact
of incorporating dialogue acts on the entrainment
extraction task empirically in §6.2.

C Case Studies

In Table 10, 11 and 12, we provide three examples
as a supplementary of §3.

D Rules Used in Dataset Construction

We provide two examples of rules defined in §4 to
check whether "help" and "booking" are verbs. For
example, we find all cases where "booking" is used
as a verb. We add one space before "in booking" to
avoid "booking" in "train booking" being counted
as a verb. There are many similar words such as
"contact”" and "cost". For the sake of the space,
we will not list all these rules. The code will be
released after this paper is accepted.

def special_case_booking(utterance:
-> bool:

nnn

str)

Check whether booking is a verb
given an utterance

nnn

special_cases = [
"are you booking', ' before
booking',
'"booking your ', ' i booking',
'booking the ', 'booking that',

in booking', be booking'
1
for sc in special_cases:
if sc in utterance:
return True
return False
def special_case_help(utterance:

bool:

nnn

str) ->

Check whether help is a verb given
an utterance

nnn

special _cases = [
'can you help', "can I help”,
'could you help', 'help you',
"could help"”, 'would help',
'may help', 'might help',
"help me', 'will help',
"to help”, "can help”,
"can you please help”,

]

for sc in special_cases:

if sc in utterance:
return True
return False

Table 9: Hyperparameters for the LE extraction task.

Hyperparameter Assignment
number of steps 100 epochs or 50K steps
batch size 24

maximum learning rate Se-5

learning rate optimizer AdamW
max sequence length 512
Adam epsilon le-6

Adam beta weights 0.9, 0.98

learning rate scheduler Warmup linear

Weight decay 0.01
Warmup proportion 0.06
learning rate decay linear

fusion layers 2

E Training Details

During the tokenization process of BERT, any previ-
ously unseen words are segmented into sub-words,
which results in the creation of multiple tokens for
a single word. To obtain a score for the entire word,
we use the score assigned to the first sub-word and
exclude the remaining sub-words when calculating
the cross-entropy loss. Additionally, we exclude
the special tokens [CLS], [SEP], and [PAD] when
calculating the loss. In scenarios where the dia-
logue history is incomplete, some instances of LE
expressions may not be detected. To ensure un-
biased evaluation, we consider instances of these
expressions outside the dialogue history as false
negative examples. When the length of the dia-
logue history is not complete, it is inevitable that
certain instances of LE expressions will not be cap-
tured. To account for this, instances of these expres-
sions outside the dialogue history are automatically
counted as false negative examples to ensure a fair
evaluation when compared to scenarios where the
dialogue history is complete. To evaluate the end-
to-end approach, we assess its performance at the
noun phrase level, calculating the recall rate, preci-
sion rate, and F score. The positive weight « for
the cross-entropy loss is varied between 4 and 12.
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Table 10: Example with two agent responses. Current response generation models could partially entrain the user’s
way of speaking such as "contact number". However, it is not optimal for these generation models to use "taxi"
when users are using "cab".

Model Utterance

USER I need a cab too please, arriving by my booked time , car type and contact number would be helpful too
please.

Agent You need a cab to get you to the restaurant before the booked time and where do you need cab to pick you
up at?

USER From the Cambridge Punter, please.

AGENT A black tesla is booked, with contact number 07774975314.

Generated responses for the first agent response

AUGPT
MINTL
HpsA

MARCO

I have booked a blue skoda for you. The contact number is 85534112262.

I have booked you a BMW . The contact number is 07338019809 . Where will you be departing from ?
Where will you be departing from and where are you going ?

I would be happy to book a taxi for you . where are you departing from and what is your destination ?

Generated responses for the second agent response

AUGPT

MINTL
HDsA

MARCO

I have booked you a black honda and the contact number is 91788856987. Is there anything else I can help you
with?

I have booked your taxi . Be expecting a BMW . If you need to reach them , please call 07338019809 .

I have booked you a [taxi_type] . the contact number is [taxi_phone] . is there anything else i can help
you with ?

I have booked a [taxi_type] for you . the contact number is [taxi_phone] . is there anything else i can help
you with ?

Table 11: Example with one agent response. In the ground-truth agent response, lexical entrainment with the user’s
requirement including "Monday" and "5 nights" makes the response more informative and less ambiguous.

Model Utterance
USER Yes, I would like to book a stay for 1 person, starting Monday and for 5 nights .
AGENT Your room has been booked at the Bridge Guest House for 5 nights starting Monday . Your reference code is

TVMOFIPC. Is there anything else I can do to help you?

Generated responses for the first agent response

AUGPT
MINTL
HpsA

MARCO

I have made those reservations and your reference number is 00000011.
I have booked your room. Your reference number is QJTIXKSC.
Booking was successful. Reference number is 7vmOfipc. Is there anything else i can help you with?

I was able to book you at the [hotel_name] for [value_count] nights. Your reference number is 7vm9fipc. Is
there anything else i can help you with?

Table 12: Example with one agent response. In the ground-truth agent response, lexical entrainment with the user’s
requirement including "8 people" and "4 nights" makes the response more informative and less ambiguous.

Model Utterance
USER I need it for 8 people , and for 4 nights starting Saturday.
AGENT Great, I have booked your stay for 8 people for 4 nights . Your reference number is PB41WUOT. May I help

with anything else?

Generated responses for the first agent response

AUGPT
MINTL

HDsA
MARCO

Booking was successful. Reference number is: 00000003.

I have booked your room at Allenbell for saturday for 4 nights for 8 people . Your reference number is
6KNJSQXY. Is there anything else i can help you with?

Booking was successful. Reference number is pb41wuot. Is there anything else i can help you with?

I was able to book you at the [hotel_name] for [value_count] nights. your reference number is pb41wuot. Is
there anything else i can help you with?
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