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Abstract

Large language models (LLMs) have shown
exceptional performance on a variety of nat-
ural language tasks. Yet, their capabilities
for HTML understanding – i.e., parsing the
raw HTML of a webpage, with applications
to automation of web-based tasks, crawling,
and browser-assisted retrieval – have not been
fully explored. We contribute HTML under-
standing models (fine-tuned LLMs) and an in-
depth analysis of their capabilities under three
tasks: (i) Semantic Classification of HTML el-
ements, (ii) Description Generation for HTML
inputs, and (iii) Autonomous Web Navigation
of HTML pages. While previous work has
developed dedicated architectures and train-
ing procedures for HTML understanding, we
show that LLMs pretrained on standard natu-
ral language corpora transfer remarkably well
to HTML understanding tasks. For instance,
when fine-tuned on data from the MiniWoB
benchmark, LLMs successfully complete 50%
more tasks using 192x less data compared
to the previous best supervised model. We
create and open-source a large-scale HTML
dataset distilled and auto-labeled from Com-
monCrawl.1

1 Introduction

Web crawling (Olston et al., 2010), form-
filling (Diaz et al., 2013; Gur et al., 2021), or infor-
mation retrieving web agents (Nogueira and Cho,
2016) are important for both automating and assist-
ing users in web-based tasks. These and similar
applications rely on models that can search for spe-
cific content or controls on a web page as well as
navigate a website autonomously. Since a web page
in its raw form is represented as an HTML-based
text sequence, the success of models for web-based
tasks relies on their ability to understand HTML
semantics, structure, and embedded interactions.

1See visualizations of the results at https://sites.
google.com/view/llm4html/home.

The predominant approach to web automation
and HTML understanding is to train specialized
models, i.e., gathering application-specific datasets
and designing neural network (NN) architectures to
leverage inductive biases of the HTML’s structure;
see, e.g., Liu et al. (2018); Toyama et al. (2021);
Gur et al. (2019, 2021); Humphreys et al. (2022).
However, both dataset collection and neural archi-
tecture design are expensive, time-consuming, and
require highly-specialized, domain-specific knowl-
edge.

Meanwhile, in the natural language processing
(NLP) literature, large language models (LLMs)
have emerged as a solution to the difficulties of
dataset collection and specialized NN design (Ka-
plan et al., 2020; Bommasani et al., 2021). A popu-
lar paradigm in NLP is to take an off-the-shelf LLM
– pretrained on a large text corpus via an unsuper-
vised and task-agnostic learning objective – and
either fine-tune or prompt the LLM on a small task-
specific dataset. This paradigm has shown excep-
tional performance on a variety of NLP tasks (Xue
et al., 2020; Brown et al., 2020; Austin et al., 2021).
Whether LLMs can be applied to HTML under-
standing – especially given the much larger context
and sequence lengths – remains an under-explored
question.

In this paper, we investigate whether LLMs can
be applied to HTML understanding to produce
better-performing, more sample-efficient HTML
understanding models and without the need for
custom NN architecture design. To that end, we
present a suite of three benchmarking tasks for
HTML understanding that capture the essence of
these applications and require understanding both
structure and content. First, we devise Semantic
Classification as a task that requires a model to clas-
sify a given HTML element into one of a set of cat-
egories, such as address, email, password etc., with
application to automated form-filling. Second, we
present Description Generation, a label-extraction
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<html>
   <body>
      <form class="login-form">

   <div>
            <label class="form-label" for=”uName”>
               Enter Email Address
            </label>

      <label class="form-label" for=”pass”>
               Enter Password:
            </label>

   </div>
         <div>

<input type="email" id="uName”>

<input type="password" id="pass">
<span class="hidden">

               Please enter your password.
            </span>
         </div>
         <button type="submit">Sign In</button>
       </form>
   </body>
</html>

Figure 1: HTML example page with a highlighted salient
element, an element of interest (dashed box). All canonical
tasks evaluate a distinct interaction with this element, either
by classifying it as one of a set of categories, generating a text
description of its purpose, or applying an action as part of a
sequential navigation of a multi-page website.

task where a model is given an HTML snippet
and is asked to produce a natural language descrip-
tion. For instance for an email field, the description
might be “Please enter your email address.” Note
that in the majority of web pages, this connection
between input elements and description content is
only implicit in the raw HTML code and inferring
such links is a prerequisite for higher-level navi-
gation objectives. The third task is Autonomous
Web Navigation (Shi et al., 2017). A model is pre-
sented with an HTML page paired with a natural
language command and must apply appropriate ac-
tions on a sequence of HTML pages to satisfy the
command. See Figure 1 for a simplified example
of these tasks.

With these benchmark tasks in hand, we eval-
uate the transfer capabilities of a variety of pre-
trained LLMs (Table 1), varying in architecture
(encoder-only, encoder-decoder, or decoder-only),
model size (from 24.6M to 62B parameters), and
training data corpora (both including and exclud-
ing pretraining NLP and HTML corpus). While
prior work universally pre-parses the HTML as in-
put to the model (Gur et al., 2021; Liu et al., 2018;
Nakano et al., 2021), ours uses raw, unprocessed
HTML. Our results show that LLMs demonstrate
a remarkable level of HTML understanding across
all tasks, with up to 192× more sample-efficiency
than models trained from scratch, and achieving a
new SoTA for supervised learning on the MiniWoB

benchmark suite (Shi et al., 2017). The encoder-
decoder architectures with bi-directional attention
show the best performance across the board even
when their pretraining does not include HTML.

The broader objective of this research is to ad-
vance the integration of LLMs with autonomous
web agents. It has only been in the last year that
researchers have begun to utilize LLMs outside of
NLP and integrate them as core capabilities in au-
tonomy ((Lu et al., 2021; Ahn et al., 2022)). In this
context, LLMs are reasoning engines for sequential
decision making agents interacting with environ-
ments. We believe these contributions expand the
scope of language models and connect their unique
capabilities with autonomous agents for the web.
We provide a new perspective on machine learn-
ing for HTML understanding and web automation,
showing that pretrained LLMs can achieve signifi-
cant performance on such tasks, reducing the need
for specialized architectures and training protocols.
To encourage further research in this direction, we
open sourced 2 model weights for agents used in
the WoB environment and our dataset for descrip-
tion generation.

2 Related Work

HTML Understanding Autonomous web naviga-
tion has been a popular application for neural net-
work models, and a variety of works propose simu-
lated websites for training web-based agents, with
application to task fulfillment (Yao et al., 2022;
Gur et al., 2021; Burns et al., 2022; Mazumder and
Riva, 2020; Shi et al., 2017; Liu et al., 2018) as
well as information retrieval or question-answering
(Adolphs et al., 2021; Nogueira and Cho, 2016).
Simulated websites provide an easy way to evalu-
ate models online, and for this reason we use the
existing MiniWoB benchmark (Shi et al., 2017) for
our web navigation setting. However, it is still im-
portant to have a mechanism for evaluating models
on a wide variety of real-world websites. This was
the key motivation for generating our own dataset
for the description generation task, which is dis-
tilled and auto-labeled from CommonCrawl and is
a key contribution of our paper.

Alongside these benchmarks, many works have
developed models for web navigation and related
subtasks (Pasupat et al., 2018; Bommasani et al.,
2021; He et al., 2021; Gur et al., 2021; Humphreys

2https://console.cloud.google.com/storage/
browser/gresearch/webllm
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et al., 2022; Liu et al., 2018; Jia et al., 2019). These
works often rely on specialized neural network ar-
chitectures that leverage inductive biases of HTML
structure, or on preprocessing of HTML to make it
easier to input to a model ((Li et al., 2021a,b)). In
contrast, our work takes a minimalist approach, pro-
viding HTML in text form with minimal processing
and using widely-adopted transformer networks.

LLMs and HTML Works that explore the in-
tersection of LLMs and HTML generally fall into
two categories. The first category uses LLMs to
assist web navigation (Nakano et al., 2021; Yao
et al., 2022), and typically relies on a custom pre-
processing to map the context and structure of a
web page to natural language, thus severely restrict-
ing what HTML pages the model can parse. The
second category pretrains LLMs on a large corpora
of HTML text (Aghajanyan et al., 2021). However,
these works typically restrict the model evaluation
to standard NLP tasks, e.g., summarization and
question/answering as opposed to tasks more rele-
vant to HTML understanding and web automation.
Our work can be thought of as the reverse: We
keep the pretraining of LLMs unchanged and focus
on the mechanisms for transferring the pretrained
LLMs to HTML-relevant tasks.

3 Canonical Tasks for HTML
Understanding

We devise three canonical tasks to study HTML un-
derstanding capabilities of LLM-based web agents.
These tasks require correctly interpreting both
structure and content to varying degrees to make
predictions, with autonomous navigation being the
most challenging capability of the three.

Autonomous Web Navigation. This task evalu-
ates how well a model navigates multi-page web-
sites as a sequential decision-making problem (Shi
et al., 2017; Liu et al., 2018). At the beginning of
an episode, the agent is given a natural language
instruction, e.g. Enter the username “lyda” and
the password “N22t” into the text fields and press
login. The agent applies actions to a sequence of
HTML pages, where each action is of the form
function(selector, text). The function is
one of click or type, selector is an integer pointer
that uniquely identifies an element, and text is a
text to input if the type functionality is activated.
An episode terminates when either the page reaches
a terminal state (e.g., the ‘sign in’ button is clicked)
or the maximum number of steps is reached.

Semantic Classification. Many HTML under-
standing applications require a model that can clas-
sify HTML elements into standardized categories.
For example, in automated form-filling (Diaz et al.,
2013; Gur et al., 2021), it is useful to identify a
‘submit button’ across many websites (e.g., shop-
ping, flight booking, utility application) with vari-
ous button representations (e.g., position, color, or
text). Thus, we formulate Semantic Classification
as classifying elements into role categories. Take
the example HTML in Figure 1 which includes
two input elements and a submit button. Let’s
pick the first input as an element of interest to be
classified by the system, also called a salient ele-
ment. The system should classify this element as
username, since it appears on a login page and it
has a label with Email Address which is typically
associated with the username in form-filling appli-
cations. To solve this, the system can aggregate
information from multiple sources in the page – the
label that says Enter Email Address, the input at-
tributes (type=“email” and id=“uName”), or even
the ordering of other elements in the page such as
‘password’ and ‘sign in’.

Description Generation. Motivated by appli-
cations in accessibility-minded web browser con-
trol (Jorgensen and Binsted, 2005), we formulate
description generation as an extractive problem
where the goal is to locate the textual description
of an element in the HTML and generate it as out-
put. For instance, the description of the salient
element in Figure 1 is Enter Email Address; when
rendered, this label will appear above the ‘email’
input field. HTML provides a large amount of
flexibility, and so in general a descriptive text that
appears alongside a specific element when rendered
can be very far from that element when looking
at the HTML plaintext. Thus, this task evaluates
a model’s ability to understand the structure of
HTML as it would appear to a user, despite not
having access to the rendered web page directly.

4 Datasets

Each of our canonical tasks requires a separate
dataset, with the description generation task using
a newly contributed, auto-labelled dataset based on
CommonCrawl.

Autonomous Web Navigation. We use the 12K
demonstrations included in the publicly available
MiniWoB benchmark (Shi et al., 2017), which
encompass 62 website applications ranging from
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Model
Task Dataset Size Input Architecture Output Task Output

Autonomous Web Navigation MiniWoB Demos (Shi et al., 2017) 12K Page Enc-Dec Text DictionaryDec

Semantic Classification Annotated Shopping Webpages (Gur et al., 2021) 28K Snippet All Text Category

Description Generation CommonCrawl (new) 85K Snippet Enc-Dec Text TextDec

Table 1: Task, dataset, and model summary. All models receive raw HTML. Autonomous Web Navigation receives the entire
HTML, while the other tasks receive HTML snippets extracted given salient element.

email forwarding to social media interactions.
Each demonstration is a sequence of (instruction,
HTML, action) tuples. Every element in a Mini-
WoB demonstration is accompanied by a reference
number unique within its respective pages. This
number can be used as an element selector, making
the action space unified across all tasks and time
steps. For instance, the action in Figure 1 would
be type(ref=5, "username@email.com"), where 5
refers to the index of the input when counted from
top-to-bottom. As model input, we concatenate
the natural language instruction and HTML into a
single text input sequence. Similarly, we treat the
action as a text sequence for the model to predict.

Semantic Classification. We use a dataset of
28K labelled examples, containing 66 different cat-
egories, of the form (HTML, element, category),
previously used in the context of environment gen-
eration (Gur et al., 2021). The dataset consists of
HTMLs from real-world shopping websites and
categories relevant to form-filling during payment
and checkout on these websites.

Description Generation. For this task, we de-
rive a dataset from CommonCrawl.3 Common-
Crawl does not include renderings or annotations
that would reveal what text in the HTML is as-
sociated with which elements. Instead, we infer
descriptions of various elements by exploiting a
special attribute in the HTML schema known as
for. As an example in Figure 1, the first label in
the HTML has a for attribute with value uName,
which is the id of the element described by label;
in this case, the id is that of the first input in the
page. This annotation does not affect the rendering
of the page and is typically used for accessibil-
ity purposes. We utilize the information given by
these for attributes to create a large-scale dataset4

to study description generation.
Specifically, we collected 100 WARC (from

April 2019) files from the CommonCrawl project
3http://commoncrawl.org
4https://console.cloud.google.com/storage/

browser/gresearch/webllm/datasets/descgen

and extracted all HTML labels that have a for at-
tribute. Removing non-Unicode and alphanumeric
text in HTML labels results in a 400K example
datset. We balance the distribution of labels, effec-
tively downsampling the dataset to 85K samples.
Each example is represented as (HTML, element,
description), where HTML is the HTML plain-
text of the page, element is the element whose
id attribute matches that appearing in the label’s
for attribute, and description is the text inside the
label element (see example in Figure 1). More
details of the dataset can be found in Appendix
A.2.

5 Pre-Processing

In treating HTML as token sequences, we minimize
any HTML tree pre-processing prior to model input.
We thus provide HTML as raw text (i.e., sequences
of text tokens) and only apply a snippet extraction
pre-processing for pages which are too large to fit
into the typical LLMs context windows.

Snippet Extraction. Real HTML pages can
grow extremely large, reaching thousands of el-
ements, far beyond the context window of the
largest LLM that we studied (1920 tokens in PaLM
(Chowdhery et al., 2022)). LLMs typically truncate
such long sequences, which can be detrimental to
HTML understanding as HTMLs are not linearly
structured. We take an element-centric approach
and extract HTML snippets (a small portion of
HTML code) surrounding a salient element (Fig-
ure 5). A simple heuristic, which controls the tree’s
width and depth, guides the process: Start with
a salient element and traverse its ancestors in the
HTML tree until a stopping condition is satisfied.
As we traverse up, we estimate the height of the
tree and the increased number of descendants of
the new root. We stop when either metric violates
a pre-defined limit and take the resulting sub-tree
as the snippet. We mark the salient element using a
special attribute, called target, to distinguish it from
other elements. We perform the snippet extraction
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for the semantic classification and description gen-
eration datasets, and keep the full HTML pages in
MiniWoB because these pages are typically much
smaller than real-world HTML.

HTML un-Parsing. We provide the models
with the unparsed plaintext HTML in the form of
a sequence of tokens. This canonical representa-
tion does not require specific model architectures
such as hierarchical networks (Liu et al., 2018; Gur
et al., 2021) and can be fed into any LLM. We trans-
form all datasets by converting every HTML page
or snippet into a sequence. For MiniWoB, we ad-
ditionally concatenate (action history, instruction,
HTML) tuples into a single sequence.

6 Model Training

We study a variety of transformer-based
LLMs (Vaswani et al., 2017) with different
sizes and architectures for HTML understanding
tasks (Table 1). In the rest of the text, we
prefix models fine-tuned for Autonomous Web
Navigation, Description Generation, and Semantic
Classification with WebN-, WebD-, and WebC-,
respectively. For instance, WebD–T5-3B is the
three billion parameter T5 model (Raffel et al.,
2020) fine-tuned for the Description Generation
task. The rest of this section elaborates on training
details.

Encoder-Decoder and Decoder-only Models.
We train encoder-decoder models, i.e., T5 (Raf-
fel et al., 2020), and decoder-only models, i.e.,
LaMDA (Thoppilan et al., 2022) and PaLM
(Chowdhery et al., 2022), with text input and text
output. Inputs are raw HTML pages or snippet
texts; similarly, outputs are categories, natural lan-
guage descriptions, or actions represented as text.
Namely, for Semantic Classification we use the
textual representation of categories, similar to pre-
vious classification problems in NLP (Raffel et al.,
2020). For Autonomous Web Navigation, actions
are converted into text by first converting them
into key and value pairs and then concatenating the
pairs.

Many websites in MiniWoB require multiple
interactions, such as click-button-sequence or click-
checkboxes, where each interaction might cause a
subtle change in the website state. For instance, af-
ter clicking on a checkbox in the click-checkboxes
website, its value flips from positive to negative
or the other way around, which is not always re-
flected in LLMs’ predictions and leads to action

repetitions. We solve this issue by augmenting tu-
ples in the dataset with a sequence of past actions,
(action history, instruction, HTML, action), and
allowing LLMs to learn from past experience.

Encoder-only Models. We train encoder-only
models, i.e., BERT (Devlin et al., 2018), with text
input and categorical output. We keep semantic
categories as discrete one-hot classes. To train
encoder-only models, we add a new classification
layer after the final encoder layer to produce a dis-
tribution over semantic categories. In addition to
the typical BERT models, we study MobileBERT
(Sun et al., 2020), distilled from BERT-large with
inverted bottlenecks, and Albert-XL (Lan et al.,
2020), with parameter sharing and embedding split.

7 Results

We now present the results of fine-tuned LLMs
for HTML understanding. We compare the mod-
els’ performance with the existing baselines where
possible (autonomous web navigation) and against
other LLM architectures and training regimes (all
tasks). Sections 7.1, 7.2, and 7.3 evaluate task-
specific performance, while Section 7.4 assesses
the performance across all the tasks.

Metrics: For autonomous web navigation we
evaluate models’ Success Rate, which is averaged
over 100 episodes per task. For the other tasks,
we use Accuracy to measure exact match between
prediction and ground truth. In the description gen-
eration task, we additionally provide evaluations us-
ing alternative ‘soft’ text evaluation metrics, BLEU
and ROUGE-1, measuring the similarity between
predicted and ground truth text.

7.1 Autonomous Web Navigation Results

For Autonomous Web Navigation we fine-tune two
WebN- encoder-decoder architectures (WebN-T5-
large and WebN-T5-3B) on 12k demonstrations
from human-annotated real websites. We eval-
uate the models on MiniWob (Liu et al., 2018)
benchmark, and compare with specialized archi-
tectures trained using supervised learning (SL) on
2.4 million human expert demonstrations CC-Net
(SL) (Humphreys et al., 2022), and two RL models
bootstrapped with SL, CC-Net (SL) (CC-Net (SL
& RL) (Humphreys et al., 2022), and WGE (SL &
RL) (Liu et al., 2018)). Additionally, we compare
with the decoder-only architecture (WebN-Lambda-
1B) and perform an ablation study on the impact of
including the action history in the input.
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2.4M
Demos

12K
Demos

(a) Baseline comparison.
Model Name Success (%) Model Size
T5-large 18.1 800M
LaMDA-1B 15.6 1B
T5-3B 11.1 3B
WebN-T5-large 46.4 800M
WebN-LaMDA-1B 48.8 1B
WebN-T5-3B 51.8 3B

(b) Pre-training effect.

Figure 2: a) WebN–T5* performance compared to the pre-
vious SOTA models on MiniWoB benchmark. WebN-T5-3B
improves the task success 16% while using 192 times less
data, compared to the best supervised learning (SL) model,
CC-Net (SL). LLMs performance is only surpassed by works
utilizing RL, requiring orders of magnitude more online expe-
rience interaction with websites. b) LLMs with and without
pretraining on Autonomous Web Navigation task. Those with
pretraining (denoted by the ‘WebN-’ prefix) show a 2.5-4.5x
performance improvement.

Comparison to SoTA. Since previous works re-
port success on only a subset of websites in Mini-
WoB, we evaluate on 48 out of 62 websites that
are common across all models. Table 8 in the
Appendix reports fine-grained results while Fig-
ure 2a presents results averaged over all websites.
Compared to CC-Net (SL) which is trained on all
2.4M demonstrations, WebN-T5-3B improves the
success 16% while only training on 12K publicly-
available demonstrations, yielding over 192x im-
provement in sample-efficiency. We find that all
choices of LLMs outperform previous SL models.
Notably, WebN-T5-3B significantly improves on
websites requiring multiple-action sequences such
as click_checkboxes or websites requiring entering
text such as login_user (Table 8). We observe that
the performance of LLMs is only surpassed by pre-
vious works utilizing RL, which require orders of
magnitude more online experience interaction. Ex-
tending our fine-tuned LLMs to an RL setting is a
promising avenue for future work.

Action history ablation. Across all LLMs we
consistently observe a decrease in success, on av-
erage 6.4%, when past actions are excluded from
the inputs (Figure 2a). Action history helps with
websites that require entering multiple texts, as
well as understanding minor changes that could

Model Name Test (%) Dev (%) Model
Size

WebC-MobileBERT 78.1 77.7 24.6 M
WebC-Albert-XL 83.5 83.1 58.9 M
WebC-BERT-smallest 84.4 83.6 38.7 M
WebC-BERT-small 84.4 85.2 52.8 M
WebC-BERT-medium 85.2 84.5 67 M
WebC-BERT-base 83.9 84.8 109.5 M
WebC-BERT-large 84.1 85.8 335.2 M
WebC-T5-base 86.8 89.9 250 M
WebC-T5-large 87.0 89.3 800 M
WebC-T5-3B 87.7 90.3 3 B
WebC-LaMDA-1B (*) 87.4 87.1 1 B
WebC-PaLM-8B (*) 86.6 89.9 8 B
WebC-PaLM-62B (*) 88.7 90.5 62 B
T5-large 76.4 75.2 800 M
T5-3B 77.2 73.8 3 B
PaLM-8B 73.3 70.1 8 B

Table 2: LLMs performance on the Semantic Classification
task. Fine-tuning off-the-shelf pretrained LLMs (model names
with prefix ‘Web’) helps LLMs transfer better compared to
training the same architecture from scratch on the HTML
dataset (model names without prefix ‘Web*’), improving the
accuracy of PaLM-8B more than 12%. While WebC-PaLM-
62B clearly performed better than all other models, we found
WebC-T5-large to be competitive with much larger models
such as WebC-LaMDA-1B or WebC-PaLM-8B. Models with
an asterisk in their names utilize code in their training corpora.

be difficult to detect (e.g. click_checkboxes and
multi_layout). multi_layout requires entering 3 dif-
ferent texts in the website where the layout is ran-
domized at each episode, yet, surprisingly, even the
(relatively smaller) WebN-T5-large model without
action history outperforms the CC-Net (SL) model;
illustrating that incorporating action history is not
the only contributing factor for the better success.

7.2 Semantic Classification Task Results

To evaluate the Semantic Classification task, we
compare the T5 encoder-decoder architecture’s
three size variants (WebC-T5-base, WebC-T5-
large, and WebC-T5-3B) fine-tuned on 22K real,
human-labeled training websites. We compare with
a fine-tuned encoder only architectures (WebC-
*BERT*), three fine-tuned decoder-only archi-
tectures (WebC-LaMDA and PaLM), and both
encoder-decoder and decoder-only models trained
on human labeled websites from scratch. Results
are presented in Table-2, where we find that all
WebC-LLMs perform well and significantly better
than the same architectures without pretraining.

Accuracy per category. In Figure 4, we present
accuracy distribution of the WebC-T5-3B model on
the development dataset. The fine-tuned encoder-
decoder model performs strongly on a majority of
the categories (Figure 4), even on those with very
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New Height Test (%) Dev (%)
descendants (%)

25 3 87.7 90.3
25 4 88.6 89.2
50 3 88.4 90.0
50 4 89.3 89.2

300 5 87.8 88.8
500 7 75.8 74.5

(a)

Data Size
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WebC-PaLM WebC-T5-3B
T5-3B (full data / no pretraining)

(b)

Figure 3: a) Effect of snippet extraction parameters on WebC-
T5-3B. Increases above 50% in new descendants and height
of 4. Large increases in both parameters lead to large snippets
and decrease in accuracy. b) Accuracy over training data
size. Using only 1000 labeled examples (4.4% of all training
dataset), WebC-T5-3B outperforms T5-3B (full data without
pretraining) which is trained on all available labeled data
(approximately 30k examples), and outperforms WebC-PaLM-
8B which is an order of magnitude larger.

few samples. For instance, the model is 100% accu-
rate on password_new which has only 56 training
examples, because the class is unambiguous. On
the other hand, unsurprisingly, the performance
drops when the category is ambiguous, such as in
the email category which is frequently mistaken as
username.

Snippet generation ablation. Two hyper-
parameters govern snippet generation: percentage
of new descendants and height of the new root.
While small variations of both parameters do not
change the performance, increasing both degrades
the performance significantly (Table 3a). With new
descendants up to 500% and height up to 7, the per-
formance drops by more than 15%. Note that snip-
pet generation returns the full-page HTML when
both parameters increase indefinitely.

Data size impact. When varying the fine-tuning
training data sizes (1, 5, 10, 20, or 50 samples per
class) in Figure 3b, WebC-T5-3B slightly outper-
forms WebC-PaLM-8B which is an order of mag-
nitude larger. Compared to T5-3B that is trained
on all available HTML data without pretraining,
WebC-T5-3B achieves better performance while
using only 3.4% of labeled data (1000 samples),

thus highlighting the benefit of using standard off-
the-shelf pretrained LLMs for HTML understand-
ing.

7.3 Description Generation Task Results

For Description Generation we split the Com-
monCrawl dataset based on URL top-level do-
mains to test LLMs’ capabilities to generalize to
unseen HTML. We fine-tune encoder-decoder ar-
chitectures (WebD–T5*) and decoder-only models
(WebD–LaMDA*), with results presented in Ta-
ble 3. We also evaluate a strong heuristic baseline
which simply finds the description closest to the
salient element in the HTML text (Closest Descrip-
tion).

Accuracy and Similarity Performance We
show results of our evaluations in Table 3. All mod-
els achieve high scores across all metrics, achieving
≈ 84% on the accuracy in terms of exact match and
a higher non-exact match score based on BLEU and
ROUGE-1 (≈ 91%). This difference indicates that
the models are capable of locating the descriptions,
but not always generating the exact output.

7.4 HTML Understanding LLMs ’s
Performance Analysis Across Tasks

We now analyze our results in aggregate to derive
our main conclusions.

7.4.1 Pretraining Effect: Pretraining on
Large Text Corpora Matters

Fine-tuned pretrained LLMs outperform LLMs
trained on HTML-only data, improving the per-
formance by more than 34.1% on the Autonomous
Web Navigation (Table 2b), and 10% to 12.7% on
the Semantic Classification task (Table 2).

Since Autonomous Web Navigation is the most
difficult task, the improved performance is an en-
couraging evidence of the value of LLMs in HTML
understanding tasks. Specifically, we observe that
LLMs without pretraining are comparable to fine-
tuned pretrained models only on websites that re-
quire simple text matching. In contrast, for web-
sites such as click_checkboxes, text matching is
harder and we find that pretraining is key to good
performance. We also found that without pretrain-
ing, model outputs were frequently in an incorrect
format such as invalid dictionaries or invalid refs
with non-integer values. This suggests that the
large corpora used for pretraining helps models to
learn general HTML structure.
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Test Dev
Model Name Accuracy(%) BLEU ROUGE-1 Accuracy(%) BLEU ROUGE-1
WebD-T5-large 83.2 90.2 90.5 84.3 91.7 91.5
WebD-LaMDA-1B 83.3 87.5 90.2 84.3 88.6 91.2
WebD-T5-3B 84 90.8 90.9 85.2 92.1 91.9
Closest Description 57.4 24.4 59.2 60.8 23.9 62.1

Table 3: Description generation accuracy of LLMs.

Categories

Figure 4: Accuracy per classification category of the WebC-T5-3B model on the development dataset.

7.4.2 Architecture Effect: T5-based Models
Perform Best Across All Tasks

Encoder-decoder T5 based models perform better
across all three tasks. On the Autonomous Web Nav-
igation task, encoder-decoder (WebN-T5) architec-
tures are better or comparable to WebN-LaMDA-
1B (Figure 2a). On the Semantic Classification, the
smallest encoder-decoder model (WebC-T5-base)
performs comparably to much larger decoder-only
models (WebC-LaMDA-1B or WebC-PaLM-8B)
and the largest encoder-only model (WebC-BERT-
large) which has 85M more parameters (Table 2).
We also observe that decoder-only PaLM-8B per-
forms worse than much-smaller encoder-decoder
T5-large when trained only on HTML data. Finally,
on the Description Generation encoder-decoder
architecture has higher BLEU score.

One possible explanation for the strong perfor-
mance of T5-based moels is the encoder-decoder
architecture of these models. Namely, T5 models
utilize an encoder with a bidirectional attention
mechanism, not present in the LaMDA and PaLM
decoders. The bidirectional attention mechanism
can process HTML pages from both ends, poten-
tially overcoming the loss of information when
tree-structured HTML pages are converted into a
fixed linear text sequences.

7.4.3 Model Size Effect: Size (Sub-linearly)
Matters

Across the tasks it appears that the architecture
plays an important role in the model performance.

Model size and performance are also positively cor-
related, although they reach diminishing returns.
For instance, the model performance is roughly
O(log log n) with respect to model size on Seman-
tic Classification (Figure 6 in Appendix). On the
Autonomous Web Navigation task, performance
grows slowly with the model size (Table 8), while
on the Description Generation it plateaus (Table 3).

7.4.4 Error Analysis
We manually examined 50 errors of WebC-T5-3B
model over the development set (Table 4) and as-
signed them into one of the 9 error types that we
devised. We found that 32% of the errors are due to
lack of information in the HTML snippets, which is
mainly the result of lost information during snippet
extraction process. Annotation errors or email/user-
name ambiguity make up 30% of the errors. These
can’t be improved without revising the annotated
data or adding extra information to resolve the am-
biguity. We also found that the model sometimes
picks a more general category, or a nearby text mis-
leads the model; the latter usually happens when
the HTML snippet is long where majority of the
elements are noise.

7.4.5 Few-Shot Prompting
In Table 5, we present few-shot prompting per-
formance of a 540B PaLM model. We probe
the model using a prompt template <html> Role:
<category> with 1 example per category and gen-
erate categories using greedy-decoding. In our
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Error Type Percentage of Examples
Not enough information in the HTML snippet 30
Incorrect annotation (ex: "unknown_role" instead of "organization") 12
Annotation tool translates user selection incorrectly 8
Email/Username ambiguity 10
More general category (ex: "header" instead of "cart_header") 8
Immediate neighboring text misleads 8
Incorrect date formatting (ex: "mm" instead of "mmm") 4
No information in the HTML snippet 2
Others 18

Table 4: Types of errors over 50 manually examined examples. 32% of errors are due to lack of information in HTML snippets,
30% of errors are related to annotations or can’t be improved due to ambiguity (email/username), and the remaining errors are
incorrect predictions by the model.

Model Name Test Dev
PaLM-540B 64.2 60.3
- w/o Example Cleaning 57.9 57.2
- w/o Category Rewriting 52.1 50.7
- w/o Dictionary Mapping 45.6 45.1

Table 5: Few-shot prompting performance with different pre-
and post-processing steps.

preliminary experiments, we found that few-shot
prompting achieves only 45.6 accuracy, much
lower than a model fine-tuned on the same data.
We found two common problems – the model is
not able to canonicalize predictions into categories
and many of the examples are dropped due to con-
text length.

We developed post-processing methods to al-
leviate the canonicalization problem and pre-
processing methods to reduce lengths of examples.
Adding a dictionary-based mapping on predictions
– a manually curated paraphrase dictionary – im-
proves the performance to 52.1. We also tried
rewriting predictions by changing the order of to-
kens around "_" such as name_first to first_name
which further improved the performance to 57.9.
Finally, we cleaned examples in the prompt by
removing certain elements such as "svg", "path",
"img", and "iframe" and also removing class at-
tribute from every element; this pre-processing step
gives 64.2.

8 Conclusion

We presented canonical tasks and fine-tuned LLMs
for HTML understanding. The comprehensive eval-
uations and analyses over a range of architectures,
dataset sizes, and baselines yields practical findings
and highlights current limitations of these mod-

els. We find that a) pretraining is critical for the
performance and can reduce labeled data require-
ments, improving sample efficiency up to 200x; b)
model architecture is the second-most important
factor, and T5 models with bidirectional attention
and encoder-decoder architecture perform the best
across the board; c) given a choice, model size
should be evaluated in the context of the model’s
training and inference performance, as the model
size sub-linearly correlates with its performance.
Finally, the proposed HTML understanding tasks
highlight the relatively short context window that
limits current LLMs, suggesting possibilities for
future research that incorporate or eliminate this
constraint.

9 Limitations

Our experimental results are limited to relatively
short context windows. While HTML documents
can have 10s of thousands of tokens, LLMs that
we studied have only 2K context windows. We de-
veloped heuristics to extract HTML snippets to fit
into context windows which is a promising future
direction. We are also limited by the MiniWoB sim-
ulator for our web navigation experiments. While
MiniWoB serves a wide variety of simulated web-
sites, they still lack many of the complexities of
real websites.
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A Appendix

A.1 Brief Background on HTML as
Semi-Structured Text Data

HTML is a markup language, used to organize
web page structure and content. Consider the ex-
ample HTML page in Figure 1. This web page
includes two adjacent input elements, one for e-
mail and another for password, with their corre-
sponding labels on a separate branch of the page.
These inputs and labels are one of many possi-
ble elements that serve as HTML building blocks.
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Each element has a set of attributes – key and value
pair – that describe the element’s content, such as
style and human-readable text. When rendered in
a browser, these attributes will be responsible for
how the element is shown and where it is posi-
tioned. In the example in Figure 1, the first input
has three attributes, tag="input", type="email",
and id="uName", that identify the element as an
email input with an identifier (“uName”) that can
be accessed programmatically.

A.2 Dataset and Pre-Processing Details

Examining the description distribution, we found
the original 400K dataset to be very skewed; only
20 descriptions (such as Email and Password) were
covering 50% of the dataset. We sub-sampled the
dataset so that each unique description has at most
10 data points. We also found that for attributes
are almost always defined for HTML labels. This
could cause a model to overfit and just find the
label element in the HTML and ignore everything
else. To avoid this sort of ‘cheating’ we replace the
tags of HTML labels by randomly sampling from
{div, span, a, label}. These tags are also fre-
quently used to inject text in HTML but they are
very rarely used with for attributes. Finally, we re-
moved examples where there are only a single text
in the HTML since models can trivially generate
descriptions by finding the only text in the HTML,
which biases model weights and evaluation metrics.
After this final step, we have a total of 85K labeled
examples.

We didn’t apply any special filtering to keep
only text related information. We did minimal
pre-processing to filter some of the attributes from
excessively long inputs. For semantic classifica-
tion, we applied no filtering on extracted snippets.
For description generation, we filtered “class” and
“style” attributes as we found them to increase the
length of the HTML documents significantly. In
MiniWoB, we applied no filtering and used the
original observation space provided by the environ-
ment.

A.2.1 Snippet Generation
In Figure 5, we give a high-level overview of our
snippet generation procedure.

A.3 Action Space for the Autonomous Agent

We set the number of tokens that our models can
generate to 20. Our vocabulary consists of 32K
tokens, which gives an initial estimate of 3200020

candidate generations at each step. While we don’t
constrain the vocabulary of our models during gen-
eration, it is important to note that output tokens
in our dataset typically come from input HTML
documents or user instructions (with formatting
tokens such as "{", ":", "}" and special "click",
"type" tokens being exceptions). The models easily
learn these implicit constraints and assign much
lower mass to tokens that are not in HTML docu-
ment or instruction. Additionally, they also quickly
learn the desired parsable format ("<action type>,
<target HTML element identifier>, <instruction
substring for typing actions>") where the target
HTML element specified in the action output is
actually present in the input HTML (so it can be
acted upon). We estimated the average statistics of
the public demonstrations that we used to train our
models and found that there are 54 elements in a
given HTML document and 35 instruction tokens,
on average. So our action space is approximately
2 ∗ 54 ∗ 352 where there are 2 action types and 352

number of substrings in an instruction.

A.4 Sample Episodes from MiniWoB

See Table 6 for an example episode of web naviga-
tion inferred by a fine-tuned LLM.

A.5 Detailed MiniWoB Results

See Table 7 for detailed performance of various
models on MiniWob.

A.6 Resource Requirements

See Table 8.

A.7 Structure Dependence Ablation Study

We conducted an ablation study to examine the
sensitivity of model performance to preserving
structural information. To do so, we evaluate the
model’s performance on HTML input with critical
structure components removed. We kept the order
of elements and their attributes fixed while corrupt-
ing the nesting structure by removing closing tags.

Removing closing tags corresponds to a valid
traversal (BFS) and keeps the order of elements the
same as the text based input.

As a simple example:

<div id=”form”><div><input id=”username”>
</div></div>

would be converted into:

<div id=”form”><div><input id=”username”>
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snippet
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<html>
   <body>
      <form class="login-form">
         <div>
            <label class="form-label" for=”uName”>
               Enter Email Address
            </label>

      <label class="form-label" for=”pass”>
               Enter Password:
            </label>
         </div>
         <div>

  <input type="email" id="uName”>

            <input type="password" id="pass">
            <span class="hidden">
               Please enter your password.
            </span>
         </div>
         <button type="submit">Sign In</button>
       </form>
   </body>
</html>

HTML

<input name="uName">

<input name="pass">

<button type="submit">

<input type="email" id="uName”>

if expandable:
expand

<div>

  <input type="email" id="uName”>

  <input type="password" id="pass">
  <span class="hidden">
     Please enter your password.
  </span>
</div>

otherwise
output

<input type="email"           

id="uName” target>

Figure 5: High-level overview of our pre-processing pipeline for generating snippets from a full HTML webpage. Given the
page, we detect salient elements and for each one of them we extract snippets by recursively moving up in the HTML tree until a
validation heuristic fails.

Figure 6: Performance comparison w.r.t. increasing
model size. As the model size increases, we observe
an increase in overall accuracy with PaLM-62B model
achieving the highest accuracy while being 7x larger
than PaLM-8B. We fit two different curves using the
following functional forms: y = a ∗ loglog(n) + b and
y = a∗log(n)+b where n is the number of data points,
and a and b are parameters to be learned. We found that
the average error was 3.75 and 4.78 for loglog and log
fits, respectively.

We evaluated the trained WebN-T5-3B model
on the same set of synthetic websites from the
MiniWoB benchmark with this aspect of structure
removed from the HTML pages. WebN-T5-3B
achieves a 45.4% success rate, 6% lower than be-
fore, suggesting that WebN-T5-3B is at least par-
tially dependent on the DOM topology.

A.8 Additional Related Works
A.8.1 Task-specific Models
An alternative to LLMs is to adapt bespoke task-
specific architectures tailored towards processing
of structured documents and HTML ((Li et al.,
2021b,a)).

StructuralLM ((Li et al., 2021a)) is an approach
specifically tailored for document understanding
(i.e., combinations of images and text), and thus
makes several simplifying assumptions for its
model that limit its applicability to HTML under-

standing (i.e., trees of elements with a richer struc-
ture and functionality). It is trained only on the
textual content of a document - the markup infor-
mation is ignored. For example, any input field or
dropdown in a document would be missing from
the model inputs. All of the tasks we study re-
quire knowledge of this information. For example,
in autonomous navigation the model needs to in-
teract with input elements (e.g. text, checkboxes,
dropdowns) such as username and password in the
login-user task in MiniWoB. Typically, a “type” ac-
tion with a reference to an element and a text argu-
ment is generated by the model. Without knowing
which input elements are available in the page, it
is impossible to generate a reference to any input
element.

While MarkupLM ((Li et al., 2021b)) is better
tailored for understanding HTML pages, it has sim-
ilar drawbacks as StructuralLM in that it focuses
solely on text and structure of text while ignor-
ing everything else in the markup. To illustrate
our point better, we used the open source imple-
mentation of MarkupLM from the HuggingFace
library ((Wolf et al., 2019)) to process the sam-
ple HTML snippet in Figure-1. The MarkupLM
ignores all input elements, both username and pass-
word, and generates <s>Email AddressEnter Pass-
word:Please enter your password.</s> which is
the text input to the MarkupLM Transformer (Fig-
ure 7). Classifying this text as username or pass-
word is not possible without the additional context
on which input element is the salient element (in
this context it is the username).

MarkupLM is also evaluated on NLP-like tasks
such as QA or entity classification where under-
standing page content is paramount, whereas we
focus on HTML understanding tasks such as au-
tonomous navigation where both content and the
page’s layout structure need to be understood.
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We perform a quantitative evaluation of Marku-
pLM on our tasks to understand how significant
these limitations are. We fine-tune the MarkupLM-
base model on the semantic classification task, us-
ing the same setup as other WebC models but with
the suggested hyperparameters from ((Li et al.,
2021b)). We use the MarkupLM implementa-
tion from the HuggingFace library ((Wolf et al.,
2019)). On development and test sets, MarkupLM-
base achieves 65% and 66% accuracy, respectively.
These results are more than 16% lower compared
to similar size WebC-BERT-base results that we
report in our work. This suggests that although do-
main specific models may be suitable for process-
ing HTML for NLP tasks, the generality, flexibility,
and sample efficiency LLMs provide advantages
for autonomous navigation tasks.

A.8.2 Web Information Extraction
WebSRC (Chen et al., 2021) introduced a QA task
from web documents. The authors manually cu-
rated a small set of seed questions (460 questions)
which are used to collect paraphrases and do data
augmentation. Similar to DescriptionGeneration,
the problem is to find the relevant text in a web doc-
ument. While DescriptionGeneration is focused
more on elements and fully automated, WebSRC
is a QA task that requires manual annotation.

WIERT (Li et al., 2023) studies information ex-
traction from web documents. They focus on uti-
lizing simplified render trees (only text, tag, and
style information are kept) to classify DOM nodes
into product categories. They traverse the render
tree to generate a sequence of element tokens and
encode the sequence with a pretrained language
model; style nodes are independently encoded and
concatenated to the element encodings. The result-
ing encodings are used in a multi-objective setup to
train the model. In contrast, our models are trained
in a unified setup with a single objective, and using
original HTML documents with no special filtering
required to extract informative elements.

A.8.3 Tool Use
More recently, tool-using agents emerged as a way
to augment LLMs’ capabilities with external tools.
ToolAlpaca (Tang et al., 2023) and TOOLLLM
(Qin et al., 2023) are two examples that study multi-
step tool-use with iterated API calls. Actions as
well-defined API interfaces can be useful to sim-
plify and reduce the dimensionality of the interface
between the model and environment. This in turn

enables a degree of horizontal scaling and gener-
alization as studied by these works. However, this
flexibility is only achieved when the environment
implements an API interface. Where there are none
available, navigating web interfaces becomes cru-
cial to unlock access to further information.
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from transformers import MarkupLMProcessor
processor = MarkupLMProcessor.from_pretrained(f"microsoft/markuplm-base")
snippet = '''<div><label class="form-label" for=”uName”>Email Address
</label><label class="form-label" for=”pass”>Enter Password:
</label></div><div><input type="email" id="uName” target><input
type="password" id="pass"><span class="hidden">Please enter your password.
</span></div>'''
encoding = processor(snippet)
print(processor.batch_decode(encoding["input_ids"]))

Figure 7: Code snippet to reproduce MarkupLM preprocessing result. Encoding the example HTML code with the
MarkupLM preprocessor will ignore all input elements.
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Table 6: A sample web page and corresponding episode using the T5-3B model. At each time step, previous
actions, instruction, and HTML are concatenated into a single HTML text. Note that at the beginning of episode,
there is no past actions and we simply concatenate instruction and HTML. Action is generated as a sequence of
tokens which is later parsed into a dictionary. The ref in the action points to an element that has a ref attribute with
the same value. For instance, at the beginning of episode, ref: 6 corresponds to an input with ref=6. At the end of
the episode, the model clicks on the submit button and the episode terminates.

Web page

HTML Text Action Text

{action: click, ref: 6}

{action: click, ref: 10}

{action: click, ref: 12}

{action: click, ref: 14}
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{action: click, ref: 16}

{action: click, ref: 17}
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Table 7: Success rate comparison of various models in MiniWoB tasks. Baseline results are borrowed from (Humphreys et al.,
2022). Note that these are normalized between 0 and 1.

TASK Human CC-Net CC-Net World Workflow Learning DOM-Q-Net Workflow Learning Aggregated Aggregated
WebN-T5-3B WebN-T5-3B (SL & RL) (SL) of guided to (RL) guided to SOTA SOTA

(no history) bits exploration navigate exploration navigate (SL & RL) (Augmented)
(SL & RL) (SL & RL) the web (Augmented) the web

(RL) (Augmented)
bisect-angle 0.92 n/a n/a 0.97 0.29 0.8 n/a n/a n/a n/a n/a 0.8 0.8
book-flight 0.87 0 0 0.87 0 0 0 n/a n/a 0 1 0 1
chase-circle 0.82 n/a n/a 0.93 0.8 1 n/a n/a n/a n/a n/a 1 1

choose-date-easy 0.99 0.03 0.05 0.99 0.42 n/a n/a n/a n/a n/a n/a n/a n/a
choose-date-medium 0.98 0 0 0.99 0.26 n/a n/a n/a n/a n/a n/a n/a n/a

choose-date 0.97 0 0 0.97 0.12 0 0 n/a 1 0 n/a 1 1
choose-list 0.98 0.26 0.14 0.99 0.19 0.25 0.16 0.26 n/a 0.16 0.26 0.26 0.26

circle-center 0.96 n/a n/a 0.97 0.36 0.98 n/a n/a n/a n/a n/a 0.98 0.98
click-button-sequence 0.94 1 1 1 0.47 0.22 0.99 n/a 1 1 n/a 1 1

click-button 0.98 1 0.96 1 0.78 0.62 1 1 1 1 1 1 1
click-checkboxes-large 0.87 0.22 0 0.71 0 n/a 0.68 n/a n/a 0.84 n/a 0.68 0.84
click-checkboxes-soft 0.73 0.54 0.43 0.95 0.04 n/a 0.51 n/a n/a 0.94 n/a 0.51 0.94

click-checkboxes-transfer 0.98 0.63 0.34 0.99 0.36 n/a 0.64 n/a n/a 0.64 n/a 0.64 0.64
click-checkboxes 0.97 0.96 0.84 0.98 0.32 0.48 0.98 n/a 1 1 n/a 1 1

click-collapsible-2 0.97 0 0.01 0.98 0.17 0.11 0.65 n/a n/a 0.99 n/a 0.65 0.99
click-collapsible 0.99 0 0.01 1 0.81 0.98 1 1 n/a 1 1 1 1

click-color 0.97 0.27 0.23 1 0.82 0.23 1 n/a n/a 1 n/a 1 1
click-dialog-2 0.99 0.24 0.35 1 0.88 0.53 1 n/a n/a 1 n/a 1 1
click-dialog 1 1 1 1 0.95 1 1 1 1 1 1 1 1
click-link 0.99 1 0.96 0.99 0.59 0.31 1 1 1 1 1 1 1

click-menu-2 0.98 n/a n/a 0.83 0.52 0.16 n/a n/a n/a n/a n/a 0.16 0.16
click-menu 0.97 0.37 0.38 0.94 0.22 0.13 n/a n/a n/a n/a n/a 0.13 0.13
click-option 0.99 0.87 0.78 0.99 0.21 0.28 1 n/a 1 1 n/a 1 1

click-pie 0.98 0.51 0.14 0.97 0.15 0.15 0.32 1 n/a 0.32 1 1 1
click-scroll-list 0.91 0 0 0.6 0.01 0.07 n/a n/a n/a n/a n/a 0.07 0.07

click-shades 0.91 0 0 1 0.04 0.27 0.22 n/a n/a 0.99 n/a 0.27 0.99
click-shape 0.88 0.53 0.54 0.95 0.11 0.11 0.64 n/a n/a 0.64 n/a 0.64 0.64

click-tab-2-easy 0.99 n/a n/a 0.99 0.61 n/a n/a n/a n/a n/a n/a n/a n/a
click-tab-2-hard 0.96 0.12 0.13 0.98 0.19 n/a n/a n/a n/a n/a n/a n/a n/a

click-tab-2-medium 0.97 n/a n/a 0.99 0.54 n/a n/a n/a n/a n/a n/a n/a n/a
click-tab-2 0.97 0.18 0.09 0.98 0.27 0.08 0.64 n/a 1 0.98 n/a 1 1
click-tab 0.99 0.74 1 1 0.95 0.97 0.55 1 1 1 1 1 1

click-test-2 0.99 1 1 1 0.95 0.83 1 n/a 1 1 n/a 1 1
click-test-transfer 0.99 n/a n/a 1 0.94 n/a n/a n/a n/a n/a n/a n/a n/a

click-test 1 1 1 1 1 1 1 n/a 1 1 n/a 1 1
click-widget 0.83 1 0.97 1 0.56 0.34 0.93 n/a 1 0.93 n/a 1 1
copy-paste-2 0.94 n/a n/a 0.63 0.01 0 n/a n/a n/a n/a n/a 0 0
copy-paste 0.94 n/a n/a 0.79 0.04 0 n/a n/a n/a n/a n/a 0 0

count-shape 0.82 0.41 0.43 0.85 0.21 0.18 0.59 n/a n/a 0.76 n/a 0.59 0.76
count-sides 0.98 n/a n/a 1 0.74 0.3 n/a n/a n/a n/a n/a 0.3 0.3
drag-box 0.99 n/a n/a 1 0.61 0.31 n/a n/a n/a n/a n/a 0.31 0.31
drag-cube 0.99 n/a n/a 0.79 0.23 0.18 n/a n/a n/a n/a n/a 0.18 0.18
drag-item 0.98 n/a n/a 1 0.61 n/a n/a n/a n/a n/a n/a n/a n/a

drag-items-grid 0.87 n/a n/a 0.98 0.05 0.01 n/a n/a n/a n/a n/a 0.01 0.01
drag-items 0.93 n/a n/a 0.99 0.13 0.41 n/a n/a n/a n/a n/a 0.41 0.41
drag-shapes 0.96 n/a n/a 0.99 0.26 0.92 n/a n/a n/a n/a n/a 0.92 0.92

drag-sort-numbers 0.92 n/a n/a 0.97 0.11 0.66 n/a n/a n/a n/a n/a 0.66 0.66
email-inbox-delete 0.99 n/a n/a 1 0.22 n/a n/a n/a 1 n/a n/a 1 1

email-inbox-forward-nl-turk 0.88 0.33 0.09 1 0 n/a n/a n/a n/a n/a n/a n/a n/a
email-inbox-forward-nl 0.91 0.60 0.09 1 0 n/a n/a n/a n/a n/a n/a n/a n/a

email-inbox-forward 0.96 n/a n/a 1 0.01 n/a n/a n/a n/a n/a n/a n/a n/a
email-inbox-important 0.99 n/a n/a 1 0.3 n/a n/a n/a n/a n/a n/a n/a n/a

email-inbox-nl-turk 0.93 0.23 0.26 1 0.05 n/a 0.77 n/a n/a 0.93 n/a 0.77 0.93
email-inbox-noscroll 0.96 n/a n/a 1 0.13 n/a n/a n/a n/a n/a n/a n/a n/a

email-inbox-reply 0.91 n/a n/a 1 0 n/a n/a n/a n/a n/a n/a n/a n/a
email-inbox-star-reply 0.95 n/a n/a 1 0.11 n/a n/a n/a n/a n/a n/a n/a n/a

email-inbox 0.96 0.38 0.21 1 0.09 0.03 0.43 n/a 0.54 0.99 n/a 0.54 0.99
enter-date 0.97 0 0 1 0.02 0.61 0 1 n/a 0.96 1 1 1

enter-password 0.96 0.97 0.92 1 0.02 0 0.99 1 1 1 1 1 1
enter-text-2 0.91 n/a n/a 0.98 0.04 0 n/a n/a n/a n/a n/a 0 0

enter-text-dynamic 0.97 0.98 0.92 1 0.39 1 1 1 1 1 1 1 1
enter-text 0.98 0.89 0.99 1 0.35 0 1 n/a 1 1 n/a 1 1
enter-time 0.98 0 0.01 0.97 0.04 0.08 0.52 n/a n/a 0.9 n/a 0.52 0.9

find-midpoint 0.94 n/a n/a 0.97 0.35 0.31 n/a n/a n/a n/a n/a 0.31 0.31
find-word 0.96 n/a n/a 0.88 0.05 0 n/a n/a n/a n/a n/a 0 0

focus-text-2 0.99 1 1 1 0.96 0.83 1 n/a 1 1 n/a 1 1
focus-text 1 1 1 1 0.99 0.95 1 n/a 1 1 n/a 1 1

grid-coordinate 0.87 0.49 0.42 1 0.66 0.26 1 n/a n/a 1 n/a 1 1
guess-number 0.99 0 0 1 0.21 0.2 0 n/a n/a 0 n/a 0.2 0.2

highlight-text-2 0.97 n/a n/a 1 0.4 0.13 n/a n/a n/a n/a n/a 0.13 0.13
highlight-text 0.97 n/a n/a 1 0.51 0.9 n/a n/a n/a n/a n/a 0.9 0.9
identify-shape 0.98 0.88 0.89 1 0.68 0.36 0.9 n/a n/a 1 n/a 0.9 1

login-user-popup 0.94 0.72 0.40 1 0.02 n/a n/a n/a n/a n/a n/a n/a n/a
login-user 0.96 0.82 0.64 1 0 0 0.99 1 1 1 1 1 1

moving-items 0.18 n/a n/a 0.88 0.13 0.78 n/a n/a n/a n/a n/a 0.78 0.78
multi-layouts 0.95 0.83 0.48 1 0 n/a 0.99 n/a n/a 1 n/a 0.99 1

multi-orderings 0.96 0.88 0.64 1 0 n/a 0.05 n/a n/a 1 n/a 0.05 1
navigate-tree 0.98 0.91 0.99 0.99 0.32 0.2 0.99 1 1 0.99 1 1 1

number-checkboxes 0.96 n/a n/a 0.99 0 0.16 n/a n/a n/a n/a n/a 0.16 0.16
read-table-2 0.95 n/a n/a 0.94 0 0 n/a n/a n/a n/a n/a 0 0
read-table 0.97 n/a n/a 0.97 0.01 0 n/a n/a n/a n/a n/a 0 0

resize-textarea 0.94 n/a n/a 1 0.27 0.11 n/a n/a n/a n/a n/a 0.11 0.11
right-angle 0.87 n/a n/a 0.98 0.26 0.38 n/a n/a n/a n/a n/a 0.38 0.38
scroll-text-2 0.97 n/a n/a 1 0.88 0.96 n/a n/a n/a n/a n/a 0.96 0.96
scroll-text 0.97 n/a n/a 0.96 0.04 0 n/a n/a n/a n/a n/a 0 0

search-engine 0.97 0.34 0.34 1 0.15 0 0.26 n/a 1 0.99 n/a 1 1
simon-says 0.62 n/a n/a 0 0.02 0.28 n/a n/a n/a n/a n/a 0.28 0.28

simple-algebra 0.86 n/a n/a 0.75 0.03 0.04 n/a n/a n/a n/a n/a 0.04 0.04
simple-arithmetic 0.96 n/a n/a 0.86 0.38 0.07 n/a n/a n/a n/a n/a 0.07 0.07
social-media-all 0.89 0 0 0.75 0 n/a 0.01 n/a n/a 0.01 1 0.01 1

social-media-some 0.91 0.02 0 0.85 0.01 n/a 0.01 n/a n/a 0.42 n/a 0.01 0.42
social-media 0.96 0.21 0.24 0.9 0.03 0.23 0.39 n/a 1 1 n/a 1 1

terminal 0.88 n/a n/a -0.01 0 0 n/a n/a n/a n/a n/a 0 0
text-editor 0.88 n/a n/a 0.98 0.11 0.01 n/a n/a n/a n/a n/a 0.01 0.01

text-transform 0.86 n/a n/a 0.6 0.19 0 n/a n/a n/a n/a n/a 0 0
tic-tac-toe 0.71 0.48 0.40 0.83 0.32 0.34 0.37 n/a n/a 0.47 n/a 0.37 0.47

unicode-test 0.99 n/a n/a 1 0.86 n/a n/a n/a n/a n/a n/a n/a n/a
use-autocomplete 0.98 0.22 0.15 1 0.07 0 0.78 n/a n/a 0.98 n/a 0.78 0.98
use-colorwheel-2 0.94 n/a n/a 0.95 0.38 1 n/a n/a n/a n/a n/a 1 1
use-colorwheel 0.9 n/a n/a 0.98 0.68 1 n/a n/a n/a n/a n/a 1 1

use-slider-2 0.97 n/a n/a 0.95 0.03 0.15 n/a n/a n/a n/a n/a 0.15 0.15
use-slider 0.98 n/a n/a 0.91 0.18 0.51 n/a n/a n/a n/a n/a 0.51 0.51

use-spinner 0.98 0.07 0.05 1 0.47 0.17 0.04 n/a n/a 0.04 n/a 0.17 0.17
visual-addition 0.97 n/a n/a 0.99 0.36 0.01 n/a n/a n/a n/a n/a 0.01 0.01
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Table 8: Resource requirements and running time of LLMs.

Model Name Model Size TPU version Batch size Input sequence length Examples per sec (training) Examples per sec (inference)
PaLM 62B TPU v4 8 1920 9.313 30.51
PaLM 8B TPU v4 32 1920 64.4 184.3

T5 3B TPU v4 128 512 163.8 734.5
LaMDA 1B TPU v2 128 512 363.1 1416
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