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Abstract

In-context learning (ICL) suffers from oversen-
sitivity to the prompt, making it unreliable in
real-world scenarios. We study the sensitivity
of ICL with respect to multiple perturbation
types. First, we find that label bias obscures the
true sensitivity, and therefore prior work may
have significantly underestimated ICL sensitiv-
ity. Second, we observe a strong negative cor-
relation between ICL sensitivity and accuracy:
predictions sensitive to perturbations are less
likely to be correct. Motivated by these find-
ings, we propose SENSEL, a few-shot selective
prediction method that abstains from sensitive
predictions. Experiments on ten classification
datasets show that SENSEL consistently outper-
forms two commonly used confidence-based
and entropy-based baselines on abstention de-
cisions.

1 Introduction

Few-shot learning (FSL) refers to a system’s ability
to quickly learn a new task based on a few labeled
examples. Recently, in-context learning (ICL) has
made significant progress in FSL, where a language
model (LM) is prompted with a few demonstrated
examples that enable it to make predictions for
new examples without any gradient update. How-
ever, a known issue of ICL is that it is oversensi-
tive to the prompt (Zhao et al., 2021; Perez et al.,
2021), making it less reliable in practice. Despite a
near-universal acknowledgment of this issue, when
and how the prediction is sensitive remains unclear
(Min et al., 2022b; Kim et al., 2022). This paper
fills these gaps.

We conduct a systematic study of the ICL sensi-
tivity to prompt perturbations. Specifically, we per-
turb the task instruction (by paraphrasing and noise
injection) and the in-context example orders. We
then measure the prediction sensitivity by the mag-
nitude of model output changes due to the prompt
perturbation.

Our first observation is that the extent of sensitiv-
ity is significantly underestimated due to label bias
in ICL: LMs tend to assign a higher probability
to a specific label regardless of the prompt (Zhao
et al., 2021), thus appearing to make stable predic-
tions. Our study shows that the adjusted sensitivity
after mitigating label bias is up to 2.8x of the raw
Sensitivity.

After mitigating label bias, we observe a neg-
ative correlation between the adjusted sensitivity
and the accuracy of ICL: if a prediction is sensi-
tive to prompt perturbations, then it is likely to be
incorrect (Figure 1 left). This finding aligns with
our intuition that if the prediction is sensitive to the
prompt that elicits the LM concept (e.g., sentiment)
(Xie et al., 2022), then the example is likely not
typical for that concept, and is thus more challeng-
ing. Our experiments show a significant negative
correlation of up to —0.40 (Pearson) between ICL
sensitivity and accuracy.

Given the above findings, a natural idea is to use
sensitivity as a signal to abstain from making pre-
dictions on error-prone examples—an important
mechanism to increase user trust when deploying
ICL models to high-stakes domains such as health-
care (Korngiebel and Mooney, 2021; Sezgin et al.,
2022) and legal systems (Eliot and Lance, 2021).
Our proposed method, Sensitivity-based Selective
prediction (SENSEL), uses sensitivity to make ab-
stention decisions: the LM abstains on examples
where its prediction is sensitive to prompt pertur-
bations (Figure 1 right). Compared to the common
approach of training a separate model to make ab-
stention decisions (Platt et al., 1999; Geifman and
El-Yaniv, 2019; Kamath et al., 2020), our approach
does not require large amounts of labeled data and
thus is more suitable for the few-shot setting.

Our experiments show that sensitivity is a
stronger signal than output probabilities for ab-
stention. SENSEL consistently outperforms two
baselines based on model probabilities (MAXPROB
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Figure 1: ICL sensitivity-accuracy correlation (left): We plot the prediction sensitivity against the prediction
accuracy averaged over examples with that sensitivity. Different colors represent different perturbation sets
(Section 2.1), and color bands represent 95% confidence intervals. We observe a significant negative correlation
between the prediction sensitivity and accuracy of ICL. SENSEL (right): SENSEL measures the sensitivity of model
predictions to prompt perturbations, and abstains from making predictions on examples with high sensitivity.

and ENTROPY) by up to +4.1 AUC points. Fur-
ther analysis shows that SENSEL and MAXPROB
are complementary—MAXPROB falters on high-
sensitivity tasks because it relies on oversensitive
model probabilities for abstention, while SENSEL
capitalizes ICL sensitivity for abstention and hence
works better on high-sensitivity tasks.!

Our contributions are as follows. (i) We find that
prior work may have significantly underestimated
true ICL sensitivity if label bias is not mitigated
beforehand. (ii) We observe a strong negative cor-
relation between ICL sensitivity and accuracy. (iii)
We propose a sensitivity-based selective prediction
method SENSEL that consistently outperforms two
commonly used baselines based on model proba-
bilities.

2 ICL Sensitivity Study

In this section, we study the interplay between label
bias and prediction sensitivity in ICL, as well as
the relation between sensitivity and accuracy.

2.1 ICL Sensitivity

Background In-context learning is a FSL
method using LMs. Given a test example x, we
concatenate the task instruction I, a few (K) la-
beled examples S = [(:cg(i),yo(i))]fil in ¢ order,
and the test input . The probability of each la-
bel is then assigned by the next-word probabilities
from the LM. We use ppum(y | @, I, S, o) to denote

'"We released our code at https://github.com/

yandachen/ICLSensitivity.

the prediction probabilities, and f(z,1,S,0) =
argmaxy ppm(y | z,1,5,0) to denote the pre-
dicted (most likely) label.

Despite its success, ICL is known to be highly
sensitive. Several methods have been proposed
to address this issue. Zhou et al. (2022) fine-tune
LM to produce consistent predictions on various
prompts, while Chen et al. (2022) and Min et al.
(2022a) meta-train models to perform ICL to re-
duce sensitivity. Lu et al. (2022) search for high-
performance prompts that lead to less sensitive pre-
dictions. In contrast to these works, we connect
ICL sensitivity to label bias and prediction accu-
racy, and propose a new few-shot selective predic-
tion approach based on sensitivity.

Measuring Sensitivity We measure prediction
sensitivity by the magnitude of the changes in the
predicted label when the prompt is perturbed. We
perturb the task instruction and the order of the
in-context examples respectively. Formally, we
measure the sensitivity of a prediction f(x, I, S, o)
with respect to perturbation set P as

DS
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We use three perturbation sets. Human Instruc-
tion Perturbation (INSTH) replaces the instruction
with other human-written instructions for the same
task; Automatic Instruction Perturbation (INSTA)
perturbs the task instruction by dropping out words
and paraphrasing (details in Appendix B); Exam-
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Figure 2: We compare the raw sensitivity with the adjusted sensitivity (label bias mitigated with PC). We observe
that the adjusted sensitivity is consistently higher than the raw sensitivity for all three perturbation sets for both
GPT-J and GPT-NEO. Error bars represent 95% confidence intervals.

Model | Perturb Set | AG News ARP  DBP  Emo CARER WikiQA YAT LYR YRFS MR | Avg
INSTH —0.49 -0.55 —0.55 —0.28 —-0.31 0.04 -0.35 —0.61 —0.27 —0.49|—-0.39
(0.04)  (0.02) (0.10) (0.11) (0.01) (0.10) (0.02) (0.09) (0.04) (0.02) | (0.02)
GPT-J-6B INSTA —0.40 -0.39 —0.65 —0.27 —-0.31 —-0.18 —0.55 —0.41 —0.25 —0.39|—0.38
(0.02)  (0.03) (0.08) (0.12) (0.04) (0.01) (0.01) (0.05) (0.03) (0.03) | (0.01)
‘ EXORD ‘ —-0.38 —-0.46 —0.82 —0.17 —-0.32 —-0.09 —-0.51 —0.52 —0.26 —0.47]—0.40
(0.08)  (0.02) (0.02) (0.06) (0.06) (0.05) (0.07) (0.03) (0.04) (0.07) | (0.03)
‘ INSTH ‘ —-0.49 -0.57 —-0.53 —-0.09 —-0.36 —-0.36 —0.25 —0.54 —0.21 —0.48|—0.39
(0.04)  (0.04) (0.14) (0.12) (0.04) (0.03) (0.02) (0.09) (0.07) (0.03) | (0.02)
GPT-NEO-2.7B INSTA -0.39 -0.22 -0.61 —0.09 —-0.36 —-0.10 —0.41 —-0.19 —0.17 —0.28 | —0.28
(0.03)  (0.02) (0.13) (0.06) (0.05) (0.03) (0.03) (0.07) (0.07) (0.05) | (0.02)
‘ EXORD ‘ —-0.27 —-048 —-0.76 —0.21 -0.29 -0.33 —0.29 —0.46 —0.14 —0.28|—0.35
(0.06)  (0.06) (0.04) (0.12) (0.06) (0.04) (0.14) (0.08) (0.04) (0.07) | (0.04)
Table 1: We report the Pearson correlation coefficient (and its standard deviation in parenthesis) between ICL

sensitivity and accuracy across five randomly sampled sets of few-shot examples (label bias mitigated with PC). We
observe a strong negative correlation between ICL sensitivity and accuracy for all perturbation sets and both models.

ple Ordering Perturbation (EXORD) permutes the
ordering of the in-context examples.

Confounding with Label Bias One known issue
of ICL is label bias, where LMs assign a higher
probability to a specific label regardless of the
prompt, and hence appear to make stable predic-
tions when the prompt is perturbed. Prior work mit-
igates label bias by adjusting the decision bound-
ary. For example, contextual calibration (CC) re-
normalizes the predicted label distribution such
that it is uniform given null examples (Zhao et al.,
2021). Prototypical calibration (PC) clusters the
LM’s predictions, maps each cluster to a label, and
make predictions for new examples by their most
likely cluster assignments (Han et al., 2022).

2.2 Experimental Setup

We first compare the raw sensitivity with the ad-
justed sensitivity. We then compute the Pearson
correlation coefficient (Freedman et al., 2007) be-
tween the adjusted sensitivity and accuracy.

We run experiments on ten classification datasets
covering sentiment classification, emotion classifi-
cation, topic classification, and question-answering.
See Appendix A for dataset details. We use
GPT-J-6B (Wang and Komatsuzaki, 2021) and
GPT-NEO-2.7B (Black et al., 2021; Gao et al.,
2020) as our models. We describe additional im-
plementation details in Appendix B. For label bias
mitigation, because the same observations hold for
PC and CC, we report PC results in the main paper
and CC results in Appendix C.1.
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Figure 3: We compare our SENSEL method (label bias mitigated with PC) to the MAXPROB baseline on abstention,
measured by AUC score. SENSEL consistently outperforms MAXPROB on both the INST and NO INST setting.

2.3 Findings

Sensitivity is underestimated due to label bias.
We report raw and adjusted sensitivity with respect
to each perturbation set in Figure 2. We observe
on both models and all three perturbation sets that
ICL becomes more sensitive when label bias is mit-
igated. After prototypical calibration, the adjusted
sensitivity is 99.0% higher. Therefore, we argue
that the true sensitivity may have been significantly
underestimated if label bias is not mitigated.

Among the three perturbation sets, ICL is most
sensitive to human instruction perturbations: the
perturbations cause the predicted label to change
43% of the time on GPT-J-6B and 50% of the time
on GPT-NEO-2.7B (after mitigating label bias).
This may be caused by the semantic difference in
various human instructions for the same task, such
as changing “Is this product review positive?” to
“Based on this review, would the user recommend
this product?”.

Sensitivity is negatively correlated to accuracy.
After mitigating label bias, we measure the Pear-
son correlation coefficient between sensitivity and
accuracy (Table 1). We observe a significant nega-
tive correlation between sensitivity (with respect to
all perturbation sets) and accuracy across datasets.
The correlation is strongest for human instruction
perturbations (—0.39 on both models).

3 Sensitivity-based Selective Few-shot
Prediction

Motivated by the correlation between the sensitiv-
ity and accuracy of ICL, we propose SENSEL—a

selective few-shot prediction method based on sen-
sitivity.

Problem Statement The goal of selective predic-
tion is to abstain on examples that the model is not
confident about, to avoid presenting wrong predic-
tions to users (Chow, 1957; El-Yaniv and Wiener,
2010). Selective prediction methods score model
confidence C' on each example, and abstain on ex-
amples with low prediction confidence (C < ),
where 7 is a threshold to control the trade-off be-
tween accuracy and coverage.

Sensitivity-based Selective Prediction SENSEL
scores ICL prediction confidence as the negative
value of the prediction’s sensitivity to prompt per-
turbations, and then abstains on examples whose
confidence scores (i.e., negative sensitivity scores)
are below a certain threshold ~.

Experiment Setup For SENSEL, we always use
the adjusted sensitivity computed after mitigating
the label bias. As writing good task instructions
can be hard (Gao et al., 2021), we experiment
with two settings: INST (a task instruction is avail-
able), and NO INST (no task instruction is avail-
able). We perturb the task instruction in the INST
setting (SENSEL-INSTH, SENSEL-INSTA), and
perturb the example ordering in the NO INST set-
ting (SENSEL-EXORD). We compare SENSEL to
two simple yet strong baselines, MAXPROB, which
uses the maximum output probability over the la-
bels as the confidence score (Hendrycks and Gim-
pel, 2017; Lakshminarayanan et al., 2017), and
ENTROPY, which uses the negative value of the
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entropy of the output probabilities over the labels
as the confidence score (Wan, 1990). We evaluate
the effectiveness of selective prediction methods
with the area under the F1-Coverage curve (AUC),
which measures the average F1-score at different
coverage rates (Kamath et al., 2020). For label bias
mitigation, since the same conclusion holds for PC
and CC, we report the results for PC in the main
paper and the results for CC in Appendix C.2.

Results According to Figure 3, SENSEL con-
sistently outperforms MAXPROB and ENTROPY.
Among the three perturbation sets, SENSEL with
human-written instruction perturbations performs
the best (outperforming MAXPROB by an average
margin of +4.1 AUC points on GPT-J-6B and
+5.0 AUC points on GPT-NEO0-2.7B), which is
consistent with our sensitivity study that sensitiv-
ity to human-written instructions has the strongest
correlation with accuracy. Even when instructions
are not available, SENSEL-EXORD outperforms
MAXPROB and ENTROPY consistently by an av-
erage margin of +3.0 AUC points on GPT-J-6B
and +1.4 AUC points on GPT-NEO-2.7B.

To understand how well SENSEL and MAX-
PROB perform on different tasks, we analyze the
two methods on tasks with different prediction sen-
sitivity. Specifically, we measure the correlation
between task sensitivity and task abstention perfor-
mance (measured by the AUC of each abstention
method minus that of a random abstention base-
line). Results show that MAXPROB works better
on tasks with low prediction sensitivity (Pearson
correlation —0.17), while SENSEL works better on
tasks with high prediction sensitivity (correlation
+-0.28) (Figure 2, Figure 3). Hence, SENSEL and
MAXPROB are complementary: MAXPROB fal-
ters on high-sensitivity tasks (e.g., DBP) because
it relies on oversensitive model probabilities for
abstention, while SENSEL capitalizes ICL sensitiv-
ity for abstention and hence works even better on
high-sensitivity tasks.

4 Conclusion

While ICL sensitivity is a widely-known issue, its
relation to other variables is not studied. This work
first conducts a comprehensive study, and finds
that ICL sensitivity is negatively correlated with
accuracy when label bias is mitigated. Based on
this observation, we develop a few-shot selective
prediction method that abstains on highly sensi-
tive predictions. Our results show that ICL sen-

sitivity exhibits a useful pattern—it reflects how
confidently an LM understands the task.

There are many open questions for future work.
First, our study of the sensitivity-accuracy relation
is correlational but not causal. Future work should
explore causal experiments to study whether ICL
predictions are sensitive because they are uncer-
tain. Second, it remains unclear why sensitivity is
negatively correlated with accuracy in ICL, which
requires a better understanding of the mechanism
of ICL. Third, our work mainly focuses on the text
classification tasks. Future work can further ex-
plore other tasks such as text generation and ques-
tion answering with structured output.

5 Limitations

First, our study of the sensitivity-accuracy relation
is correlational but not causal. Future work should
explore causal experiments to study whether ICL
predictions are sensitive because they are incor-
rect. Second, it remains unclear why sensitivity is
negatively correlated with accuracy in ICL, which
requires a better understanding of the mechanism
of ICL. Third, our work mainly focuses on the
text classification tasks. Future work can further
explore other tasks such as text generation.

6 Acknowledgements

This research is supported in part by the Office
of the Director of National Intelligence (ODNI),
Intelligence Advanced Research Projects Activity
(IARPA), via the HIATUS Program contract #2022-
22072200005. The U.S. Government is authorized
to reproduce and distribute reprints for governmen-
tal purposes notwithstanding any copyright annota-
tion therein. This work was funded in part by the
US Department of Defense under the DARPA CCU
program. Any opinions expressed herein are those
of the authors and do not necessarily reflect the
views of the U.S. Department of Defense, ODNI,
IARPA, or any other agency of the U.S. Govern-
ment. This research is supported in part by AWS
Al, Samsung Advanced Institute of Technology
(under the project Next Generation Deep Learn-
ing: From Pattern Recognition to AI), and Open
Philanthropy. YC is supported by an Avanessians
Doctoral Fellowship. CZ is supported by Shanghai
Frontiers Science Center of Artificial Intelligence
and Deep Learning, NYU Shanghai.

159



References

Stephen Bach, Victor Sanh, Zheng Xin Yong, Albert
Webson, Colin Raffel, Nihal V. Nayak, Abheesht
Sharma, Taewoon Kim, M Saiful Bari, Thibault
Fevry, Zaid Alyafeai, Manan Dey, Andrea Santilli,
Zhiqing Sun, Srulik Ben-david, Canwen Xu, Gun-
jan Chhablani, Han Wang, Jason Fries, Maged Al-
shaibani, Shanya Sharma, Urmish Thakker, Khalid
Almubarak, Xiangru Tang, Dragomir Radev, Mike
Tian-jian Jiang, and Alexander Rush. 2022. Prompt-
Source: An integrated development environment and
repository for natural language prompts. In Proceed-
ings of the Association for Computational Linguistics:
System Demonstrations.

Sid Black, Gao Leo, Phil Wang, Connor Leahy,
and Stella Biderman. 2021. GPT-Neo: Large
Scale Autoregressive Language Modeling with Mesh-
Tensorflow. If you use this software, please cite it
using these metadata.

Ankush Chatterjee, Kedhar Nath Narahari, Meghana
Joshi, and Puneet Agrawal. 2019. SemEval-2019
task 3: EmoContext contextual emotion detection in
text. In Proceedings of the International Workshop
on Semantic Evaluation.

Yanda Chen, Ruiqi Zhong, Sheng Zha, George Karypis,
and He He. 2022. Meta-learning via language model
in-context tuning. In Proceedings of the Association
for Computational Linguistics.

C. K. Chow. 1957. An optimum character recognition
system using decision functions. IRE Transactions
on Electronic Computers.

Ran El-Yaniv and Yair Wiener. 2010. On the founda-
tions of noise-free selective classification. Journal of
Machine Learning Research.

Dr Eliot and B Lance. 2021. Generative pre-trained
transformers (gpt-3) pertain to ai in the law. Avail-
able at SSRN 3974887.

David Freedman, Robert Pisani, and Roger Purves.
2007. Statistics: Fourth International Student Edi-
tion. International student edition. W.W. Norton &
Company.

Leo Gao, Stella Biderman, Sid Black, Laurence Gold-
ing, Travis Hoppe, Charles Foster, Jason Phang, Ho-
race He, Anish Thite, Noa Nabeshima, et al. 2020.
The pile: An 800gb dataset of diverse text for lan-
guage modeling. arXiv preprint arXiv:2101.00027.

Tianyu Gao, Adam Fisch, and Danqgi Chen. 2021.
Making pre-trained language models better few-shot
learners. In Proceedings of the Association for Com-
putational Linguistics.

Yonatan Geifman and Ran El-Yaniv. 2019. Selec-
tiveNet: A deep neural network with an integrated
reject option. In Proceedings of the International
Conference on Machine Learning.

Zhixiong Han, Yaru Hao, Li Dong, and Furu Wei. 2022.
Prototypical calibration for few-shot learning of lan-
guage models. ArXiv.

Dan Hendrycks and Kevin Gimpel. 2017. A baseline for
detecting misclassified and out-of-distribution exam-
ples in neural networks. In International Conference
on Learning Representations.

Amita Kamath, Robin Jia, and Percy Liang. 2020. Se-
lective question answering under domain shift. In
Proceedings of the Association for Computational
Linguistics.

Junyeob Kim, Hyuhng Joon Kim, Hyunsoo Cho,
Hwiyeol Jo, Sang-Woo Lee, Sang-goo Lee,
Kang Min Yoo, and Taeuk Kim. 2022. Ground-truth
labels matter: A deeper look into input-label demon-
strations. ArXiv.

Diane M. Korngiebel and Sean D. Mooney. 2021. Con-
sidering the possibilities and pitfalls of Generative
Pre-trained Transformer 3 (GPT-3) in healthcare de-
livery. NPJ Digital Medicine.

Balaji Lakshminarayanan, Alexander Pritzel, and
Charles Blundell. 2017. Simple and scalable pre-
dictive uncertainty estimation using deep ensembles.
In Advances in Neural Information Processing Sys-
tems.

Jens Lehmann, Robert Isele, Max Jakob, Anja Jentzsch,
Dimitris Kontokostas, Pablo Mendes, Sebastian Hell-
mann, Mohamed Morsey, Patrick Van Kleef, Séren
Auer, and Christian Bizer. 2014. Dbpedia - a large-
scale, multilingual knowledge base extracted from
wikipedia. Semantic Web Journal.

Yao Lu, Max Bartolo, Alastair Moore, Sebastian Riedel,
and Pontus Stenetorp. 2022. Fantastically ordered
prompts and where to find them: Overcoming few-
shot prompt order sensitivity. In Proceedings of the
Association for Computational Linguistics.

Julian McAuley and Jure Leskovec. 2013. Hidden fac-
tors and hidden topics: Understanding rating dimen-
sions with review text. In Proceedings of the ACM
Conference on Recommender Systems.

Sewon Min, Mike Lewis, Luke Zettlemoyer, and Han-
naneh Hajishirzi. 2022a. MetalCL: Learning to learn
in context. In Proceedings of the North American
Chapter of the Association for Computational Lin-
guistics: Human Language Technologies.

Sewon Min, Xinxi Lyu, Ari Holtzman, Mikel Artetxe,
Mike Lewis, Hannaneh Hajishirzi, and Luke Zettle-
moyer. 2022b. Rethinking the role of demonstrations:
What makes in-context learning work? ArXiv.

Bo Pang and Lillian Lee. 2005. Seeing stars: Exploit-
ing class relationships for sentiment categorization
with respect to rating scales. In Proceedings of the
Association for Computational Linguistics.

160


https://doi.org/10.18653/v1/2022.acl-demo.9
https://doi.org/10.18653/v1/2022.acl-demo.9
https://doi.org/10.18653/v1/2022.acl-demo.9
https://doi.org/10.5281/zenodo.5297715
https://doi.org/10.5281/zenodo.5297715
https://doi.org/10.5281/zenodo.5297715
https://doi.org/10.18653/v1/S19-2005
https://doi.org/10.18653/v1/S19-2005
https://doi.org/10.18653/v1/S19-2005
https://doi.org/10.18653/v1/2022.acl-long.53
https://doi.org/10.18653/v1/2022.acl-long.53
https://doi.org/10.1109/TEC.1957.5222035
https://doi.org/10.1109/TEC.1957.5222035
https://dl.acm.org/doi/pdf/10.5555/1756006.1859904
https://dl.acm.org/doi/pdf/10.5555/1756006.1859904
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3974887
https://papers.ssrn.com/sol3/papers.cfm?abstract_id=3974887
https://books.google.com/books?id=vWeQDAAAQBAJ
https://books.google.com/books?id=vWeQDAAAQBAJ
https://doi.org/10.18653/v1/2021.acl-long.295
https://doi.org/10.18653/v1/2021.acl-long.295
https://proceedings.mlr.press/v97/geifman19a.html
https://proceedings.mlr.press/v97/geifman19a.html
https://proceedings.mlr.press/v97/geifman19a.html
https://arxiv.org/pdf/2205.10183.pdf
https://arxiv.org/pdf/2205.10183.pdf
https://openreview.net/forum?id=Hkg4TI9xl
https://openreview.net/forum?id=Hkg4TI9xl
https://openreview.net/forum?id=Hkg4TI9xl
https://doi.org/10.18653/v1/2020.acl-main.503
https://doi.org/10.18653/v1/2020.acl-main.503
https://arxiv.org/pdf/2205.12685.pdf
https://arxiv.org/pdf/2205.12685.pdf
https://arxiv.org/pdf/2205.12685.pdf
https://doi.org/10.1038/s41746-021-00464-x
https://doi.org/10.1038/s41746-021-00464-x
https://doi.org/10.1038/s41746-021-00464-x
https://doi.org/10.1038/s41746-021-00464-x
https://proceedings.neurips.cc/paper/2017/file/9ef2ed4b7fd2c810847ffa5fa85bce38-Paper.pdf
https://proceedings.neurips.cc/paper/2017/file/9ef2ed4b7fd2c810847ffa5fa85bce38-Paper.pdf
https://doi.org/10.3233/SW-140134
https://doi.org/10.3233/SW-140134
https://doi.org/10.3233/SW-140134
https://aclanthology.org/2022.acl-long.556
https://aclanthology.org/2022.acl-long.556
https://aclanthology.org/2022.acl-long.556
https://doi.org/10.1145/2507157.2507163
https://doi.org/10.1145/2507157.2507163
https://doi.org/10.1145/2507157.2507163
https://doi.org/10.18653/v1/2022.naacl-main.201
https://doi.org/10.18653/v1/2022.naacl-main.201
https://arxiv.org/pdf/2202.12837.pdf
https://arxiv.org/pdf/2202.12837.pdf
https://doi.org/10.3115/1219840.1219855
https://doi.org/10.3115/1219840.1219855
https://doi.org/10.3115/1219840.1219855

Ethan Perez, Douwe Kiela, and Kyunghyun Cho. 2021.
True few-shot learning with language models. In
Advances in Neural Information Processing Systems.

John Platt et al. 1999. Probabilistic outputs for sup-
port vector machines and comparisons to regularized
likelihood methods. Advances in large margin clas-
sifiers.

Elvis Saravia, Hsien-Chi Toby Liu, Yen-Hao Huang,
Junlin Wu, and Yi-Shin Chen. 2018. CARER: Con-
textualized affect representations for emotion recog-
nition. In Proceedings of Empirical Methods in Nat-
ural Language Processing.

Emre Sezgin, Joseph Sirrianni, Simon L Linwood, et al.
2022. Operationalizing and Implementing Pretrained,
Large Artificial Intelligence Linguistic Models in
the US Health Care System: Outlook of Generative
Pretrained Transformer 3 (GPT-3) as a Service Model.
JMIR Medical Informatics.

E.A. Wan. 1990. Neural network classification: a
bayesian interpretation. IEEE Transactions on Neu-
ral Networks, 1(4):303-305.

Ben Wang and Aran Komatsuzaki. 2021. GPT-J-6B: A
6 Billion Parameter Autoregressive Language Model.

Sang Michael Xie, Aditi Raghunathan, Percy Liang,
and Tengyu Ma. 2022. An explanation of in-context
learning as implicit bayesian inference. In Interna-
tional Conference on Learning Representations.

Yi Yang, Wen-tau Yih, and Christopher Meek. 2015.
WikiQA: A challenge dataset for open-domain ques-
tion answering. In Proceedings of Empirical Meth-
ods in Natural Language Processing.

Xiang Zhang and Yann LeCun. 2015. Text understand-
ing from scratch. ArXiv.

Xiang Zhang, Junbo Zhao, and Yann LeCun. 2015.
Character-level convolutional networks for text clas-
sification. In Advances in Neural Information Pro-
cessing Systems.

Yuan Zhang, Jason Baldridge, and Luheng He. 2019.
PAWS: Paraphrase adversaries from word scrambling.
In Proceedings of the North American Chapter of the
Association for Computational Linguistics: Human
Language Technologies.

Zihao Zhao, Eric Wallace, Shi Feng, Dan Klein, and
Sameer Singh. 2021. Calibrate before use: Improv-
ing few-shot performance of language models. In
Proceedings of the International Conference on Ma-
chine Learning.

Chunting Zhou, Junxian He, Xuezhe Ma, Taylor Berg-
Kirkpatrick, and Graham Neubig. 2022. Prompt con-
sistency for zero-shot task generalization. ArXiv.

161


https://proceedings.neurips.cc/paper/2021/file/5c04925674920eb58467fb52ce4ef728-Paper.pdf
https://www.researchgate.net/publication/2594015_Probabilistic_Outputs_for_Support_Vector_Machines_and_Comparisons_to_Regularized_Likelihood_Methods
https://www.researchgate.net/publication/2594015_Probabilistic_Outputs_for_Support_Vector_Machines_and_Comparisons_to_Regularized_Likelihood_Methods
https://www.researchgate.net/publication/2594015_Probabilistic_Outputs_for_Support_Vector_Machines_and_Comparisons_to_Regularized_Likelihood_Methods
https://doi.org/10.18653/v1/D18-1404
https://doi.org/10.18653/v1/D18-1404
https://doi.org/10.18653/v1/D18-1404
https://pubmed.ncbi.nlm.nih.gov/35142635/
https://pubmed.ncbi.nlm.nih.gov/35142635/
https://pubmed.ncbi.nlm.nih.gov/35142635/
https://pubmed.ncbi.nlm.nih.gov/35142635/
https://doi.org/10.1109/72.80269
https://doi.org/10.1109/72.80269
https://github.com/kingoflolz/mesh-transformer-jax
https://github.com/kingoflolz/mesh-transformer-jax
https://openreview.net/forum?id=RdJVFCHjUMI
https://openreview.net/forum?id=RdJVFCHjUMI
https://doi.org/10.18653/v1/D15-1237
https://doi.org/10.18653/v1/D15-1237
https://arxiv.org/pdf/1502.01710.pdf
https://arxiv.org/pdf/1502.01710.pdf
https://proceedings.neurips.cc/paper/2015/file/250cf8b51c773f3f8dc8b4be867a9a02-Paper.pdf
https://proceedings.neurips.cc/paper/2015/file/250cf8b51c773f3f8dc8b4be867a9a02-Paper.pdf
https://doi.org/10.18653/v1/N19-1131
http://proceedings.mlr.press/v139/zhao21c/zhao21c.pdf
http://proceedings.mlr.press/v139/zhao21c/zhao21c.pdf
https://arxiv.org/pdf/2205.00049.pdf
https://arxiv.org/pdf/2205.00049.pdf

A Datasets

We study ICL sensitivity and few-shot selective
prediction on the following datasets: AG News
(Zhang et al., 2015), Amazon Review Polarity
(ARP, McAuley and Leskovec (2013)), DBPe-
dial4 (DBP, Lehmann et al. (2014)), Emo2019
(Emo, Chatterjee et al. (2019)), Contextualized
Affect Representations for Emotion Recognition
(CARER, Saravia et al. (2018)), Wiki Question
Answering (WikiQA, (Yang et al., 2015)), Yahoo
Answers Topics (YAT, Zhang and LeCun (2015)),
Large Yelp Review (LYR, Zhang et al. (2015)),
Yelp Reviews Full Star (YRFS, Zhang and LeCun
(2015)), and Rotten Tomatoes Movie Review (MR,
Pang and Lee (2005)).

B Sensitivity Study Implementation
Details

ICL We set the number of shots K to four be-
cause the performance flattens out beyond four ex-
amples in our setting. All results are averaged over
five randomly sampled sets of few-shot examples.

Label Bias To reduce label bias, for CC we fol-
low Zhao et al. (2021) and use the empty string, the
“IMASK]” token, and the “N/A” string as the null
examples. For PC, similar to Han et al. (2022) we
use 1000 unlabeled examples for clustering.

Perturbation Set For human instruction pertur-
bation, we use task instructions from PromptSource
(Bach et al., 2022), which provides on average 7
task instructions for each task. For automatic in-
struction perturbation, we generate 10 perturbed
instructions by randomly dropping out 20% of the
tokens in the instruction, and another 10 perturbed
instructions by using a neural paraphrase model.
We use a TS model fine-tuned on the Google PAWS
dataset (Zhang et al., 2019) as the paraphrase model
and decode with nucleus sampling of top-p = 0.9.

C Additional Results

C.1 ICL Sensitivity Study

Confounding Label Bias We report raw and ad-
justed sensitivity (label bias mitigated by CC) in
Figure 4. Similar to our observations on PC, ICL
becomes more sensitive when label bias is miti-
gated with CC. We also show the sensitivity scores
for raw, CC and PC as table in Table 2.

Sensitivity-Accuracy Correlation We report the
correlation between prediction sensitivity and ac-
curacy for raw and CC in Table 3. Similar to our
observations on PC, there is a significant negative
correlation between sensitivity and accuracy across
datasets for both raw and CC.

C.2 Sensitivity-Based Selective Few-shot
Prediction

Similar to results on PC, all three variants of
SENSEL consistently outperform both MAXPROB
and ENTROPY when CC is used to mitigate label
bias (Figure 5). Among the three perturbation sets,
SENSEL with human-written instruction perturba-
tions performs the best (outperforming MAXPROB
and ENTROPY by +3.9 AUC points on GPT-J-6B
and +0.8 AUC points on GPT-NEO-2.7B). Simi-
lar to results on PC, SENSEL-EXORD outperforms
MAXPROB and ENTROPY consistently even when
instructions are not available. We also show the
AUC scores as table in Table 4,5.

We also plot the Coverage-F1 curves, which
show coverage rates at different F1 thresholds
(Figure 6). The coverage-F1 curves for SENSEL-
INSTH and MAXPROB further verify that SENSEL
consistently outperforms MAXPROB on different
thresholds (Figure 6).
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Figure 4: We compare the raw sensitivity with the adjusted sensitivity (label bias mitigated with CC). We observe
that the adjusted sensitivity is consistently higher than the raw sensitivity for all three perturbation sets (INSTH:
Human Instruction Perturbation, INSTA: Automatic Instruction Perturbation, and EXORD: Example Ordering
Perturbation). Error bars represent 95% confidence intervals.
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Figure 5: We compare our SENSEL method (confounding label bias mitigated by CC) to the MAXPROB baseline.
SENSEL consistently outperforms MAXPROB under both the INST setting and the NO INST setting.
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Figure 6: We plot the Coverage-F1 curves of MAXPROB and SENSEL-INSTH of GPT-J-6B (confounding label
bias mitigated by PC). SENSEL-INSTH consistently achieves higher coverage rates at different F1 thresholds
compared to MAXPROB. Color bands represent 95% confidence intervals.
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Model |Perturb Set|Label Bias| AG News ARP DBP Emo CARER WikiQA YAT LYR YRFS MR | Avg

0.46 0.21 0.37 0.46 0.24 0.01 0.40 0.27 0.29 0.20 | 0.29
(0.12)  (0.01) (0.09) (0.11) (0.17)  (0.02) (0.07) (0.01) (0.08) (0.06)|(0.02)

INSTH PC 0.34 0.10 0.64 0.65 0.63 0.45 0.64 0.28 0.44 0.14]0.43
(0.05)  (0.05) (0.05) (0.04) (0.03)  (0.01) (0.04) (0.02) (0.04) (0.04)](0.01)

0.43 0.19 0.42 0.56 0.35 0.52 048 0.25 0.33 0.21]0.37

Raw

cc (0.10)  (0.08) (0.02) (0.06) (0.07)  (0.05) (0.09) (0.02) (0.03) (0.08)](0.01)

Raw 0.12 0.05 0.14 0.20 0.11 0.01 0.18 0.10 0.18 0.09 | 0.12

GPT-J (0.04)  (0.01) (0.03) (0.08) (0.08)  (0.01) (0.02) (0.01) (0.04) (0.03)|(0.01)
INSTA PC 0.24 0.06 0.54 0.55 0.58 0.20 0.57 0.09 0.38 0.080.33

(0.04)  (0.02) (0.06) (0.03) (0.02)  (0.01) (0.02) (0.00) (0.02) (0.02)](0.01)

cC 0.13 0.08 0.17 0.27 0.22 0.17 0.14 0.09 0.20 0.11]0.16

(0.02)  (0.01) (0.04) (0.04) (0.06)  (0.03) (0.01) (0.02) (0.02) (0.03)](0.01)

Raw 0.20 0.12 0.17 0.33 0.12 0.00 0.36 0.12 0.29 0.13|0.18

(0.10)  (0.06) (0.07) (0.18) (0.08)  (0.00) (0.18) (0.03) (0.14) (0.09)|(0.01)

EXORD PC 0.21 0.03 0.32 0.52 0.61 0.16 0.68 0.06 046 0.120.32
(0.08)  (0.00) (0.05) (0.05) (0.02)  (0.02) (0.03) (0.01) (0.05) (0.06)|(0.01)

0.12 0.07 0.12 046 0.33 0.07 0.46 0.10 0.27 0.24]0.23
(0.03)  (0.03) (0.05) (0.08) (0.07)  (0.06) (0.08) (0.01) (0.07) (0.08)|(0.03)

0.48 0.25 042 051 0.14 0.00 0.40 0.36 0.38 0.18]0.31
(0.10)  (0.14) (0.10) (0.18) (0.19)  (0.00) (0.26) (0.06) (0.11) (0.15)|(0.05)

INSTH PC 0.43 0.31 0.72 0.68 0.64 0.36 0.81 0.31 0.55 0.21]0.50
(0.04)  (0.06) (0.09) (0.02) (0.04)  (0.01) (0.02) (0.02) (0.03) (0.06)|(0.01)

0.45 036 0.60 0.54 0.37 046 0.62 035 041 0.29]0.45

CcC

Raw

cc (0.10)  (0.05) (0.03) (0.08) (0.05)  (0.04) (0.07) (0.02) (0.05) (0.12)](0.02)

Raw 0.11 0.07 0.17 0.25 0.08 0.00 0.15 0.12 0.21 0.08 | 0.12

GPT-NEO (0.03)  (0.03) (0.08) (0.11) (0.10)  (0.00) (0.07) (0.01) (0.08) (0.06)|(0.01)
INSTA PC 0.27 0.10 0.61 0.58 0.57 0.17 0.64 0.14 0.51 0.12]0.37

(0.03)  (0.02) (0.09) (0.02) (0.04)  (0.01) (0.02) (0.02) (0.03) (0.03)](0.01)

cC 0.11 0.11 0.20 0.28 0.24 0.21 0.20 0.14 0.29 0.13|0.19

(0.01)  (0.02) (0.02) (0.05) (0.03)  (0.03) (0.03) (0.02) (0.02) (0.04)](0.01)

Raw 0.16 0.16 0.16 0.21 0.12 0.00 0.31 0.28 0.37 0.36]| 0.21

(0.07)  (0.09) (0.02) (0.19) (0.14)  (0.00) (0.19) (0.04) (0.15) (0.18)|(0.04)

EXORD PC 0.23 0.08 0.44 0.57 0.65 0.10 0.70 0.17 0.62 0.23]0.38
(0.07)  (0.02) (0.05) (0.05) (0.03)  (0.01) (0.04) (0.04) (0.10) (0.07)](0.02)

0.11 0.14 0.23 0.39 0.33 0.17 0.41 0.20 0.43 0.27|0.27
(0.02)  (0.06) (0.03) (0.02) (0.07)  (0.04) (0.07) (0.05) (0.12) (0.14)](0.02)

CcC

Table 2: We compare the raw sensitivity with the adjusted sensitivity after mitigating label bias. We observe that
the adjusted sensitivity is consistently higher than the raw sensitivity for all three perturbation sets (INSTH: Human
Instruction Perturbation, INSTA: Automatic Instruction Perturbation, and EXORD: Example Ordering Perturbation).
The standard deviation across five randomly sampled sets of few-shot examples is reported in parenthesis.
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Model \Label Bias\ Perturb ‘AG News ARP DBP Emo CARER WikiQA YAT LYR YRFS MR ‘ Avg
INSTH —-0.49 -0.50 —0.11 —0.21 —0.12 —0.09 —0.25 —0.54 —0.24 —0.31|—0.29
(0.14)  (0.10) (0.17) (0.13) (0.12) (0.05) (0.03) (0.04) (0.05) (0.13) | (0.04)
Raw INSTA —-0.24 -0.29 -0.17 —0.09 —0.06 —0.32 —0.19 —0.31 —0.12 —0.18]-0.20
(0.08) (0.12) (0.16) (0.12) (0.10) (0.23) (0.13) (0.03) (0.07) (0.11) | (0.06)
GPT-J-6B EXORD —0.14 -0.36 —0.16 —0.30 —0.08 / —0.13 —0.59 —0.22 —0.32|—-0.26
(0.12) (0.16) (0.22) (0.19) (0.04)  /  (0.10) (0.03) (0.07) (0.13) | (0.05)
INSTH —0.50 —0.57 —0.38 —0.06 —0.29 —0.34 —0.35 —0.48 —0.28 —0.48]—-0.37
(0.07) (0.05) (0.09) (0.04) (0.02) (0.09) (0.02) (0.10) (0.02) (0.10) | (0.02)
CC INSTA —0.26 —0.24 —0.38 0.00 —-0.14 —-0.35 —0.28 —0.33 —0.20 —0.38]—0.26
(0.05) (0.12) (0.08) (0.03) (0.05) (0.03) (0.04) (0.09) (0.03) (0.08) | (0.02)
EXORD —0.19 —-0.47 —0.52 —0.22 —0.30 —0.33 —0.37 —0.58 —0.20 —0.47|-0.37
(0.11)  (0.07) (0.03) (0.08) (0.05) (0.09) (0.06) (0.05) (0.03) (0.05) | (0.02)
INSTH —0.35 —0.37 —0.07 —0.16 / —0.07 —0.06 —0.45 —0.15 —0.28|—0.22
(0.17) (0.24) (0.17) (0.19) 7/  (0.00) (0.16) (0.16) (0.10) (0.11) | (0.04)
Raw INSTA -0.14 -0.19 -0.18 —0.10 —0.05 —0.16 —0.14 —0.11 —0.02 —0.13]-0.12
(0.03) (0.10) (0.09) (0.10) (0.08) (0.03) (0.10) (0.05) (0.08) (0.12) | (0.03)
—0.12 —0.11 —-0.25 —0.09 —0.07 —0.11 —0.45 —0.10 —0.29|—0.18
GPT-NEO-2. 73‘ ‘EXORD‘ (0.14) é (0.23) (0.14) (0.12) (0.03) (0.11) (0.07) (0.09) (0.21) ‘ (0.02)
INSTH —0.37 —-0.61 —0.48 0.04 —-0.33 —0.33 —0.18 —0.47 —0.25 —0.36|—-0.33
(0.13)  (0.04) (0.15) (0.09) (0.05) (0.05) (0.05) (0.11) (0.06) (0.15) | (0.02)
CC INSTA —0.20 —-0.26 —0.31 —0.04 —0.21 —-0.38 —0.23 —0.20 —0.13 —0.26|—0.22
(0.07) (0.05) (0.12) (0.09) (0.05) (0.04) (0.06) (0.05) (0.06) (0.07) | (0.02)
EXORD —0.10 —-0.44 —0.43 —0.34 —0.25 0.21 —-0.21 —0.35 —0.01 —0.31]-0.22
(0.09) (0.05) (0.05) (0.03) (0.09) (0.11) (0.09) (0.07) (0.04) (0.16) | (0.03)

Table 3: We report the Pearson correlation coefficient (and its standard deviation in parenthesis) between ICL
sensitivity and accuracy across five randomly sampled sets of few-shot examples (label bias mitigated with CC). We
observe a strong negative correlation between the ICL sensitivity and accuracy for all three perturbation sets.
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Label Bias| Setting | Method |AG News ARP DBP Emo CARER WikiQA YAT LYR YRFS MR | Avg
64.9 942 51.0 27.2 36.1 39.7 439 82.7 42.6 923|575

MaXPROB (4.0) (3.2) (8.5) (2.2) (2.9) (2.2) (1.3) (1.9) (1.6) (2.2)(0.7)

st | ENTROY |G G0 e G e () 6o 0 (5| o9)

be SexseLANSTH | G0 U0 iy e eh s an) o 65t |
SENSEL-INSTA | (5 (5 (o (om0 G 09 0 a9 |05

MAPROD | (G o @) @b G5 @b o b b 6|0
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Maxbron | T UL W G G on 00 6o 00 0o 6

O] oy | BT W G ab b e an 6n o] as
SexsLExORD| (30 75 on o (e 0o 05 @)@

Table 4: We compare our SENSEL method to the MAXPROB baseline and the ENTROPY baseline on the GPT-J-6B
model. SENSEL consistently outperforms both baselines under both the INST setting and the NO INST setting. The
standard deviation across five randomly sampled sets of few-shot examples is reported in parenthesis.
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Label Bias| Setting | Method |AG News ARP DBP Emo CARER WikiQA YAT LYR YRFS MR | Avg
60.7 80.0 43.0 20.3 35.8 45.5 269 73.0 29.7 86.1]50.1

MAXPROB (3.6) (6.4) (13.3) (1.8) (3.9) (1.0) (1.9) (3.7) (3.1) (3.7)|(1.4)

msr | ENTROPY | G G Gan om0 05 0o ae o0 65 |as

pC senseL-INsTH | U5 00 Gom om0 0 (29 65 2 65|00
SensEL-INSTA | GHF (5D CD ey (h (L (b 68 (a6 68 |06

Maxpros | BER O T T B e e e o6 | o)

YOS mwmory | ONT BT BB NS U W e e |
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cc SeNSEL-INSTH | (00 T00 000 o e (L () 04 ) (100 G0y
SENSEL-INSTA | (00 0 00 e om Gy 8 Gn G0 | ()
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B B B S R S A e S Sl Al b
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Table 5: We compare our SENSEL method to the MAXPROB baseline and the ENTROPY baseline on the GPT-
NEO-2.7B model. SENSEL consistently outperforms both baselines under both the INST setting and the NO INST
setting. The standard deviation across five randomly sampled sets of few-shot examples is reported in parenthesis.
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