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Abstract

Collecting high quality conversational data can
be very expensive for most applications and
infeasible for others due to privacy, ethical,
or similar concerns. A promising direction
to tackle this problem is to generate synthetic
dialogues by prompting large language mod-
els. In this work, we use a small set of expert-
written conversations as in-context examples
to synthesize a social conversation dataset us-
ing prompting. We perform several thorough
evaluations of our synthetic conversations com-
pared to human-collected conversations. This
includes various dimensions of conversation
quality with human evaluation directly on the
synthesized conversations, and interactive hu-
man evaluation of chatbots fine-tuned on the
synthetically generated dataset. We addition-
ally demonstrate that this prompting approach
is generalizable to multi-party conversations,
providing potential to create new synthetic data
for multi-party tasks. Our synthetic multi-party
conversations were rated more favorably across
all measured dimensions compared to conversa-
tion excerpts sampled from a human-collected
multi-party dataset.

1 Introduction

Training dialogue models typically requires an
abundance of data, as with any machine learning
task. However, collecting high quality data is dif-
ficult and expensive, especially for dialogue tasks
where there often is no “right answer” when devel-
oping the trajectory of a conversation. Typically di-
alogue data are sourced from crowdworkers and the
quality of annotations, evaluations, and conversa-
tions can vary considerably (Zhao and Zhu, 2014),
often necessitating guardrails such as credential-
based worker selection or defensive task design for
quality control (Allahbakhsh et al., 2013).

To accommodate data scarcity in training dia-
logue tasks, low resource methods have become

*Work done during internship at Amazon Alexa Al

Dyadic Conversations

Is your city a historical place?
Speaker 1

Not really. 200 years ago, it
was just a small insignificant
village. Speaker 2

I'm from a small village in
the UK. It's really old and
has a lot of history. gpeaker 1

That's cool. I've always

wanted to visit the UK.
Speaker 2

How did it grow into such a

It reat pl to visit.
large place? s a great place to VISSI -

Speaker 1 ker 1
Large deposits of coal were
found nearly and so many
industries located themselves|
here. The village quickly
grew into a key industrial
centre. Speaker 2

What's the best thing about
your hometown?  Speaker 2

The best thing is that it's so
small. It's really quiet and
peaceful. Speaker 1

Triadic Conversations

Have you ever been to
Ithaca? Speaker 1

| have always meant to visit
Ithaca, | hear it is a pretty
cool town. Speaker 1

Yeah, | grew up there.

Speaker 2

Yeah, | lived there for a long
time. Go in the summer:

What's it like?

swimming in waterfalls!
Speaker 2

Speaker 3

It's a really great place to

live. The people are It's gorge-ous. Sorry, had to

doit.

friendly, the food is great, Speaker 3
and there's lots to do!
Speaker 2
Ha. Speaker 2

Figure 1: Pair of dyadic conversation excerpts about
hometowns (upper) and pair of triadic conversation ex-
cerpts about Ithaca, NY (lower). In both pairings, one
conversation is synthetically generated and the other is
collected from humans. The answer is in Section 4.

a topic of growing interest and importance (Zhao
et al., 2019; Mi et al., 2019; Qian and Yu, 2019;
Li et al., 2019). One idea that has gained par-
ticular attention is transfer learning — specifi-
cally, finding ways to leverage knowledge learned
by pre-trained large language models (PLMs) for
new tasks. PLMs have demonstrated impressive
emerging conversational capabilities, enabling big
performance improvements in various dialogue
tasks (Brown et al., 2020; Shuster et al., 2022; Peng
et al., 2022; Kulhdnek et al., 2021). Particularly,
PLMs have been prompted to augment existing
conversational data (Chen et al., 2022; Mehri et al.,
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2022; Sahu et al., 2022).

Given some in-distribution seed examples, aug-
mentation techniques attempt to generate data that
are faithful to some task distribution (Kim et al.,
2021b). Albeit powerful, one caveat common to
all augmentation techniques is that the quality of
synthetic data heavily relies on seed examples. But,
what if crowdworkers do not possess the neces-
sary background or skill set to complete a task en
masse? How can we still get adequate high-quality
synthetic data to learn a task?

In this work, we explore a novel applica-
tion of Prompting LAnguage models for social
ConvErsation Synthesis (PLACES). Synthesiz-
ing conversational datasets allows for the con-
struction of training instances in nonexistent
tasks. We specifically conduct open-domain, topic-
conditioned conversation generation using few-shot
in-context learning with expert-written synthetic
conversations. We conjecture that expert end-users
know exactly the types of conversations that they
need. Rather than using existing datasets, they
can simply write a small set of high quality con-
versation examples according to the structure of
their desired conversational outputs. We reason
that given structure through high-quality in-context
demonstrations, large PLMs are able to utilize their
expansive pre-training data (e.g. Gao et al. (2020))
to synthesize realistic social conversations, implic-
itly creating personalities and backgrounds for hy-
pothetical speakers. The process of conversation
writing would otherwise require human creativity
and effort.

Our paper makes four core contributions.
(1) PLACES involves synthesizing an entire conver-
sational dataset from a few targeted expert-written
examples. These conversations match the quality of
two widely adopted social dialogue datasets, Daily-
Dialog (Li et al., 2017) and Topical Chat (Gopalakr-
ishnan et al., 2019), in terms of human evaluation
and automatic metrics. (2) We demonstrate that
our synthetic conversations can be used as a fine-
tuning dataset which matches the performance of
its human-curated counterparts as measured by an
interactive human evaluation and automatic met-
rics. (3) We apply PLACES to synthesize data
for an under-studied subfield of dialogue research:
multi-party conversations. We evaluate a set of
synthetic triadic conversations in comparison to
two human-collected multi-party conversational
datasets (Shaikh et al., 2010; Poria et al., 2019).

To our knowledge, our work is the first to syn-
thesize multi-party conversations, adding to the
still-growing body of work on multi-party social
dialogue. (4) Lastly, we conduct an error analysis
on both dyadic and triadic synthetic conversations.
We discuss the implications of our findings, as well
as potential solutions to address the generation “er-
rors.”

2 Related Work

Recently, the zero- and few-shot learning capabil-
ities of large pre-trained language models have
overtaken state-of-the-art performance on many
classical natural language processing tasks, includ-
ing dialogue (Brown et al., 2020). Many PLMs
such as T5 (Raffel et al., 2020), GPT-J (Wang and
Komatsuzaki, 2021), GPT-3 (Brown et al., 2020),
and OPT (Zhang et al., 2022) have become the
backbone of several dialogue-specific models (e.g.,
Peng et al. (2022); Madotto et al. (2021); Shuster
et al. (2022)).

In particular, in-context learning, where few-shot
examples are provided in the input prompt of a
PLM, has been found to provide valuable infor-
mation in guiding generation output (Min et al.,
2022; Brown et al., 2020; Min et al., 2021; Lu
et al., 2021b). As a result, many recent efforts in
prompting PLMs have sought to augment various
natural language processing datasets (Chen et al.,
2022; Wang et al., 2022; Sahu et al., 2022; Mehri
et al., 2022; Rosenbaum et al., 2022a). Prompting
has become a viable “solution” for augmentation
in dialogue tasks, which have traditionally been
considered challenging due to the difficulty of aug-
menting dialogue context (Chen et al., 2022).

However, prompt-based augmentation strate-
gies are uncontrolled forms of generation, which
may result in generation mistakes for labeled
datasets (Sahu et al., 2022; Chen et al., 2022; Meng
et al., 2022). In contrast, other recent studies have
instead proposed language augmentation strategies
that use complex, highly-controlled frameworks
that often involve fine-tuning generators (Papange-
lis et al., 2021; Zhang et al., 2020b; Kulhanek et al.,
2021; Zhang et al., 2020a). Such complex augmen-
tation frameworks require larger amounts of seed
data to maintain a ground-truth language distribu-
tion (Rosenbaum et al., 2022b; Kim et al., 2021b),
and are more costly than prompting PLMs (Chen
et al., 2022). However, in the context of dataset
synthesis, seed data and label correctness are less
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Topic: Relationships
Background info: Bob got engaged

<Conversation 0>
The following is a conversation between Alice and
Bob about relationships. Bob recently got engaged.
Alice: Congrats on your engagement! When do you
think you will have your wedding?

: Thank you!! We're thinking of having it in

adioay

Result:
Alice: What kind of pet do you have?

: | have a dog. Her name is Hope.
Alice: Are you an animal person?
: | do love animals. | think they're so

November.
Alice: That's amazing! Will you pick a fancy
destination?

<Conversation 2>

Random In-Context Examples

Topic: Pets
Background info: Alice likes cats. Bob like dogs.

<Conversation 3>

Target
Recipe

The following is a conversation between Alice and
Bob about pets. Alice likes cats but Bob likes dogs.

special.
Alice: | just adopted a kitten from a shelter.
Her name is Mimi.

: Aww, | hope she's doing well. You must
be a really good pet parent.
Alice: Thanks! | just wanted to do what |
could to make sure she was safe.

: That's the greatest thing anyone can do
for a pet. Well, | should probably go now.
Alice: OK! Have a good night.

Figure 2: Example of the components of a prompt (left) used by OPT 30B to generate a synthetic conversation
about pets (right). Conversations in the prompt are prefixed by recipes. Blue text: topic labels. Red text: seed

background information metadata.

important considerations. There is no task distribu-
tion from which seed data is drawn that PLMs must
remain faithful to, and similarly, invariant ground-
truth knowledge for language models is dependent
on the desired task being synthesized.

Our work differs from existing applications of
prompting for conversations along several dimen-
sions. Many studies examine utterance-level gen-
eration (Chen et al., 2022; Sahu et al., 2022; Aher
et al., 2022; Rosenbaum et al., 2022b), whereas
our work concerns the synthesis of full conversa-
tions. Bae et al. (2022) generated conversations for
a narrow task and provided evaluations between
their synthesis conditions. Recent concurrent work
by Kim et al. (2022) sought to distill conversa-
tions from InstructGPT 175B using a common-
sense knowledge graph. In our work, we synthe-
size conversations using an open-source PLM and
demonstrate that they are comparable to human-
collected datasets, in terms of both conversation
quality and usability as a dataset. Moreover, all of
these studies only concern dyadic conversations,
because the vast majority of conversational tasks
are dyadic. Our work is the first study to synthesize
multi-party conversations.

3 Conversation Generation

In this section, we discuss our methods for conver-
sation generation. We first detail the construction
of our example conversations, then describe their
application to prompting PLMs.

3.1 Writing Conversation Examples

We simply wrote a pool of ten conversations be-
tween two speakers representing everyday dialogue
using proper grammar. Along with each conversa-
tion, we wrote a brief conversation “recipe” which
includes a topic, as well as background information
for the two speakers'.

The background information represents some
more fine-grained information about the two speak-
ers, relevant to that particular topic. For example,
Figure 2 depicts an example prompt with three
in-context conversation demonstrations. Each con-
versation is prefixed by a recipe and is structured in
the same manner: “The following is a conversation
between Alice and Bob about fopic” (e.g., “pets”)
followed by detailed background information (e.g.,
“Alice love cats. Bob is more of a dog person.”).

3.2 Creating Conversations via Prompting

Each prompt consists of three randomly sampled
conversations from the aforementioned pool, along
with their accompanying recipe. After experiment-
ing with PLMs of three different sizes (GPT-J
6B, GPT-NeoX 20B, OPT 30B), we primarily use
OPT-30B and generate with nucleus sampling with
p = 0.92. Inspired by the format of DailyDialog,
our handwritten and synthetically generated con-
versations fall into three categories: start-to-finish
conversations, excerpts from the start to the middle

'The first-author spent approximately 45 minutes on this
writing process.
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Source Words/Turn ~ Turns/Conv.
DailyDialog 11.58 7.84
Topical Chat 13.38 21.83
HW Examples 11.00 8.10
Synthetic 10.70 9.29

Table 1: Number of words per turn and number of turns
per conversation for all conversations. HW Examples
represents the ten handwritten conversation examples,
and Synthetic represents synthetic conversations gener-
ated using OPT 30B.

of a conversation, and excerpts from the middle of
a conversation. Several examples are given in the
Appendix.

In this paper, we generate a dataset using a list of
topics and tasks (i.e., subtopics) from the training
set of the Feedback for Interactive Talk & Search
Dataset (FITS; Xu et al. (2022)), a human-chatbot
dataset designed to determine desirable human-
chatbot tasks/conversations. FITS contains 5592
conversations which span 52 conversational topics
(e.g., “nutrition,” “philosophy”’) with 315 subtopics
(e.g., “Italian food,” “Soren Kierkegaard”). We
wrote background information for each of the 315
subtopics in the form given in Figure 2.

Using the product of this process once results
in a new synthetic dataset with 5592 conversations
using the same topic, subtopic pairings from FITS.
The average length of each conversation is 9.29
turns, with 12.84 words per turn. This is compa-
rable to the dataset statistics of DailyDialog and
Topical Chat, as per Table 1. In the Appendix, we
have included the 315 prompt headers (Tables S22,
S23) and the pool of in-context examples (Tables
S24, 525, S26).

4 Synthetic Conversation Evaluation

In Figure 1, the top-left is taken from DailyDia-
log, whereas the top-right is generated synthetically.
The bottom-left is generated synthetically and the
bottom-right is taken from MPC.

4.1 Evaluation of Conversation Quality

Table 2 provides a crowdworker evaluation of our
synthetic dataset compared against DailyDialog
and Topical Chat. We expect Topical Chat to be
rated as the most interesting, due to the knowledge-
grounding process utilized during the dialogue col-
lection process. We randomly sampled 200 conver-
sations for each conversation source and asked a
pre-qualified pool of 28 crowdworkers on Amazon
Mechanical Turk (AMT) to rate each conversation.

Source Interesting Coherent Natural Consistent
DailyDialog 3.44 4.51 4.85 4.57
Topical Chat 4.55 4.39 4.92 4.87
GPT-J 6B 3.96* 4.49 4.86 4.36
GPT-NeoX 20B  3.81" 4.40 4.63 4.35
OPT 30B 4.13° 461" 482 4.63

Table 2: Evaluation of conversations randomly sampled
from DailyDialog, Topical Chat, and three synthetic
datasets generated by prompting GPT-J 6B, GPT-NeoX
20B, and OPT 30B. * indicates statistical significance
over DailyDialog. T indicates statistical significance
over Topical Chat. Significance computed at o = 0.05.

The instructions and details of our human evalua-
tion setup are explained in Appendix A.

As these conversations are generated using
prompting, we first checked whether each conversa-
tion followed the prescribed prompt. Crowdwork-
ers identified 95% of the conversations generated
by OPT 30B as matching the topic stated in the
prompt?, indicating this prompting strategy’s ef-
fectiveness for topic-grounded conversation gen-
eration. Overall, Table 2 indicates that synthetic
conversations generated by OPT 30B are rated as
the most coherent, and more interesting and consis-
tent than DailyDialog. The synthetic conversations
are almost as natural as DailyDialog, but are rated
as less interesting and natural than Topical Chat.
Given our results, we also hypothesize that larger
models likely produce higher quality conversations.
We provide several examples of conversations gen-
erated by OPT 175B using an online web interface?
in the Appendix.

A concern one might have is that since in-context
examples heavily influence prompting (Min et al.,
2022; Lu et al., 2021b), our small in-context ex-
ample size may limit the lexical diversity of our
synthetic conversations. Following earlier work
evaluating text generation, we use Distinct-N to
measure lexical diversity (Wu et al., 2021; Li et al.,
2016). Figure 3 shows that our synthetically gen-
erated conversations are slightly more diverse than
both DailyDialog and Topical Chat in terms of dis-
tinct bigrams and trigrams, and slightly less diverse
than Topical Chat in terms of 4-grams.

We then sought to examine the impact of using
expert handwritten examples by comparing against
synthetic conversations generated using conversa-
tions from DailyDialog and Topical Chat as in-

291% and 92% for GPT-J 6B and GPT-NeoX 20B.
3https://opt.alpa.ai/
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Dimension DD-IC TC-IC HW-IC
Interesting ~ 3.82 4.35 4.27"
Coherent 4.48 4.56 4,77+
Natural 4.54 4.69 4.69"
Consistent  4.76 4.87 4.86*
On-Topic 091 0.88 0.96*"

Table 3: Human evaluation of conversations generated
using OPT-30B with in-context examples randomly sam-
pled from DailyDialog (DD-IC), Topical Chat (TC-IC),
and handwritten examples (HW-IC). * indicates statisti-
cal significance over DD-IC and T indicates statistical
significance over TC-IC.

context examples. We set the number of conversa-
tion examples such that the number of in-context
dialogue turns are approximately equal across all
conditions. Table 3 shows that synthetic conver-
sations generated conditioned on handwritten in-
context examples are the most coherent, natural,
and on-topic. In terms of interestingness and con-
sistency, the ratings of these conversations slightly
trail the ratings of the conversations generated con-
ditioned on Topical Chat.

4.2 Fine-Tuning with Synthetic Conversations

After establishing that our synthetic conversations
are of rather high quality on their own, we at-
tempted to use the synthetic dataset as training
data for dialogue models. We fine-tuned distilled
BlenderBot 400M (Roller et al., 2021) on DailyDia-
log, Topical Chat, and our synthetic conversations*.

Rather than directly prompting OPT as a re-
sponse generator, we select BlenderBot as a
lightweight, effective dialogue model. This allows
for comparisons between the three data sources
as training sets, because fine-tuning OPT is pro-
hibitively expensive. Moreover, while prompting
with larger PLMs can yield coherent responses, it
is generally impractical as an end-to-end dialogue
system if hosted on typically available hardware.
For long inputs (e.g. with multiple dialogues in-
context), generation time typically takes several
minutes using OPT 30B°.

We first performed an interactive human evalu-
ation of the three dialogue models as end-to-end
social chatbots using the LegoEval platform (Li
et al., 2021). Details can be found in Appendix A.

Table 4 shows that dialogue models fine-tuned
on our synthetic conversations are rated compara-

*For fair comparison, we fine-tune on the same numebr of
training instances via downsampling.

3All experiments are conducted using one p3dn.24xlarge
AWS EC2 instance.

Dimension DD TC Syn
Interesting 335 386 3.30
Coherent 352 371 3.68
Natural 352 357 3.68
Consistent 335 3.65 332
Engaging 373 3.88 3.65
Intelligent 341 355 324

Non-repetitive  3.37 3.37 3.40

Table 4: Interactive human evaluation yields comparable
ratings for chatbots fine-tuned on conversations from
DailyDialog (DD), Topical Chat (TC), and our Synthetic
Data (Syn).

0.8
<06
[}
£
.‘g 0.4
DailyDialog
0.2 Topical Chat
Synthetic
0.0 ; . .
2-grams 3-grams 4-grams

Figure 3: Distinct-N with N = 2, 3, 4 for conversations
in DailyDialog, Topical Chat, and our synthetic conver-
sations. Our synthetic conversations have the highest
most unique bi-grams and tri-grams, and the second-
most unique 4-grams.

bly to dialogue models fine-tuned on real human-
human data — the chatbot fine-tuned on synthetic
data appeared to be the most natural and non-
repetitive, and was rated as the second-most coher-
ent. It was rated as the least intelligent, engaging,
consistent, and interesting. However, two-sided
t-tests at « = 0.05 revealed that there was not a sta-
tistically significant difference in ratings between
the models fine-tuned on all three datasets across
all dimensions except for interestingness. The Top-
ical Chat model was rated as significantly more
interesting, as expected.

In terms of automatic evaluation, we applied
these dialogue models on out-of-distribution test
sets to prevent an unfair comparison. We evalu-
ated models fine-tuned on DailyDialog and our syn-
thetic data on Topical Chat, and models fine-tuned
on Topical Chat and our synthetic data on DailyDi-
alog. Table 5 indicates that in terms of perplexity
and ROUGE, models fine-tuned on our synthetic
data generalize to out-of-distribution convesational
data as well as models trained on real human-
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Metric (Test Set) DD-BB TC-BB  Syn-BB
Perplexity (DD) — 120.2 87.05
ROUGE-1 (DD) — 12.34 12.90
ROUGE-2 (DD) — 1.66 1.52
ROUGE-L (DD) — 10.60 10.94
Perplexity (TC) 433 — 371
ROUGE-1 (TC) 16.63 — 15.13
ROUGE-2 (TC) 2.36 — 1.77
ROUGE-L (TC) 13.61 — 12.41

Table 5: Out-of-distribution automatic evaluation of
perplexity and ROUGE is comparable for BlenderBot
fine-tuned on DailyDialog (DD-BB), Topical Chat (TC-
BB), and synthetic data generated using our handwritten
examples in-context (Syn-BB), respectively.

human datasets. On the DailyDialog test set, the
synthetic dataset model outperforms the Topical
Chat model on all metrics except ROUGE-2, and
on the Topical Chat test set, the synthetic dataset
model underperforms the DailyDialog model on all
metrics except perplexity.

5 Triadic and Multi-Party Conversations

The vast majority of dialogue tasks and conver-
sational datasets focus on dyadic conversations
(e.g. Li et al. (2017); Gopalakrishnan et al. (2019);
Smith et al. (2020); Rashkin et al. (2019)), follow-
ing the traditional speaker-listener paradigm (En-
gelhardt et al., 2006). In contrast, the literature
on multi-party social conversation is rather scarce,
not only in terms of conversation generation but
as a task altogether. However, while it is an un-
derstudied research area, it is incredibly important,
because dyadic conversations do not capture the
full reality of in-person, human-human social con-
versations, nor the full potential of dialogue agents.
To name a few applications, dialogue agents have
the potential to supplement classroom learning with
multiple parties, serving as a third mediating party
in a debate or discussion between two people, or
to provide companionship and support in virtual
group settings. A major reason why these lines of
work remain unsolved is that there are few large-
scale multi-party dialogue datasets.

Many existing multi-party datasets are scripted
corpora such as MELD (Poria et al., 2019) or
MPDD (Chen et al., 2020) or HLA-Chat (Ju et al.,
2022; Li et al., 2020). Other multi-party corpora
are collected for highly domain-specific purposes,
such as multi-party empathetic dialogue (Zhu et al.,
2022). Such corpora are also typically collected
through asynchronous online platforms, rather than
natural conversation. These platforms exist in the

0.8
Z 0.6
-
(&)
£
0 0.4
a)
Speaker 1
0.2 Speaker 2
Speaker 3
0.0 " : .
2-grams 3-grams 4-grams

Figure 4: Linguistic diveristy (Distinct-N) is compara-
ble for each speaker in the synthetic triadic conversation
dataset.

form of forums and online chat platforms such as
Ubuntu IRC (Lowe et al., 2015) or Reddit (Baum-
gartner et al., 2020). Other more natural multi-
party conversational datasets are license-protected
speech datasets (e.g. CHIME (Christensen et al.,
2010)) which have been constructed for tasks such
as speaker attribution.

We find that we can apply our prompting ap-
proach to generate synthetic, open-domain, multi-
party social conversations following the same struc-
ture as our synthetic dyadic conversations®. As
in the dyadic case, we generate triadic conversa-
tions using optional background information for
each speaker. We consider the “Multi-Party Chat”
corpus (MPC) (Shaikh et al., 2010), a text-based,
open-domain conversation dataset collected in real-
time online sessions at the University of Albany,
and MELD, which contains scripted multi-party
dialogues from the popular sitcom “Friends.” We
directly compare our synthetically generated con-
versations against MPC and MELD.

Table 6 includes our evaluation of our conver-
sations using the same pool of pre-qualified AMT
workers, again with 200 randomly sampled con-
versations. MPC consists of massive conversation
settings — on the scale of 500 turns for a typical
conversation session — so we randomly sample 8
to 127 continuous turns for each conversation eval-
uation to more closely match the structure of our
synthetic conversations.® We present examples of

®While we effectively use Alice, Bob, and Claire instead
of Speaker 1, Speaker 2, and Speaker 3, respectively, the order
of speakers does not necessarily follow the speaker order in
the in-context examples (e.g. Appendix Table S10).

"The length between 8 and 12 turns is chosen uniformly.

8We sample rather than selecting the first 8-12 turns, to
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Dimension MPC MELD Syn
Interesting 2.48 352 414"
Coherent 2.40 3.68 4.65"
Natural 2.69 3.69 4.47"
Consistent 2.96 3.83 4.65"
Comprehensible 248 3.83 4.80"
Balanced Engagement ~ 3.45 4.00 4.89"

Table 6: Synthetic conversations generated using OPT
30B are rated significantly higher than MPC and MELD
across all dimensions.

MPC and MELD in Appendix Tables S20, S21.

We inform the AMT workers that they will read
conversation excerpts. In addition to the questions
in Table 2, we add two questions specific to multi-
party conversations. We ask if the conversation ex-
cerpt looks comprehensible (in terms of the reader
being able to determine who each speaker is ad-
dressing), and we ask if all parties of the conversa-
tion are participating equally and actively.

In Table 6, we find that the synthetic conversa-
tions are rated statistically significantly more favor-
ably than MPC and MELD across all dimensions.
Beyond conversation quality, it is possible that the
ratings for MPC are comparatively low due to the
fact that each conversation typically has more than
three speakers, which may be more difficult for
human raters to interpret. Our results for MELD
also indicate that while the corpus is high quality,
it may be better fit for comedy and accompaniment
with visual context, than as pure dialogue.

Additionally, we checked the linguistic diver-
sity for each speaker. In terms of Distinct-N, each
speaker’s lexical diversity is comparable (Figure 4)
as well as the number of words per turn (12.2, 12.2,
and 13.5 for Speakers 1, 2, and 3 respectively).
The triadic conversations tended to be slightly
longer than the average dyadic conversation (11.5
turns/conversation versus 9.29 turns/conversation).

6 Discussion

Overall, we find that prompting PLMs to generate
synthetic conversations is promising.

6.1 Considerations for Dyadic Dialogue

The synthetically generated conversations appear
comparable to conversations from human-collected
datasets. The individual conversations appear in-
teresting, coherent, natural, and consistent, as the
average ratings for each category lie between 4.0
and 5.0. The Appendix includes multiple examples

avoid overrepresenting greetings.

of conversations generated using the strongest per-
forming PLM (OPT 30B, e.g. Table S7) as well as
several conversations generated using OPT 175B
(e.g. Table S8). Tables 4 and 5 also indicate that
fine-tuning on synthetically generated examples
can result in dialogue models of comparable qual-
ity, with the potential for further improvements by
simply generating more synthetic conversations.

Future work may consider applying applying
this generation approach to dyadic contexts be-
yond social conversations, such as task-oriented
dialogue. The clearest difference between social
and task-oriented dialogue contexts is the impor-
tance of knowledge grounding. In task-oriented
dialogue, there typically needs to be retrieval from
knowledge base for response generation. An ap-
plication of PLACES could involve using database
results as a ground-truth reference. Rather than
using a topic list like FITS, one could form con-
versational recipes using database search results as
background information. Given the apparent se-
mantic control described in Section 4, it is possible
that synthetic task-oriented conversations would be
able to correctly utilize knowledge.

6.2 Considerations for Multi-Party Dialogue

We found that in comparison to MPC, our synthetic
triadic dialogues appear to be of fairly high qual-
ity. However, there remain several open questions
about multi-party dialogue, even in the triadic case.
For instance, there is not a set archetype of conver-
sations. Sometimes, conversations may be domi-
nated by a single speaker, whereas in others, each
speaker in the conversation may contribute equally.
Depending on the scenario, a speaker may be the
facilitator — meetings can be considered (topic-
specific) multi-party dialogues which are typically
led by designated speakers.

Moreover, there are several questions about how
to utilize multi-party dialogues in an interactive di-
alogue system. There are use cases where it may be
appropriate for one dialogue system to interact with
multiple users. On the other hand, in scenarios like
emotional support dialogue systems, it may make
sense for a single user to interact with multiple
simulated conversational parties.

Here, we investigated our approach’s potential to
generate synthetic multi-party conversations, hop-
ing to bridge the gap in data availability in multi-
party chat. This opens opportunities for a variety
of applications. Synthetic datasets could be used
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to help discover how to properly model triadic and
multi-party conversations. In the future, datasets
could also be generated for domain-specific, multi-
party applications ranging from language learning
to task-oriented spoken dialogue systems.

7 Error Analysis

We examine the dyadic and triadic conversations
which received low scores (1/5) across multiple
dimensions.

7.1 Dyadic Conversations

Out of the dyadic conversations, two conversations
were rated as generic and dull. One conversation
(Appendix Table S13) talks about the singer, Taylor
Swift. However, the conversation is repetitive, re-
peating utterances such as “What are your thoughts
on her?” and “I think she is very nice.” The other
conversation is about the filmmaker, Ken Burns
(Appendix Table S14). While the conversation is
appears coherent and uses correct factual informa-
tion (e.g., making reference to Ken Burns’ docu-
mentaries on World War II and the Vietnam War),
the language could be perceived as dull.

Three conversations were rated as completely un-
natural. In one case, the PLM missed the prescribed
subtopic (cotton candy) and instead hallucinated
a conversation about a sensitive topic, cancer (Ap-
pendix Table S15). This is also the only conversa-
tion to be rated as completely incoherent. The other
two conversations are both on-topic. However, one
conversation is on-topic but rather short (five turns),
whereas the other conversation is overly verbose
and a little repetitive.

There were also three conversations were eval-
uated as completely inconsistent. In all three con-
versations, the roles of the two speakers seemingly
swap. While these hypothetical turns are possi-
ble in excerpts of real conversations, they assume
background information or events which have not
been explicitly established when considered as stan-
dalone conversations. An example is given in Ap-
pendix Table S16.

While some of the evaluations may be subjec-
tive, an issue that has objectively appeared multiple
times is the consistency of speakers’ utterances.
The intents and personas of the speakers appear
to get switched, which is also an open problem
in dialogue systems research. Future work may
look to combine conversation synthesis approaches
with strategies for dialogue consistency such as
the generate-delete-rewrite framework (Song et al.,

2020a) or language inference approaches (Welleck
et al., 2019; Song et al., 2020b).

7.2 Triadic Conversations

No conversations were perceived as completely in-
comprehensible, but human evaluators indicated
that two conversations appeared to have imbal-
anced engagement — in both cases, the third
speaker (“Claire”) only has one dialogue turn. As
discussed in Section 6.2, however, it is not clear
whether this is a drawback. Real-life triadic con-
versations do not follow a set archetype in terms of
engagement balance.

There was one conversation which was rated as
completely incoherent. In the conversation, there
is one dialogue turn which presents information
inconsistent with prior turns, but the another is-
sue appears to be an oddly placed transition which
brings the conversation from travel to hobbies:
“You should definitely go to Paris! What do you
like to do for fun?” (Appendix Table S17).

There are two conversations which were per-
ceived as completely unnatural. However, natural-
ness appears to be a rather subjective evaluation.
One conversation is given in Appendix Table S18,
and it is debatable whether the language conven-
tions used are unnatural. One could argue that it is
overly enthusiastic, but others could argue that it is
how some people speak colloquially. Interestingly,
the second conversation which received a low nat-
uralness score is also enthusiastic and about the
same topic (gardening).

The only conversation which was rated as
generic and dull was a 15-turn debate about
whether the European Union is a “conspiracy” (Ap-
pendix Table S19). The debate is rather shallow
and does not make a lot of progress.

As with the dyadic conversation error analysis,
we see that there are issues with persona consis-
tency. However, unlike the dyadic scenario, there
are fewer existing solutions for dialogue consis-
tency. Multi-party conversation synthesis could
potentially be improved by applying ideas from
the newly published PersonaTKG dialogue system,
which employs a unified graph that encodes per-
sonas, utterances, and external knowledge on a
scripted dialogue dataset (Ju et al., 2022).

Beyond consistency, in the example from Ta-
ble S19 we see that there is potential for PLMs to
hallucinate misinformation. There are again fewer
existing studies on circumventing this obstacle in
multi-party dialogue, but future work could look
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to incorporating external knowledge (Kang et al.,
2022) or dialogue safety approaches (Kim et al.,
2021a; Dinan et al., 2019). All said, our work
motivates further study into multi-party dialogue
consistency, safety, and synthesis.

8 Conclusion

In this work, we presented an application of prompt-
ing PLMs to create synthetic conversations. These
synthetic conversations are comparable in terms
of quality and lexical diversity to actual human-
human datasets, and can be used as training data for
dialogue models. This opens avenues in generative
language work such as collaborative and creative
writing, story generation, as well as synthesis of
new conversational tasks. Here, we presented one
example — synthesizing a multi-party conversa-
tional dataset. This presents a unique opportunity
to further study multi-party dialogue modeling.

9 Limitations

Controllability. We witness encouraging levels
of control through the prompt (95% of the time, the
synthetic conversation matches the desired topic),
but prompting PLMs is still an uncontrolled form
of generation. Future work could seek to add more
semantic controls beyond the stated topic in the
prompt or explore using weak supervision to pro-
vide post-hoc improvements on synthetic data qual-
ity, similar to Chen et al. (2022). In this work, we
also did not thoroughly explore the effects of differ-
ent generation approaches. Future work may con-
sider applying semantic constraints during the de-
coding process (Lu et al., 2021a). Further controls
are necessary before using this approach for higher-
stakes settings such as task-oriented dialogue and
other knowledge-grounded tasks.

Cost of Human Effort. While we demonstrate
the ability to synthesize large amounts of data, the
quality of a synthesized dataset is still dependent on
human effort, to an extent. One can use a generic
prompt template such as “Alice is interested in
[subtopic]” for each subtopic, but we qualitatively
see that more detailed background information in a
prompt often yields better generation performance.

In this work, we generated 5592 dyadic and tri-
adic conversations, matching the number of topic
combinations in FITS. PLACES can be used to
generate many more conversations in the future.
Using the same overall can continue to make new

combinations of topic and subtopic, or simply re-
run the generation process as it is nondeterministic.
Moreover, one may consider filling the slots in our
conversation recipes using an abundant of external
sources, including from existing dataset annota-
tions (e.g. Persona Chat Zhang et al. (2018)).

Computational Costs. Once a dataset is syn-
thesized, small, task-specific models can be used
downstream. However, the synthesis method used
in this work is still expensive: we prompt PLMs.
While we only used freely accessible PLMs such as
OPT, we acknowledge that not everyone has access
to the number of GPUs necessary to load PLMs,
even for inference.

Prompt Design. The idea of prompting large lan-
guage models is not novel. There is a plethora of
work that examines how to apply prompting to a
variety of different tasks (e.g. Brown et al. (2020);
Min et al. (2021)), along with several studies on
how to mine or engineer different prompts (Liu
et al., 2021). In this work, we do not claim novelty
to our prompt, nor do we claim that our prompt
design is the optimal prompt for conversation gen-
eration. Our prompt is designed in a conversa-
tional manner, drawing inspiration from Chen et al.
(2022). We instead emphasize the application
of prompting for conversational dataset synthesis.
The idea of synthesizing conversational datasets
“from scratch” is previously unexplored, and has
potential to supplement a lot of areas of dialogue
research, such as multi-party conversations.

10 Ethical Considerations

Human Evaluation and Crowdsourcing. We
make use of crowdsourcing through Amazon Me-
chanical Turk for several experiments. All crowd-
workers were paid at a rate higher than the mini-
mum wage in California. In accordance with Cal-
ifornia State Law, all crowdworkers were also in-
formed they were speaking with chatbots during
the data collection for our interactive evaluation.
All participants consented to the logging of their
responses.

Language Model Biases. Large pre-trained lan-
guage models are typically pre-trained on massive
corpora crawled from the internet such as The
Pile (Gao et al., 2020) or Common Crawl. This
allows language models to have exposure to a large
amount of linguistic diversity, but this also results
in exposure to a lot of hateful, biased, or otherwise
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undesirable content from the internet (Luccioni and
Viviano, 2021). Future work should examine com-
bining conversation synthesis with dialogue safety
approaches.

Scientific Artifacts. All scientific artifacts are
used according to their intended purpose. The FITS
dataset is publicly available at https://parl.ai/
projects/fits/. OPT is an open-source language
model. GPT-J is available for use under the MIT
license. We use the HuggingFace Transformers
and PyTorch packages for all modeling (Wolf et al.,
2020; Paszke et al., 2019). All artifacts used are in
English.
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A Human Evaluation Setup

Our human evaluation studies on Amazon Me-
chanical Turk are evaluated conducted with 28
pre-qualified crowdworkers, who have previously
demonstrated proficiency with natural language
processing tasks.

A.1 Conversation Evaluation

The crowdworkers were asked to rate conversations
from multiple sources according to the following
dimensions and instructions.

e How natural is the overall conversation?
Scale: 1 (completely unnatural) to 5 (as natu-
ral as two native English speakers)

* How coherent is the overall conversation?
Scale: 1 (completely incoherent) to 5 (as co-
herent as two native English speakers)

* How interesting is the overall conversation?
Scale: 1 (generic and dull) to 5 (full of content
and very engaging)

* How consistent are each of the speakers’
turns?
Scale: 1 (completely inconsistent) to 5 (no
logical fallacies)

* Does the conversation match the stated topic?
Options: Yes (1) or No (0)

Each conversation is rated by three crowdwork-
ers, and the median score is selected, following the
idea of a majority vote.

For multi-party conversations, crowdworkers
were asked two additional questions regarding com-
prehensibility and engagement balance.

* Can you tell which speaker is speaking to
which?
Scale: 1 (completely incomprehensible) to 5
(perfectly comprehensible)

* Is each speaker engaged, or is the conversa-
tion primarily dominated by one or two of the
speakers?

Scale: 1 (totally dominated by one or two
speakers) to 5 (all speakers are actively partic-
ipating in the conversation to an equal degree)

A.2 Interactive Evaluation

For each HIT of the interactive evaluation study,
each crowdworker was presented with links to chat-
bots presented in a randomized order. The link
connects each crowdworker to a deployment on an
instance of LegoEval (Li et al., 2021). The users
are presented with a landing page where they are
told that they are interacting with a chatbot, and
will be asked to evaluate their conversation experi-
ence.

Immediately after interacting with a chatbot,
each crowdworker was presented with a survey
asking for their impression of the chatbot. In addi-
tion to the above dimensions (other than on-topic),
the crowdworkers were asked how engaging, intel-
ligent, and non-repetitive they thought the chatbot
was.

B Model Details

During generation, we use top-p sampling with
p = 0.92.
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Party Utterance

Alice I'love it here in New York!

Bob ‘What do you like most about New York?

Alice New York has the best bagels!

Bob ‘Which bagels are your favorite?

Alice They all taste amazing. I really like their Italian ones!

Bob That’s great. I guess I'll be eating Italian bagels from now on.
Alice I’m from New York City.

Bob Wow! I've never been to New York.

Alice I've also been to Austin. few times.

Bob What did you think of it? Did you like it?

Alice I really liked it. I thought it was a really cool city.

Bob I’'m glad you liked it. What did you like so much about it?
Alice I really like the music scene there.

Bob ‘What kind of music do you like?

Alice I like a lot of different kinds of music. I like jazz, rock, and country.
Bob I’ve never been to a country concert.

Alice You should go sometime. They’re a lot of fun.

Bob I’ll have to check it out.

Alice I’ll hagve to visit Austin again soon.

Bob Yeah, I’d like to visit New York sometime too.

Alice It’s a great city.

Table S7: Pair of dyadic conversations generated using OPT 30B. The prompt recipe given is: “The following is a
conversation between Alice and Bob about their hometowns. Bob is from Austin, Texas, and Alice is from New

York City.”
Party Utterance
Alice What’s your major?
Bob I’m a computer science major.
Alice Me too! What year are you?
Bob I’'m in my third year. What about you?
Alice I’'m in my third year too. What classes are you taking this quarter?
Bob I’'m taking a class called Operating Systems. It’s really interesting.
Alice I’'m taking a class called Computer Graphics. It’s pretty interesting too.
Bob I’ve heard that class is really hard.
Alice Yeah, it’s not easy.
Alice Hi!
Alice What are you studying?
Bob I’m a Computer Science major.
Alice Me too!
Bob What year are you?
Alice I’ll be a junior next year.
Bob I’ll be a senior.
Alice Cool!
Bob What classes are you taking this quarter?
Alice I’ve got a couple of clases in the School of Engineering. I'm taking a class in Computer Graphics and a
class in Artificial Intelligence.
Bob I’'m taking a class on Machine Learning.
Alice That’s cool.
Bob What are you doing this summer?
Alice I’d like to work at a start-up.
Bob That’s cool. I'm going to intern at Google.
Alice Wow! That’s awesome!
Bob Yeah, I'm really excited.
Alice I’'m excited for you!

Table S8: Pair of dyadic conversations generated using OPT 175B. The prompt recipe given is: “The following is a
conversation between Alice and Bob about their majors. They are both students at Stanford University.”
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Party Utterance

Alice I was thinking about applying at the coffee shop on the corner.
Bob That’s a great idea! It’s a really fun place to work.

Alice I’'m glad to hear that. What do you do there?

Bob I work as a barista.

Alice Oh cool! I bet you get to meet a lot of interesting people.

Bob That’s right. I really enjoy working there.

Alice Do you know if they are hiring?

Bob I’m not sure, but you should definitely apply.

Alice Thanks! I'll go in and see if they are hiring.

Table S9: Example dyadic conversation generated using OPT 175B. The prompt recipe given is: “The following is a
conversation between Alice and Bob about part-time jobs. Bob works at a coffee shop and Alice is thinking about

applying.”

Party Utterance

Alice I’d love to start a garden! I’ve always wanted to grow my own vegetables.

Bob That’s a great idea! It’s so much more fun to eat vegetables that you’ve grown yourself.
What vegetables are you thinking about growing?

Alice I’d love to try growing some tomatoes, peppers, and squash.

Bob That sounds like a good start.
I’ve grown tomatoes before. I also have a few pepper plants.

Alice I’ve always wanted to have a garden in my backyard, but I never really had the time.
That’s awesome! How do you plan to grow your garden?

Alice I’ve been doing a lot of research. I think I'll start with a few simple vegetables like tomatoes, onions,
and potatoes.

Bob That’s great! I would love to have a garden like that. I’'m a big fan of cooking.

Alice I’ll definitely invite you over for dinner then!
I’'m so jealous! I've always wanted to grow my own vegetables.

Bob Have you considered getting a garden plot?
That’s a great idea. I should look into that.

Alice You should! Gardening is a really healthy hobby.

Table S10: Pair of triadic conversations generated using OPT 30B. The prompt recipe given is: “The following is a
conversation between Alice and Bob and Claire about gardening. Alice is interested in growing vegetables.” The
ordering of the speakers in multi-party scenarios is variable.

Party Utterance
Alice Have you ever had Southern Ice Tea?
Bob I love to make it at home.
I’'m not familiar with that. What is it?
Bob It’s a sweet tea that’s brewed with mint and lemon.
Alice That sounds really good. I’'m going to have to try that!
I’ve never had that. What is it like?
Bob It’s kind of like a sweet, lemonade-like drink.
Alice I’m going to have to make some this weekend. Thanks for the idea!

That sounds really good. I might try it too.

Table S11: Example triadic conversation generated using OPT 175B. The prompt recipe given is: “The following is
a conversation between Alice and Bob and Claire about cooking. Alice is interested in Southern Ice Tea. Bob has a
great recipe. Claire loved trying Bob’s Southern Ice Tea.”
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Party

Utterance

Alice
Bob

Alice
Bob

Bob
Alice

Alice

I try to eat healthy, but it’s hard to stay on track.
I know what you mean. I try to eat healthy too, but I love ice cream too much!
What kinds of foods do you like to eat?

I love fruit. I eat a lot of berries.

I love berries too! Strawberries are my favorite.
What about leafy greens? Do you eat them?

I love salads!

I love salads too!

Do you like any vegetables?

I love vegetables! I like broccoli and asparagus.
Great! Do you eat many whole grains?

Table S12: Example triadic conversation generated using OPT 175B. The prompt recipe given is: “The following is
a conversation between Alice and Bob and Claire about health. Alice and Bob are discussing healthy foods. Claire
is a nutritionist.”

Party Utterance

Alice Hi! So how are things with you?

Bob Things are going well. Do you know who Taylor Swift is?

Alice Yes, I think I have heard of her.

Bob She is a popular singer! Did you know that she has donated $250,000 to the LGBT+ community in
Tennessee?

Alice $250,000? That’s such a generous donation! She’s really selfless.

Bob What do you think of her?

Alice She is really talented! I really love listening to her music. What are your thoughts on her?

Bob I think she is very nice. She seems like a good person.

Alice Yeah, I think she is a really nice person. I also really love her music! It’s really catchy and it really
makes me feel good. What are your thoughts on her?

Bob I think she is very nice. I would really like to meet her.

Alice You and me both! It would be so exciting!

Table S13: Synthetic conversation generated by OPT 30B which was rated as “generic and dull.” While the PLM
appears to have drawn on information from an actual event (Taylor Swift did donate $113,000 to support an LGBTQ
advocacy group in Tennessee), the conversation appears to get stuck around the question “What are your thoughts
on her?” which results in deteriorating conversation quality towards the end.

Party Utterance

Alice Ken Burns is the best! His documentary series on the Vietnam War was excellent. What do you think
of him?

Bob He’s pretty cool. I haven’t seen that documentary series, but I've heard good things.

Alice The Vietnam War is a really interesting topic. Have you ever watched Ken Burns’ other documentary
series?

Bob I don’t think so, but I've seen the Civil War documentary.

Alice Oh, I’ve seen that one. It was very good too. Did you see the one on World War 11?

Bob Nope. That sounds cool though.

Alice I liked it. It was interesting to learn how different people perceived the same event in history.

Table S14: Synthetic conversation generated by OPT 30B which was rated as “generic and dull.” The conversation
appears to be coherent and is rooted in factually correct information. However, the language is fairly ordinary,
which may have been subjectively considered uninteresting.

Party Utterance

Alice Ha ha, thanks for stopping by. It was really fun meeting you!

Bob Thank you too!

Alice Oh, I forgot to tell you - my dad has cancer. I feel awful.

Bob I’m sorry. That’s awful. My grandmother died of cancer when I was a kid. I remember her fondly.

Alice What was her name?

Bob Oh, that was too long ago to remember. She was named John.

Alice Sorry to hear that. I'm very sorry for your loss.

Bob Hey - I heard the Giants are playing tonight. Is it ok if I watch the game instead of having more
conversation?

Alice Sure! I'm going to make some dinner.

Table S15: Synthetic conversation generated by OPT 30B which was rated as completely incoherent. The prescribed
subtopic was “cotton candy” but the conversation pivoted to a much more sensitive topic, cancer.
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Party

Utterance

Alice
Bob
Alice
Bob
Alice
Bob
Alice

Do you make cheese at home? I'm trying to learn to make cheese.

That sounds like a lot of work! What type of cheese do you want to make?
Cheddar. I've already tried it a few times, but the results aren’t as good as I'd like.
My wife and I love to eat Cheddar. It has a really great flavor.

How did you learn to make cheese?

My wife taught me.

That’s awesome!

Table S16: Synthetic conversation generated by OPT 30B which was rated as completely inconsistent. Initially,
“Alice” is trying to learn to make cheese, but then it becomes ambiguous by their next turn whether they already
know how to make cheese.

Party Utterance
Alice Hi there! I just went on a road trip around California. It was great!
Cool, do you go on road trips often?
Alice No, I don’t travel too often. I actually haven’t been out of the country. It would be cool to go to Paris
one day.
Haha, nice! I’d love to visit Paris too. What’s the furthest you’ve ever traveled?
Alice I went to Spain with my family last summer!
Bob Wow, that’s really cool! I've never been out of the country either.
You should definitely go to Paris! What do you like to do for fun?
Bob Well, I like to read sci-fi books, and I love to play board games.
Alice Do you have a favorite board game?
Bob My favorite game is Settlers of Catan. My friends and I play it all the time.
Haha, I love Settlers of Catan! My family and I play it all the time too.
Alice That’s funny, I love it too. I’'m in a Facebook group for it.

Table S17: Synthetic triadic conversation generated by OPT 30B which was rated as completely incoherent. First,
“Alice” mentions they went on a road trip around California, then they mention that they haven’t been out of the
country. This implies that “Alice” is located in the United States. But then Alice mentions having traveled to Spain.
The conversation also randomly shifts from discussing travel plans to discussing board games and other hobbies
with an awkwardly placed transition on “Claire’s” third turn.

Party Utterance
Alice Hello! How’s your garden doing?
It’s doing great! I have a young garden, so I'm still waiting for it to develop.
Alice I can’t wait to get home and check on mine! What are you growing?
I’m growing tomatoes, strawberries, watermelon, and sunflowers!
Alice That sounds really nice! Do you have a garden somewhere else too?
No, this is my first garden!
Alice Oh, I’m jealous! I would love to have my own garden someday.
Bob I bet you would! I bet you would have a green thumb too.
Alice Maybe! Maybe I will try starting a garden next year!

Table S18: Synthetic triadic conversation generated by OPT 30B which was rated as completely unnatural. The
conversation appears to be coherent, but the speakers appear to be very enthusiastic. It could be argued that the
speakers are overly unenthusiastic to an unnatural degree.
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Party Utterance

Alice You know, I think the EU is just a big conspiracy.

Bob Conspiracy?

Alice Yes, the European Union wants to take over all of the land from its original owners.

Bob What do you mean?

Alice I’'m sure that’s what they would tell you. But the truth is they’re enslaving the people to gain control
over resources.
It sounds a bit extreme. How do you feel about EU leaders?

Bob I don’t like them.

Alice They’re not very nice, I agree.

Bob I’'m kind of scared to go to EU countries and I feel like I don’t even have any power.

Alice Oh, but we do! They won’t take away the land of the original owners, because that’s just not going to
happen!

Bob I’m still afraid.
Hm. That sounds like a pretty horrible situation you’re in.

Alice Itis! And I don’t know what to do.

Bob Well, it sounds like we all have a lot to learn. I don’t know what we should do, but I think there are lots
of options out there.

Alice It’s nice that you have an open mind about this! I really do think people should learn more about the

EU and what’s going on.

Table S19: Synthetic triadic conversation generated by OPT 30B which was rated as generic and dull. “Alice’

bl

begins a long debate on whether the EU is a “conspiracy” without making a lot of conversational progress.

Party Utterance

john  sure

john i think so, meg

mara how did i know that was coming

meg  its not just the public eye

john  haha mara

mara hushh.. ***

nick  There are already other countries who are investigating the Bush administration for war crimes -
Spain

meg  with the breton woods

george they need to be prosecuted...that’s in obama’s hands

nick  wow, george, right win propaganda... huh

meg  look at how well Iraq is doing

mara goodness

meg there’s a point at which interrogation becomes torture and is just inhumane

john  agree to george

mara ?

mara im in albany btw

meg  Which we signed!

amy  well it is the way the world is going— email, chat,, etc

john yes

jordan And this is one of the tricky things in this virtual world. You know nothing about the people u r
talking to!!!!

amy  urright you just used online language haha

mara hes not much fun either haha, what do you think?

amy hi john- can you see my message here?

jordan Hi, amy

mara i dont know what is better really!!!

john  haha

Table S20: Three excerpts of the same conversation from the MPC corpus (Shaikh et al., 2010). The conversation
spans topics ranging from the Bush administration to meta-discussion about the collection task.
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Party Utterance

Phoebe Then I'm gonna have to ask you to keep it down.

Mr. Heckles Who are you?

Eric Hi, I'm Eric, I'm gonna be Chandler’s new roommate.
Mr. Heckles I’m Chandler’s new roommate.

Eric I-I-I don’t think so.

Mr. Heckles I could be Chandler’s new roommate.

Eric But, he told me over the phone.

Mr. Heckles He told me in person.

Eric That’s weird.

Mr. Heckles Well, I'm going to go into my new apartment now. Ehh!

Table S21: Conversation from the MELD corpus (Poria et al., 2019). Three speakers are involved, discussing a
living situation regarding a fourth character who does not appear in this scene.
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Subtopic

Background Information

Pacific Theater
Growing residential grass
Breakfast food
music

skincare

Planting flowers
Southern Ice Tea
herb garden

Hiking

Plant a garden
Italian food

book recommendations
anniversaries
Existential Psychology
The Outlander Series
camping gear
Movie

Ford Vehicles
Beauty

Syrian War

Elon Musk

Healthy foods

Soren Kierkegaard
investing money
Post-structuralism
baking

Nuts

braids

Growing vegetables
Martin Luther

paint brushes

Stock Trading
Install TV applications
History

Feminism

Tell a joke

artists

Turtles

Anthony Trollope
Paris

Bread

movie cast members
Gay Marriage

U.S. Senate
growing tomatoes
family issues
Automotive parts
Bee life

Taylor Swift

biking

Juicers

islands

Planets

Pokemon

Alice is interested in Pacific theater.

Alice is interested in growing residential grass.

Alice likes to try different breakfast foods. Bob loves waffles.
Alice likes music. Bob plays the viola.

Alice is interested in skincare. Bob has a great skincare routine.
Alice is interested in planting flowers. Bob has a nice garden.

Alice is interested in Southern Ice Tea. Bob has a great recipe.
Alice is interested in planting an herb garden.

Alice is going hiking tomorrow.

Alice wants to plant a garden.

Alice likes Italian food.

Alice is interested in book recommendations.

Alice keeps track of all of her anniversaries.

Alice is interested in Existential Psychology.

Alice is interested in The Outlander Series.

Alice is looking for advice on camping gear. Bob works at REL
Alice is interested in movie recommendations. Bob is a film buff.
Alice is interested in Ford vehicles. Bob prefers Japanese cars.
Alice is interested in beauty. Bob works at Sephora.

Alice is interested in the Syrian War. Bob is a political scientist.
Alice and Bob are talking about Elon Musk.

Alice and Bob are discussing healthy foods. Alice is on a paleo diet.
Alice is a fan of Soren Kierkegaard.

Alice is interested in investing money. Bob is an investment banker.
Alice is interested in post-structuralism.

Alice is interested in baking. Bob has baked cakes and brownies before.
Alice likes to eat nuts.

Alice braids her hair. Bob is interested in learning how.

Alice is interested in growing vegetables.

Alice is learning about Martin Luther.

Alice is interested in paint brushes.

Alice is interested in stock trading.

Alice wants to install TV applications. Bob is helping her.

Alice is interested in history. History was Bob’s favorite school subject.
Alice is interested in feminism. Bob majored in gender studies.
Alice wants to hear Bob tell a joke.

Alice is interested in learning about modern artists.

Alice likes turtles. Bob has been scuba diving.

Alice likes the work of Anthony Trollope. Bob prefers modern literature.
Alice wants to go to Paris.

Alice likes bread. Bob’s favorite bread is a baguette.

Alice and Bob are talking about movie cast members.

Alice is a proponent of gay marriage. Bob is interested in learning more.
Alice and Bob are discussing the U.S. Senate.

Alice is interested in growing tomatoes.

Alice is interested in family issues.

Alice is interested in automative parts.

Alice is interested in bee life.

Alice’s favorite musician is Taylor Swift. Bob likes Ariana Grande.
Alice’s favorite hobby is biking. Bob prefers rock climbing.

Alice wants to get a juicer.

Alice likes visiting islands. Bob prefers hiking.

Alice is learning about the planets in school.

Alice likes to play Pokemon. Bob also likes Pokemon.

Table S22: Corresponding background information written for each of the subtopics found in the FITS dataset.
There is a mixture of prompts which only mention one speaker and prompts which mention two speakers. Every
synthetic conversation involves both speakers.
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Topic Conversation Recipe

Growing residential grass  Alice is interested in growing residential grass. Claire has a really neat yard.

Breakfast food Alice likes to try different breakfast foods. Bob loves waffles. Claire prefers pancakes.

music Alice likes music. Bob plays the viola. Claire played the violin in high school.

skincare Alice is interested in skincare. Bob has a great skincare routine. Claire wants to hear Bob’s

Planting flowers
Southern Ice Tea

herb garden

Hiking

Plant a garden

Italian food

book recommendations
anniversaries
Existential Psychology
The Outlander Series
camping gear

Movie

Ford Vehicles

Beauty

Syrian War

Elon Musk
Healthy foods
Soren Kierkegaard
investing money

Post-structuralism
baking

Nuts

braids

Growing vegetables
Martin Luther

paint brushes

Stock Trading

Install TV applications
History

Feminism

Tell a joke

artists

Turtles

Anthony Trollope

Paris

Bread

movie cast members
Gay Marriage

U.S. Senate
growing tomatoes
family issues
Automotive parts
Bee life

Taylor Swift

biking
Juicers
islands
Planets
Pokemon

routine.

Alice is interested in planting flowers. Bob has a nice garden. Claire has a vegetable garden.
Alice is interested in Southern Ice Tea. Bob has a great recipe. Claire loved trying Bob’s Southern
Ice Tea.

Alice is interested in planting an herb garden. Claire has some gardening tips.

Alice is going hiking tomorrow. Claire hates hiking.

Alice wants to plant a garden. Claire has a greenroom.

Alice likes Italian food. Claire prefers Asian food.

Alice is interested in book recommendations. Claire is a part of a book club.

Alice keeps track of all of her anniversaries. Claire is not well-organized.

Alice is interested in Existential Psychology. Claire is a psychologist by training.

Alice is interested in The Outlander Series. Claire has never seen the series.

Alice is looking for advice on camping gear. Bob works at REI. Claire loves the outdoors.
Alice is interested in movie recommendations. Bob is a film buff. Claire is also a film buff.
Alice is interested in Ford vehicles. Bob prefers Japanese cars. Claire prefers to drive a BMW.
Alice is interested in beauty. Bob works at Sephora. Claire is shopping with Alice.

Alice is interested in the Syrian War. Bob is a political scientist. Claire is studying modern
political theory.

Alice and Bob are talking about Elon Musk. Claire is a Tesla owner.

Alice and Bob are discussing healthy foods. Alice is on a paleo diet. Claire is a nutritionist.
Alice is a fan of Soren Kierkegaard. Claire is not familiar with Soren Kierkegaard.

Alice is interested in investing money. Bob is an investment banker. CLaire is an expert in
personal finance.

Alice is interested in post-structuralism. Claire is an expert on the subject.

Alice is interested in baking. Bob has baked cakes and brownies before. Claire wants to learn
how to bake.

Alice likes to eat nuts. Claire is allergic to peanuts.

Alice braids her hair. Bob is interested in learning how. Claire braids her hair every day.

Alice is interested in growing vegetables. Claire has a vegetable garden. Bob grows flowers.
Alice is learning about Martin Luther. Claire is a historian.

Alice is interested in paint brushes. Claire is a painter and has several suggestions.

Alice is interested in stock trading. Claire is a stock broker.

Alice wants to install TV applications. Bob is helping her. Claire is also good with technology.
Alice is interested in history. History was Bob’s favorite school subject. Claire is a historian.
Alice is interested in feminism. Bob majored in gender studies. Claire does not know much
about feminism.

Alice wants to hear Bob tell a joke. Claire is a stand-up comedian.

Alice is interested in learning about modern artists. Claire is a photographer.

Alice likes turtles. Bob has been scuba diving. Claire wants to try scuba diving.

Alice likes the work of Anthony Trollope. Bob prefers modern literature. Claire is not familiar
with much literature.

Alice wants to go to Paris. Claire has never been to Europe.

Alice likes bread. Bob’s favorite bread is a baguette. Claire loves to bake bread.

Alice and Bob are talking about movie cast members. Claire has seen a lot of movies recently.
Alice is a proponent of gay marriage. Bob is interested in learning more. Claire is an activist.
Alice and Bob are discussing the U.S. Senate. Claire is a politician.

Alice is interested in growing tomatoes. Claire has a large garden with many tomatoes.

Alice is interested in family issues. Claire is a therapist.

Alice is interested in automative parts. Claire is a mechanic.

Alice is interested in bee life. Claire is a beekeeper.

Alice’s favorite musician is Taylor Swift. Bob likes Ariana Grande. Claire does not like pop
music.

Alice’s favorite hobby is biking. Bob prefers rock climbing. Claire prefers archery.

Alice wants to get a juicer. Claire has a suggestion for a great juicer.

Alice likes visiting islands. Bob prefers hiking. Claire likes the beach.

Alice is learning about the planets in school. Claire is an astronomer.

Alice likes to play Pokemon. Bob also likes Pokemon. Claire prefers to play Stardew Valley.

Table S23: Triadic background information written for each of the subtopics given in the FITS dataset. Unlike
Table S22, each of these may include background information for up to three people.
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The following is a conversation between Alice and Bob about past travel experiences. Alice has been to Japan and Bob is considering flying there.
Alice: Hi!

Bob: Hey, how are you doing?

Alice: I'm doing well! I just got back from my vacation in Japan.

Bob: Wow that’s awesome! What did you think of it?

Alice: Japan was such an amazing place to visit!

Bob: Wow! What was your favorite part?

Alice: I really enjoyed the food in Tokyo.

Bob: Which airline did you take?

Alice: I flew using Japan Airlines.

The following is a conversation between Alice and Bob about their hobbies. Alice enjoys tennis and Bob likes playing soccer.
Alice: What do you like to do for fun?

Bob: I used to play soccer in college, so I still like to play for fun on the weekends!

Alice: That’s great. Soccer is a great way to stay in good shape.

Bob: I agree - it’s really good cardio. What about you?

Alice: I'love to play tennis. I've been taking lessons for a few months now!

Bob: Tennis is fun too!

The following is a conversation between Alice and Bob about their favorite movies. Bob loved the new Batman movie. Alice really liked watching Pride and Prejudice.
Alice: I just saw Pride and Prejudice for the fifth time!

Bob: That’s a lot of times! What do you like so much about that movie?

Alice: Well, as a teenager I really liked the book. But I just really loved Keira Knightley’s portrayal of Elizabeth.

Bob: I'see. I haven’t seen the movie myself. I prefer action films.

Alice: What’s your favorite action movie?

Bob: Hm, I really liked the Batman movie that just came out.

Alice: T haven’t seen it yet. I heard it got pretty good reviews.

The following is a conversation between Alice and Bob about their hometowns. Alice is from New York City. Bob grew up in Seattle.
Alice: Hello! How are you doing?

Bob: Hi, I'm doing great! What about yourself?

Alice: I'm doing well! Where are you from?

Bob: I'm originally from Seattle, but now I live in Palo Alto.

Alice: Oh cool! Ilive in Palo Alto too. Do you like Seattle or California more?

Bob: Well, Seattle is always going to be home for me. Even if the weather in California is nicer.

Alice: Haha, I get that! I miss New York City - there’s no place like home.

Bob: What is your favorite neighborhood of New York City?

Alice: I love going to Chelsea. The Highline has a great view, and Little Island is close by too! Have you ever been?
Bob: Unfortunately I have not. I have never been to the East Coast!

The following is a conversation between Alice and Bob about art. Alice’s favorite artist is Michelangelo. Bob does not know much about art.
Alice: Hi, how’s it going?

Bob: It’s going well, what about you?

Alice: I'm doing great! I've been really interested in art recently.

Bob: What got you interested in art?

Alice: Art can be so breathtaking!

Bob: I feel like I don’t know how to properly appreciate art, but certain pieces of artwork certainly look very complex.
Alice: Have you ever heard of Michelangelo?

Bob: I 'have heard of him, but I don’t know anything that he has created.

Alice: Michelangelo is really famous for his statue of David.

Bob: Huh? Who is David?

Alice: David is a Biblical figure who was a king of Israel. Michelangelo built a really magnificent statue of him in Florence.

The following is a conversation between Alice and Bob about drinks. Alice is a wine expert, whereas Bob prefers cocktails.
Alice: How are you doing?

Bob: Pretty great! I'm planning to go to a brewery this weekend.

Alice: Do you know much about alcohol?

Bob: Yeah, I really like beer! I drink a lot of IPAs.

Alice: Oh - what do you like about IPAs? I can’t get over the bitter taste.

Bob: Well, I don’t think it’s just bitter. Sometimes there are really interesting citrusy or herbal flavor notes.
Alice: I see. That kind of reminds me of wine tasting.

Bob: There’s definitely a lot of depth to it like there is with wine. Do you know much about wine?

Alice: Yeah, I took several classes on wine tasting back in the day. I really love Pinot Noir.

Bob: Oh I love red wines too.

Alice: Right? I love the dryness and fruity notes of Pinot Noir.

The following is a conversation between Alice and Bob about relationships. Bob recently got engaged.

Alice: Congrats on your engagement! When do you think you will have your wedding?

Bob: Thank you!! We're thinking of having it in November.

Alice: That’s amazing! Will you pick a fancy destination?

Bob: I wanted to! I was thinking of having it somewhere in Europe, but my partner and I ultimately decided we wanted to have it close to home so our friends could all make
it.

Alice: That’s a good point. My husband and I had similar thoughts when we were planning our wedding.

Bob: What did you plan in the end?

Alice: We had a small ceremony in my hometown!

The following is a conversation between Alice and Bob about their jobs. Alice works in the financial industry and Bob is a musician.
Alice: I'm so burnt out from my work! I just want to quit already!

Bob: Whoa - what do you do for work?

Alice: I'm an investment banker. It’s been four years at this company and I'm absolutely exhausted.

Bob: That sounds intense. Is there anything you actually like about the job?

Alice: Well, the money is good.

Bob: It sounds like you could use a break. Maybe you could use some of that money to go travel.

Alice: I really want to go to South America, but I don’t have a lot of time.

The following is a conversation between Alice and Bob about their pets. Alice has a dog and Bob prefers cats.

Alice: Do you have any pets?

Bob: No, but I really want to get a cat.

Alice: What, why a cat? Cats seem so boring. They never want to play.

Bob: Yeah, but cats are so cute! They also are a lot easier to take care of. They can clean themselves. What do you prefer?
Alice: Well, I have a dog. He is a corgi and his name is Bo.

Bob: Aww that’s cute! I'm not usually a dog person, but corgis are adorable.

Alice: Haha, thank you! Bo is a really friendly dog.

Bob: How old is he?

Alice: Bo is one year old now.

The following is a conversation between Alice and Bob about grocery shopping. Alice has a shopping list for Bob.

Alice: Could you run to the grocery store and pick up some bananas for me?

Bob: Will do - how many do you need?

Alice: Oh, I don’t know, maybe ten bananas. I'm planning to make banana bread, but I also want to save some for us to eat at home.
Bob: That sounds delicious! I'll head out in a second. Is there anything else you need?

Table S24: Handwritten conversation examples of varyiggéength. In-context examples are randomly sampled from
this pool and used as part of a prompt for dyadic conversation generation.



The following is a conversation between Alice and Bob and Claire about past travel experiences. Alice has been to Japan and Bob is considering flying there. Claire has been to Taiwan and
Korea, but not Japan.

Alice: Hi!

Bob: Hey, how are you doing?

Alice: I'm doing well! T just got back from my vacation in Japan.

Bob: Wow that’s awesome! What did you think of it?

Alice: Japan was such an amazing place to visit!

Claire: Wow, I've always wanted to visit Japan!

Bob: What was your favorite part?

Alice: I really enjoyed the food in Tokyo. I had the best sushi of my life!
Bob: Which airline did you take?

Alice: I flew using Japan Airlines.

Claire: How expensive are tickets these days?

The following is a conversation between Alice and Bob about their hobbies. Alice enjoys tennis and Bob likes playing soccer. Claire plays football.
Alice: What do you like to do for fun?

Bob: I used to play soccer in college, so I still like to play for fun on the weekends!

Claire: Oh wow! Did you play varsity soccer?

Bob: Yeah, I was a four-year starter!

Alice: That’s great. Soccer is a great way to stay in good shape.

Bob: I agree - it’s really good cardio. What about you all?

Claire: I'm in a flag football league! We play every Saturday afternoon.

Alice: I'love to play tennis. I’ve been taking lessons for a few months now!

Bob: Cool, football and tennis are fun too!

The following is a conversation between Alice and Bob and Claire about their favorite movies. Claire is looking for movie recommendations. Bob loved the new Batman movie. Alice really
liked watching Pride and Prejudice.

Alice: I just saw Pride and Prejudice for the fifth time!

Claire: Would you recommend watching it? I’ve never seen it!

Bob: Yeah, five times is a lot of times! What do you like so much about that movie?

Alice: Well, as a teenager I really liked the book. But I just really loved Keira Knightley’s portrayal of Elizabeth.

Bob: I'see. I haven’t seen the movie myself. I prefer action films.

Alice: What’s your favorite action movie?

Bob: Hm, I really liked the Batman movie that just came out.

Alice: I haven’t seen it yet. I heard it got pretty good reviews.

The following is a conversation between Alice and Bob and Claire about their hometowns. Alice is from New York City. Bob grew up in Seattle. Claire is from Boston and would like to visit
New York City.

Alice: Hello! How are you doing?

Claire: I'm doing good!

Bob: Hi, I'm doing great! What about yourself?

Alice: I'm doing well! Where are you both from?

Claire: I'm from Boston! I'm just visiting the Bay Area.

Bob: I'm originally from Seattle, but now I live in Palo Alto.

Alice: Oh cool! I live here in Palo Alto. Do you like Seattle or California more?

Bob: Well, Seattle is always going to be home for me. Even if the weather in California is nicer.

Alice: Haha, I get that! I miss New York City - there’s no place like home.

Claire: Oh you’re from New York? I’ve always wanted to visit!

Bob: Me too! What is your favorite neighborhood of New York City?

Alice: I love going to Chelsea. The Highline has a great view, and Little Island is close by too! Have you ever been?
Bob: Unfortunately I have not. I have never been to the East Coast!

The following is a conversation between Alice and Bob and Claire about art. Alice’s favorite artist is Michelangelo. Bob does not know much about art. Claire is a painter.
Alice: Hi, how’s it going?

Bob: It’s going well, what about you?

Alice: I'm doing great! I've been really interested in art recently.

Claire: Oh that’s great to hear! I love art as well.

Bob: What got you interested in art?

Alice: Art can just be so breathtaking!

Bob: I feel like I don’t know how to properly appreciate art, but certain pieces of artwork certainly look very complex.
Alice: Have you ever heard of Michelangelo?

Bob: I have heard of him, but I don’t know anything that he has created.

Claire: Michelangelo has some truly magnificent paintings, such as The Creation of Adam.

Alice: Michelangelo is also really famous for his statue of David.

Bob: Huh? Who is David?

Alice: David is a Biblical figure who was a king of Israel. Michelangelo built a really magnificent statue of him in Florence.

The following is a conversation between Alice and Bob and Claire about drinks. Alice is a wine expert, whereas Bob prefers cocktails. Claire likes to drink beer.
Alice: How are you doing?

Bob: Pretty great! I'm planning to go to a brewery this weekend.

Alice: Do you know much about alcohol?

Bob: Yeah, I really like beer! I drink a lot of IPAs.

Claire: Oh, beers are my favorite type of drink! I can really appreciate the taste of a good IPA.

Alice: Oh - what do you like about IPAs? I can’t get over the bitter taste.

Bob: Well, I don’t think it’s just bitter. Sometimes there are really interesting citrusy or herbal flavor notes.
Claire: Yeah, there’s a whole science to the hops used in making IPAs!

Alice: I see. That kind of reminds me of wine tasting.

Claire: The science behind tasting is similar for sure.

Bob: I agree, there’s definitely a lot of depth to it like there is with wine. Do you know much about wine?
Alice: Yeah, I took several classes on wine tasting back in the day. I really love Pinot Noir.

Bob: Oh I'love red wines too.

Alice: Right? I love the dryness and fruity notes of Pinot Noir.

Table S25: Triadic conversation recipes written for each of the “generic topics” given in the FITS dataset. These
conversation recipes are included after the in-context examples when prompting PLMs to generate synthetic
conversations. Unlike Table S22, each of these conversation recipes may include background for up to three people.
Continued in Table S26.
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The following is a conversation between Alice and Bob and Claire about relationships. Bob recently got engaged.
Alice: Congrats on your engagement!

Claire: Yes, congrats! When do you think you will have your wedding?

Bob: Thank you! We’re thinking of having it in November.

Alice: That’s amazing! Will you pick a fancy destination?

Bob: I wanted to! I was thinking of having it somewhere in Europe, but my partner and I ultimately decided we wanted to have
it close to home so our friends could all make it.

Claire: Oh wow, that is very considerate of you.

Alice: Yeah, that’s a good point. My husband and I had similar thoughts when we were planning our wedding.
Bob: What did you plan in the end?

Alice: We had a small ceremony in my hometown!

Claire: It turned out nicely! It was such a beautiful ceremony.

The following is a conversation between Alice and Bob and Claire about their jobs. Alice works in the financial industry and
Bob is a musician. Claire is an architect.

Alice: I'm so burnt out from my work! I just want to quit already!

Bob: Whoa - what do you do for work?

Alice: I'm an investment banker. It’s been four years at this company and I’'m absolutely exhausted.
Bob: That sounds intense. Is there anything you actually like about the job?

Alice: Well, the money is good.

Claire: That doesn’t sound like a healthy relationship with your job!

Bob: It sounds like you could use a break. Maybe you could use some of that money to go travel.
Alice: 1 really want to go to South America, but I don’t have a lot of time.

Claire: Don’t you have vacation days? I think breaks are important.

Alice: Yes, but I really want to get promoted this year.

The following is a conversation between Alice and Bob and Claire about their pets. Alice has a dog and Bob prefers cats. Claire
has a pet hamster.

Alice: Do you have any pets?

Claire: I have a pet hamster! He is so adorable. What about you two?

Bob: I don’t, but I really want to get a cat.

Alice: What, why a cat? Cats seem so boring. They never want to play.

Bob: Yeah, but cats are so cute! They also are a lot easier to take care of. They can clean themselves. What do you prefer?
Alice: Well, I have a dog. He is a corgi and his name is Bo.

Claire: That’s so adorable! How old is he?

Alice: He just turned one!

Bob: Aww that’s cute! I’'m not usually a dog person, but corgis are adorable.

Alice: Haha, thank you! Bo is a really friendly dog.

The following is a conversation between Alice and Bob and Claire about grocery shopping. Alice has a shopping list for Bob.
Claire is helping Alice cook at home.

Alice: Could you run to the grocery store and pick up some bananas for me?

Bob: Will do - how many do you need?

Alice: Oh, I don’t know, maybe ten bananas. We are planning to make banana bread, but I also want to save some for us to eat
at home.

Bob: That sounds delicious! I’ll head out in a second. Is there anything else you need?

Claire: Oh, could you also pick up some more eggs? I think we’re running low here.

Table S26: Triadic conversation recipes written for each of the “generic topics” given in the FITS dataset continued
from Table S25.
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