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Abstract

Recently, we can obtain a practical abstrac-
tive document summarization model by fine-
tuning a pre-trained language model (PLM).
Since the pre-training for PLMs does not con-
sider summarization-specific information such
as the target summary length, there is a gap
between the pre-training and fine-tuning for
PLMs in summarization tasks. To fill the gap,
we propose a method for enabling the model
to understand the summarization-specific infor-
mation by predicting the summary length in
the encoder and generating a summary of the
predicted length in the decoder in fine-tuning.
Experimental results on the WikiHow, NYT,
and CNN/DM datasets showed that our meth-
ods improve ROUGE scores from BART by
generating summaries of appropriate lengths.
Further, we observed about 3.0, 1,5, and 3.1
point improvements for ROUGE-1, -2, and -
L, respectively, from GSum on the WikiHow
dataset. Human evaluation results also showed
that our methods improve the informativeness
and conciseness of summaries.

1 Introduction

Current abstractive summarization models mostly
utilize pre-trained language models (PLMs) (Liu
and Lapata, 2019; Dou et al., 2021; Liu and Liu,
2021; Narayan et al., 2021; Liu et al., 2022a). Ab-
stractive document summarization requires an en-
coder to determine the important parts in an input
text and a decoder to output a non-redundant sum-
mary of the appropriate length relevant to the input.
Thus, the characteristics required for an abstractive
summarization model differ from those required as
a language model, and are not usually considered
in the pre-training for PLMs (Devlin et al., 2019;
Zhang et al., 2019; Lewis et al., 2020). Hence,
we need to fine-tune a PLM with a summariza-
tion dataset to treat it as an abstractive summariza-
tion model. Unlike training a randomly initialized
model, this fine-tuning maintains and inherits the
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Figure 1: Overview of our methods. The length pre-
diction layer predicts the summary length. The length-
fusion positional encoding layer controls the decoder to
generate a summary of the appropriate summary length.

parameters learned as an original language model.
Therefore, to learn an abstractive summarization
model by fine-tuning a PLM, it is necessary to sup-
press its characteristics as a language model while
enabling it to learn the unique properties of abstrac-
tive summarization.

For this purpose, we propose two regularization
methods for fine-tuneing a PLM to learn abstrac-
tive summarization. Figure 1 shows an overview
of our methods. The first method is a regulariza-
tion method that uses the encoder’s hidden states
to predict the length of an output summary. When
the length is not given for a summary to be gen-
erated, we believe it is difficult to determine what
volume of important key contents to select from
the original document. Thus, fixing the length for a
summary can make it easier to select key contents
for it. We think humans can also create more in-
formative and concise summaries when a summary
length is given. The system should also be better
trained for selecting key contents in the original
document for a summary in case when it can be
provided with the length of the summary.

The second method provides the decoder with
the length predicted by the first method and enables
it to learn to output a summary of the length. In
addition to regularizing the training of the decoder,
this method reduces the search space by searching
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only for summaries of the appropriate length dur-
ing generation, and so it is expected to produce a
concise and informative summary. Although there
have been studies on adjusting the output length of
summaries, they have focused on controlling the
output length for a given desired length (Kikuchi
et al., 2016; Liu et al., 2018; Takase and Okazaki,
2019; Makino et al., 2019; Saito et al., 2020; Yu
etal., 2021)." We incorporate a target-length pre-
diction task to the encoder side and then inject the
predicted length to the decoder side to generate the
final summary.

In an evaluation on the WikiHow, NYT, and
CNN/DM datasets, our methods improve the
ROUGE scores of BART with appropriate lengths
of summaries. On the WikiHow dataset, the perfor-
mance improvement reached about 3.0, 1,5, and 3.1
points for ROUGE-1, -2, and -L, respectively, from
GSum. Human evaluation results also showed that
our methods enable the fine-tuning for a PLM to
generate informative and concise summaries.

Our contributions are as follows: (1) We propose
a regularization method that uses the encoder’s hid-
den states by predicting the length of a summary.
(2) We propose a regularization method that re-
duces the search space by injecting the predicted
length of a summary. (3) Both automatic and hu-
man evaluation results show that our novel model
that combines (1) and (2) can generate a summary
closer to its gold summary length by improving
informativeness.

2  Our Methods

We apply our regularization methods to a
transformer-based (Vaswani et al., 2017) PLM to
generate a summary from a given document.

2.1 Predicting Summary Length

We impose summary-length prediction on the en-
coder during fine-tuning to make it easier for the
encoder to determine how much important infor-
mation the given document contains. The en-
coder converts a sequence of n tokens in a doc-
ument x = {x1,x9,...,2,} into hidden states
{h1, hg,...,h,}. Note that h,, is a hidden state
of an end-of-document symbol z,,.

Then, we propose the length-prediction layer by
using h, and a 2-layer feed-forward neural net-
work u to predict the summary length, which is the

"Previous work assumes the desired length is given.

number of subwords in the summary, as follows:
epred = u(hn) (D

After that, by using the root-mean-square error
(RMSE), the regularization loss for the encoder
Lien 18 calculated as follows:

ﬁlen = (gpred - Egold)2a (2)
where {444 is the gold length of the target sum-
mary.

2.2 Generating a Summary with the Predicted
Length

We provide the decoder with the predicted sum-
mary length to generate a concise summary of the
appropriate length relevant to the given document.
To encode the information of the predicted
length into the decoder while keeping its pre-
trained information, we insert our Length-Fusion
Positional Encoding layer (LFPE), which is a
transformer layer, before the decoder. Our LFPE
consists of the length-ratio positional encoding
(LRPE) (Takase and Okazaki, 2019) and a trans-
former layer. LRPE converts the position informa-
tion of an output token ¥, at time ¢ to a continu-
ous vector p; with considering the predicted length

Lpreq as follows:
B {sm(t/g;;/j;m) (i =0 (mod 2))

3
(i =1 (mod 2)), )

cos(t/ (")
where dim is the dimension size of the embedding.
Then, the transformer layer converts
{p1,p2,...,pt} into By = {e1,es,....,e;} at a
decoding time-step . When adopting LFPE, we
replace the original sinusoidal positional encoding
of the pre-trained decoder with F;. After that, the
decoder calculates the output probability of y; as
P(yt|yt—17 YL, X, Epred)-
Finally, the regularization loss for the decoder
L gen is calculated as follows:

m
£gen :_Z log P(yt|yt717' YL, X, Zpred)a 4)
t=1

where m is the number of tokens in the target sum-
mary. Note that we replace £,,..q With £4,4 in the
decoder during training.
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Dataset Training Valid Test
WikiHow 168,126 (47.2) 6,000 (45.2) 6,000 (45.4)
NYT 44,382 (28.9) 5,523 (31.2) 6,495 (30.9)

CNN/DM 287,084 (20.5) 13,367 (25.1) 11,490 (22.0)

Table 1: Statistics of document summarization datasets.
The value in parentheses indicates the variance of target
summary lengths.

Model R-1 R-2 RL VAR AVG
WikiHow

PEGASUS| arcE* 43.06 1971 4135

GSum* 41.74 1773 40.09 -

GSum 42.04 1803 4047 138 613
BART 42.05 1806  40.50 134 575
BART W/ Rene 4468" 19487 43317 0987 515
BART W/ Renctdec ~ 45.021  19.537 43.567 0.827 544

NYT
GSum 57.63 3774 4199 162 1518
BART 5732 3763 4188 155 1493
BART w/ Ronc 5750 3767 4192 1437 1468
BART W/ Renctdee  58.521 38.657  43.48"  0.89T 1299
CNN/DM

PEGASUSLarcE* 44.17 2147 4LI1

GSum* 4594 2232 4248 -

GSum 4579 2221 4237 076 697
BART 44.48 2141 4119 078 707
BART w/ Renc 4459 2140 4107 0597 643
BART W/ Rencdec ~ 44.65 2160 4125 036" 510

Table 2: Experimental results on WikiHow, NYT, and
CNN/DM. § indicates the improvement is significant
(»<0.05) compared with the best baseline score (under-
lined) on each dataset. * indicates the reported score in
the original paper. AVG indicates the average generated
summary length.

2.3 Objective Function

To balance the encoder and decoder regularization,
we sum the two losses through a hyperparameter A
for calculating the final loss as follows:

L= Egen + A £len- (5)

3 Experiments

3.1 Experimental Settings

Datasets: We used WikiHow (Koupaee and
Wang, 2018) in the knowledge base domain and
NYT? (Sandhaus, 2008) and CNN/DM (Hermann
et al., 2015) in the news domain. Table 1 shows the
dataset statistics.

Evaluation Metrics: We used F-scores of ROUGE-
1 (R-1), -2 (R-2), and -L (R-L) in our experi-
ments. To evaluate the quality of the predicted
length and the length-controllability, we employed

Detailed pre-processing steps are described in Appendix
A.

the length variance (VAR): VAR = 0.001 x
% Y iy |Vpred — Yeold|, Where yp,cq is the length
of the generated summary and y40;4 is the length of
the reference summary in word level, respectively.
Compared Methods: We used BART-large (Lewis
et al., 2020) for constructing baselines and our mod-
els by following the previous work (Dou et al.,
2021). The proposed models are as follows. BART
w/ Renc employs our method only for the en-
coder in §2.1. BART w/ Renctdec €mploys our
methods both for the encoder and the decoder.
The baseline models are as follows. BART and
PEGASUS (Zhang et al., 2019) are the original
pre-trained BART and PEGASUS. GSum (Dou
et al., 2021) is a BART-based combination model
that utilizes extracted sentences as a guidance sig-
nal to consider extractive aspects for a summary.
For the guidance signal, it uses the MatchSum
model (Zhong et al., 2020).

We followed the hyperparameters of BART and
GSUM for training and testing the baselines and
our models. We set A to 0.1, 0.05, and 0.05 for
WikiHow, NYT, and CNN/DM, respectively, on the
basis of validation performances.>

3.2 Automatic Evaluation

The results are shown in Table 2. We can see that
both of our models, BART w/ R, and BART
W/ Renc+dec, sShowed significant improvement in
ROUGE scores over BART on WikiHow. These
scores were higher than the combination model
of GSUM and PEGASUS (Zhang et al., 2019),
which yields the current best results reported on
WikiHow. We analyzed relations between lengths
and ROUGE scores. When our BART w/ Renc-dec
predicted summary lengths closer to gold summary
lengths than BART, 95.4% of generated summaries
from ours obtained higher R-1 scores than BART.
In addition, VAR and AVG scores show that our
models can generate summaries closer to the gold
summary lengths and can actually reduce the search
space in decoding steps. These results indicate
that the proposed methods enable BART to gen-
erate highly abstractive summaries of appropriate
lengths.

We can also confirm that the proposed meth-
ods improved summarization performance over
BART on NYT# and CNN/DM. We can also see that

3Further details are described in Appendix B.

*There is no reported result for PEGASUS on NYT. For
GSum, since the pre-processing could not be made identical,
the reported and our scores were a bit different.
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Model WikiHow CNN/DM
Info Con Info Con
GSUM - - 397 402
BART 400 422 398 402
BART W/ Rencrdec 4097 419 4.057  4.07

Table 3: Human evaluation results. The notations are

the same as in Table 2.

our model BART w/ Repetdec Showed significant
improvement in ROUGE scores over GSUM on
NYT. Although GSUM outperformed our BART w/
Renc+dec in ROUGE scores on CNN/DM, it could
generate summaries closer to the gold summary
lengths.

Thus, we tried to investigate what types of
datasets our methods can work better on and found
that the variance of reference summary lengths
might be related to the performance of our models.
Based on the observations from Tables 1 and 2,
our BART w/ Renctdec can largely improve per-
formances on summarization datasets with a high
variance of summary lengths, such as WikiHow and
NYT.

3.3 Human Evaluation

For human evaluation, we sampled 100 documents
each from WikiHow and CNN/DM. By using Ama-
zon Mechanical Turk, we assigned 40 evaluators
who obtained both US high school and US bache-
lor’s degrees to each dataset for grading the results
with scores from 1 to 5 (5 is the best) in terms of
informativeness (Info) and conciseness (Con).

Table 3 shows the results. These results indicate
that BART w/ Renctdec generated more informa-
tive summaries than BART, that is consistent with
the results from the automatic evaluation. In some
cases, the generated summaries with BART are just
short summaries on WikiHow due to a high vari-
ance of reference summary lengths, and so the Con
score is slightly lower than the one for BART w/
Renc+dec- However, BART w/ Repctdec Yields the
best overall Info and Con scores, which shows our
regularization methods are essential for fine-tuning
a PLM to learn abstractive summarization models.
We also evaluated GSUM together. BART attained
a 0.01 better score for Info than GSUM even on
CNN/DM since GSUM focuses on generating faithful
summaries with injecting outputs from an extrac-
tive summarization model.

We investigated the tendency of the length of
generated summaries. Figure 2 shows the relation-
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WikiHow dataset

Model
Gold Summary
BART
BART W/ Renc + Raec
LFPE (Gold)

200

o
S

Generated lengths
<)
o

3]
S

[0, 40) [40,80)  [80, 120)

Target lengths

[120,160)  [160, Inf)

Figure 2: For x-axis, we divided the gold target lengths
into 5 bins with 40 words interval. Y-axis indicates the
length of generated summaries.

BART use this method if you have a digital multimeter with a
diode check function. set your multimeter to resistance mode.
plug the leads into the correct ports. disconnect the diode from
the circuit. touch the leads in the forward-bias direction. lower
the resistance range if the result is 0. test the resistance in the
reverse direction. test a new diode or a working diode.

BART W/ Renctdec set your multimeter to resistance mode.
plug the leads into the multimeter. disconnect the diode from the
circuit. touch the leads in the forward-bias direction. test in the
reverse direction. try a new diode.

Gold use this method when necessary. set your multimeter to
resistance mode. plug in the leads. disconnect the diode.
measure the forward bias. measure the reverse bias. compare to
a working diode.

Table 4: Example summaries generated from BART w/
Renctdec; BART, and gold summaries on WikiHow.

ship between gold and generated summary lengths
for each model. We used WikiHow because it con-
tains various target summary lengths. When we
injected the gold summary length, the length of
generated summaries from LFPE (Gold) was al-
most the same as the gold summaries. These re-
sults indicate that LFPE can precisely control var-
ious output lengths.> In addition, generated sum-
mary lengths from BART w/ Renc4dec Show that
the length-prediction layer can also predict various
target summary lengths.

Table 4 shows example generated summaries
with BART w/ Renctdec, BART, and gold sum-
maries on WikiHow. The summary length predic-
tion is essential for creating an informative and
concise summary that is closer to the gold sum-
mary length.

4 Related Work

In summary length control, previous work mostly
focuses on controlling models for generating sum-
maries with a predefined length (Kikuchi et al.,

SFurther details are described in Appendix C.



2016; Liu et al., 2018; Takase and Okazaki, 2019;
Makino et al., 2019; Saito et al., 2020; Yu et al.,
2021). Our work is novel because it enables a
model dynamically predicts the appropriate sum-
mary length from the input text without relying on
any predefined length.

From the viewpoint of regularization, we can see
such a regularization term like L;.,, in recent works
of summarization tasks. Kamigaito et al. (2018);
Kamigaito and Okumura (2020) in sentence com-
pression and Ishigaki et al. (2019) in extractive
document summarization incorporate dependency
tree information into the attention (Kamigaito et al.,
2017). Hsu et al. (2018) integrate extractive and ab-
stractive summarization. MatchSum (Zhong et al.,
2020) considers the semantic similarity between a
document and its extracted summary. BRIO (Liu
et al., 2022a) takes multiple similar abstractive
summaries into account by contrastive learning in
sequence-to-sequence (Edunov et al., 2018). Dif-
ferent from these works, our approach focuses on
summary lengths through L;.,, and can be incorpo-
rated into these works by adding L;,, to their loss
function.

5 Conclusion

To fine-tune a pre-trained language model for ab-
stractive document summarization, we proposed a
regularization method that uses the encoder’s hid-
den states to predict the length of an output sum-
mary. We also proposed LFPE, that focuses on gen-
erating a summary with a given target length while
keeping pre-trained information of the transformer-
based model. We used LFPE to regularize the de-
coder during training to generate a summary with
the predicted length.

Automatic evaluation results showed that the
proposed methods enable BART to generate sum-
maries of appropriate lengths while improving
ROUGE scores. Human evaluation results also
showed that the proposed methods enable BART to
generate more informative and concise summaries.

6 Limitations

Although our models can largely improve perfor-
mances on datasets with a high variance of sum-
mary lengths, the gain was small for datasets with a
low variance of summary lengths. In the future, we
will consider external resources to predict a sum-
mary length for the datasets with a low variance of
target summary lengths. We plan to form document

clusters based on each topic since different topics
may have different reference lengths. We believe
this may improve performances for the datasets
with a low variance of summary lengths.
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A Statistics of the datasets

NYT dataset consists of articles from the New
York Times and the associated summaries.® we
followed the previous preprocessing step and split-
ting (Kedzie et al., 2018). There are two types of
the reference summaries, which are archival ab-
stracts and online teaser meants. From this collec-
tion, we take all articles that have a concatenated

summary length of at least 100 words.

B Model details

We introduce the detailed information of the base-
line and our models.

We used Fairseq7 (Ott et al., 2019) for the model
implementation. As the pretrained weight, we used
bart-large in huggingface®. We used the original
implementation for GSum’. We ran training for
the models on two NVIDIA Tesla V100 with the
multi-GPU setting. As described in the experimen-
tal settings, all hyperparameters were the same as
for the large-scale BART in Lewis et al. (2020).
Hyperparameter A was set to 0.1, 0.05 and 0.05
for the WikiHow, CNN/DM, and NYT datasets, re-
spectively, on the basis of validation performances.

6https ://catalog.1ldc.upenn.edu/LDC2008T19

7https ://github.com/pytorch/fairseq

8https ://huggingface.co/facebook/bart-large

https://github.com/neulab/guided_
summarization

Model R-1 R-2 R-L VAR

GOLC* (Makino et al., 2019) 3827 1622 3499 5.3
PALUS* (Yu et al., 2021) 39.82  17.31 3620  0.01
LPAS* (Saito et al., 2020) 4323 2046  40.00 -
PtLAAM* (Liu et al., 2022b) 4417  20.63  40.97

BART 4448 2141 4119 078
LRPE (Takase and Okazaki, 2019)  45.67 22.11 4220  0.03
LEPE (Our) 45937 2230 42447 0.03

Table 5: Experimental results on CNN/DM with using the
gold summary length information. The notations are the
same as in Table 2.

A Generated Summary

+1  She and her husband are celebrating their 10th wed-
ding anniversary.

0  She and her husband are celebrating their 10th an-
niversary.

-1 She and her husband are now married 10 years.

Table 6: Example summaries generated from BART
with LFPE for different lengths on CNN/DM. A = +1/—
1 indicates the injected length is larger/smaller than the
gold summary.

C Length-controllability

We investigated the length-controllability of our
LFPE in §2.2 by comparing it with the original
BART and LRPE. We also compared these meth-
ods with the previously reported scores of GOLC,
PALUS, LPAS, and PtLAAM. We used CNN/DM
and gave the gold summary length to the models
by following the previous work. The results in
Table 5 show that LFPE outperformed other meth-
ods in terms of ROUGE scores and VAR. Thus,
our LFPE can control the output summary length
while keeping ROUGE scores and outperform the
state-of-the-art length-controllable methods.

Next, we analyzed the effect of length-
controllability in actually generated summaries in
CNN/DM. Table 6 shows example generated sum-
maries with injecting different lengths into LFPE.
In this example, when there is no possibility of
dropping a subword, our model paraphrases “10th”
to “10” while maintaining the informativeness and
grammaticality. From this observation, we can
understand that our LFPE controls the summary
length through subword-based paraphrasing, which
is supported by the decoder’s ability of abstraction.

624


https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://proceedings.neurips.cc/paper/2017/file/3f5ee243547dee91fbd053c1c4a845aa-Paper.pdf
https://doi.org/10.18653/v1/2021.findings-acl.31
https://doi.org/10.18653/v1/2021.findings-acl.31
https://doi.org/10.18653/v1/2021.findings-acl.31
http://arxiv.org/abs/1912.08777
http://arxiv.org/abs/1912.08777
https://doi.org/10.18653/v1/2020.acl-main.552
https://doi.org/10.18653/v1/2020.acl-main.552
https://catalog.ldc.upenn.edu/LDC2008T19
https://github.com/pytorch/fairseq
https://huggingface.co/facebook/bart-large
https://github.com/neulab/guided_summarization
https://github.com/neulab/guided_summarization

