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Abstract

Assessing the quality of an argument is a com-
plex, highly subjective task, influenced by het-
erogeneous factors (e.g., prior beliefs of the an-
notators, topic, domain, and application), and
crucial for its impact in downstream tasks (e.g.,
argument retrieval or generation). Both the
Argument Mining and the Social Science com-
munity have devoted plenty of attention to it,
resulting in a wide variety of argument qual-
ity dimensions and a large number of anno-
tated resources. This work aims at a better
understanding of how the different aspects of
argument quality relate to each other from a
practical point of view. We employ adapter-
fusion (Pfeiffer et al., 2021) as a multi-task
learning framework which a) can improve the
prediction of individual quality dimensions by
injecting knowledge about related dimensions
b) is efficient and modular and c¢) can serve
as an analysis tool to investigate relations be-
tween different dimensions. We conduct ex-
periments on 6 datasets and 20 quality dimen-
sions. We find that the majority of the dimen-
sions can be learned as a weighted combination
of other quality aspects, and that for 8 dimen-
sions adapter fusion improves quality predic-
tion. Last, we show the benefits of this ap-
proach by improving the performance in an ex-
trinsic, out-of-domain task: prediction of mod-
erator interventions in a deliberative forum.

1 Introduction

Although people have been dealing with the art
of persuasion since ancient times, there are many
answers to the question of what constitutes a good
argument or good argumentation, and none can be
considered the best: the quality of arguments is
complex, subjective and depends on the context in
which the quality is assessed and on the prerequi-
sites (attitudes and values) of the one who judges
it. Despite the high complexity of this task, a con-
siderable research effort has been done to automat-
ically model argument quality in different contexts

(Wachsmuth et al., 2017a) due to its usefulness in
downstream applications, such as automatic writ-
ing assistants (Wambsganss et al., 2020), argument
extraction (Alshomary et al., 2021) and generation
(Gurcke et al., 2021). Social Science offers an-
other whole field of theories and definitions about
argument quality in which the focus is usually not
only on the argument itself but on the discussion
between participants thus emphasizing the deliber-
ative goal of the discourse (Gerber et al., 2018).

These two research communities, Argument
Mining (AM) and Deliberative Theory (DT), have
not only produced different theories of argument
quality, but also a number of annotated datasets on
the basis of which the models for the automatic
assessment can be (or have been) trained. In both
AM and DT, argument quality (AQ) and its Social
Science counterpart, deliberative quality (DQ) are
broken down into finer-grained dimensions. Such
dimensions map, for example, whether an argu-
ment is logically constructed (micro-level), or con-
structive in the context of an overall discussion
(macro-level). However, neither individual quality
dimensions, nor an aggregated score can do justice
to the complexity of this concept. Besides, a model
that represents different aspects but has only been
trained on one dataset will reproduce data-specific
biases and may be less robust on other domains.

Multi-task learning (in this work, each quality
dimension, e.g., logical cogency, clarity, persua-
siveness, is a task), and the training data drawn
from different datasets are a solution, as they al-
low to integrate the different dimensions and data
sources from the two research communities. We
propose to implement it using adapters (Houlsby
et al., 2019), modules added between the layers of
a transformer model. Differently from fine-tuning
of the full model, adapters allow to use a minimal
amount of parameters while still achieving good
performance. Differently from standard multi-task
learning, adapters do not require all the tasks to be
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learnt simultaneously, but they can be learnt as spe-
cific modules that can also be combined (fused or
stacked). The modular design of the adapters then
allows for flexible composition of the individual
quality aspects and thus can be used in various con-
figurations; this property facilitates future research
of argument quality in different domains and lends
itself as tool for the investigation of the relation-
ship between different quality dimensions, both
within and across disciplines. We experiment with
6 datasets containing AQ and DQ annotations, for
a total of 20 dimensions (AQ:8; DQ: 12) covering
a wide range of logical, rhetorical and dialectical
aspects and a variety of domains and topics. Our
work proceeds in two steps.

In the first step, we employ adapter fusion to
learn a target dimension as a weighted combination
of single-task adapters (e.g., clarity as a combina-
tion of cogency and effectiveness). We improve
the results with respect to single-task learning on
8 dimensions out of 20 in a low-resource scenario.
Furthermore, fusion activation patterns provide us
a tool to investigate the relationship between differ-
ent quality dimensions.

In the second step, we employ quality adapters
for a new task on a new dataset: predicting that a
post in a deliberative forum needs moderation (Park
etal., 2012). A fusion based on quality adapters is
compared to baseline and full fine-tuning, outper-
forming both. Moreover, our analysis shows that
in solving the task, the models exploit information
from all major quality sub-categories. Crucially for
the downstream application, casting moderation
prediction as a fusion of quality adapters allows us
to provide recommendation explained along spe-
cific quality dimensions (e.g., "this comment has
major issues with the logical side of argumentation
and it is disrespectful").

The contributions of this paper are at multiple
level: a) at the level of task and methods, this is the
first work which employs adapters for finer-grained
AQ dimensions; b) at the conceptual/theoretical
level, we make a first step in the integration of
theories of AQ and DQ, bridging between the an-
notations produced by the two communities and
proposing adapter activation as a tool to empirically
compare the conceptual core shared by AQ and DQ
dimensions c) at the level of application, we show
that quality adapters can support the task of pre-
dicting moderation of user comments, additionally
contributing a theory-based explanation layer.

2 Related Work

Argument Quality Much work on automatic
modeling and annotation of argument quality (AQ)
in the Argument Mining community focuses ei-
ther on a specific aspect of quality (e.g. argument
relevance (Wachsmuth et al., 2017b), sufficiency
(Stab and Gurevych, 2017)) or a more general no-
tion of argument quality based on human intuition
(Habernal and Gurevych, 2016). Wachsmuth et al.
(2017a) proposes a holistic taxonomy based on dif-
ferent theories of argument quality, inspired from
rhetoric and linguistics, which divides AQ into
three main sub-categories. The logical dimension
measures whether an argument has premises and a
valid conclusion (cogency) thus takes the content
and structure of a single argument into account.
The rhetorical dimension (effectiveness) measures
the persuasiveness of the argument and takes into
account how it is presented (style, emotional ap-
peal). The dialectical dimension (reasonableness)
plays a more important role in the context of a dis-
course and reflects whether an argument is valid
towards a universal audience (e.g. whether the rea-
soning is based on values generally accepted by
the society) or whether it is constructive in help-
ing to resolve issues. Wachsmuth et al. (2017a)
construct a corpus consisting of 302 arguments an-
notated with the three core and 15 sub-dimensions.
Wachsmuth and Werner (2020) investigate which
linguistic features are predictive of the fine-grained
dimensions and which of the dimensions can be
automatically assessed based on the textual input
representations alone. The work by Fromm et al.
(2022) are the first that try to combine AQ defini-
tions from different corpora and based on different
annotation schemas into one model. They inves-
tigate the generalizability of AQ when combining
different sources and explore multi-task learning
for assessing it in four different datasets. On top of
that they investigate the relationship between AQ
and other AM tasks such as evidence detection.
While most work on AQ in the Argument Min-
ing community focuses on the logical dimension
or specific aspects of persuasion, research on delib-
erative quality (DQ) from Social Science puts the
discourse as a whole and the interaction between
discourse participants into the focus. Here, argu-
ment quality (or discourse / deliberative quality)
is investigated to find out which tools and solu-
tions (e.g. moderation, platform design, structured
overviews) can contribute to a more productive and
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respectful public discourse. Thus, the annotated
datasets from this domain complement the ones
from the AM community providing many aspects
of the rhetorical and dialectic dimensions.

Adapters Adapters (Houlsby et al., 2019) are a
set of task-specific parameters that are introduced
in every layer of a transformer (Vaswani et al.,
2017) and updated for a specific task while the
rest of the pre-trained language-model parameters
is kept frozen. Besides being more efficient than
full fine-tuning, adapters can be used as building
blocks for other tasks due to their modular architec-
ture and are therefore particularly well suited for
transfer— and multi-task learning (He et al., 2021)
and to inject external knowledge sources to solve
downstream tasks (Lauscher et al., 2020a). Pfeiffer
et al. (2021) propose to train task-specific adapters
first (knowledge extraction) and combine them in
a second step (knowledge composition) using self-
attention to mitigate catastrophic interference, a
problem which often occurs with traditional multi-
task learning approaches. In their work, this ap-
proach has proven to be useful especially in low-
resource settings which is often the case for com-
plex annotations such as the AQ ones. To the best
of our knowledge, our work is the first to employ
adapters for AQ to conduct a systematic compari-
son of AQ and DQ on different data sources.

3 Datasets

For our experiments we rely on diversity, both in
terms of data sets and different conceptualizations
of argument quality. Therefore, we also integrate
two datasets from the Social Sciences, which are
not established in the argument quality community,
but show a particularly large variety of dimensions.
Europolis (Gerber et al., 2018): consists of tran-
scriptions of a face-to-face discussion about the
topic immigration, initiated by the European Union
in order to enable deliberation on a European level.
The spoken multi-lingual contributions have been
transcribed, partially translated and annotated with
five different dimensions of DQ by political scien-
tists, each dimension between two to five labels
that can be arranged on a scale from a low to a high
standard of deliberative abilities. The dimensions
capture the logical aspect (justification), rhetorical
aspects (storytelling) and dialectic aspects (com-
mon Good, interactivity and respect).

THEF/BK (Esau, 2022): this dataset contains com-
ments from two online citizen dialogues on munic-

ipal issues: one on the further development of the
“Tempelhofer Feld” site in Berlin and the other on
the use of the former lignite area in North Rhine-
Westphalia. The data was annotated by political
scientists with different dimensions of DQ using a
binary label for each dimension. The goal of the
work was to investigate the relationship between
“classic standards of deliberation”, such as rational-
ity and constructiveness and alternative forms of
deliberation, such as humor, narratives and the use
of emotions. This dataset therefore offers annota-
tions for the so far rather underexplored and more
affective dimensions of argument quality, such as
positive emotions, narration and empathy.

Kialo (Durmus et al., 2019): This dataset was cre-
ated based on the online discussion platform Kialo
https://www.kialo.comon which users en-
gage in structured discussions about a certain state-
ment. Users are able to rate the impact of an argu-
ment given its context. The dataset contains argu-
ments about a large number of different topics to-
gether with their impact — a label which aggregates
impact votes by all users. Durmus et al. (2019) and
Li et al. (2020) report F-macro scores between 0.56
and 0.58 using different transformer-based models.

Grammarly Argument Quality Corpus (GAQ)
(Ngetal., 2020): this dataset contains online contri-
butions from four different domains annotated with
the coarse-grained levels of the taxonomy intro-
duced by Wachsmuth et al. (2017a) on a five-point
scale. Lauscher et al. (2020b) evaluate different sys-
tems for automatic prediction of the quality scores,
also experimenting with different multi-task archi-
tectures showing that multi-task learning can lead
to improvements for all dimensions.

IBM-Rank-30k (Gretz et al., 2020): the largest
available corpus with AQ annotations has been cre-
ated based on a large quantity of binary annotations
for human-generated arguments. The authors eval-
uate different methods of aggregating the annota-
tions into a continuous score and conduct experi-
ments on the automatic prediction of these scores
with a Pearson correlation of around 0.48 on a
test set with unseen topics. Lauscher et al. (2020b)
found positive correlations between this aggregated
AQ score and automatically generated scores for
cogency, effectiveness and reasonableness on this
corpus.

SwanRank (Swanson et al., 2015): as one of the
first datasets with AQ annotations in the AM com-
munity this corpus contains arguments from on-
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Dataset size genre topics mean length
SwanRank 5k online discussion gay marriage, gun control, death penalty, evolution 19

GAQ 5k Debates, CQA, Reviews diverse 109
IBM-Rank-30k 30k crowd-sourced arguments 71 common controversial topics 18

Kialo 7k argument maps 741 topics 23
Europolis 1k face-to-face deliberation immigration in Europe 131
THF/BK 1k online deliberation Redevelopment Tempelhofer Feld (THF) and lignite =~ 124

mining (BK)

Table 1: Overview of the datasets: original size, genre, topics and mean length in tokens of contributions

dimension short description measured corpus
overall general argument quality score (1-5) GAQ
cogency acceptable and sufficient premises to draw a conclusion score (1-5) GAQ
reasonableness contribution to resolution of issues, argument is accepted by universal audience score (1-5) GAQ
effectiveness persuasion, rethorical, emotional appeal score (1-5) GAQ
quality general argument quality score (0-1) IBM-Rank-30k
clarity is it hard or easy to interpret the argument? score (0-1) Swanson
Jjustification rationality, providing reasons, reflection multi-class (4)  Europolis
respect empathy or respect towards groups (e.g. immigrants) multi-class (3) Europolis
storytelling personal experience, subjective description of an event or situation binary Europolis
interactivity respect towards other participants, reference to other participants arguments multi-class (4) Europolis
common good taking interests of the broader community or utilitarianism based values (justice, equality) ~ multi-class (3) Europolis
into account
posEmotion positive emotions are contained in the utterance binary THF/BK
proposal a statement about what or how something is to be done binary THF/BK
narration personal experience, subjective description of an event or situation binary THF/BK
reference participant refers to another discourse participant binary THF/BK
argument providing reasons and/or evidence in favor of or against a claim binary THF/BK
negEmotion negative emotions are contained in the utterance binary THF/BK
empathy Speaker puts themself in the perspective or emotional state of others binary THF/BK
Q(uestion) for justification asks for the reasons for a statement or action binary THF/BK

impact user likes / recommendations

multi-class (3) Kialo

Table 2: Overview of the datasets with their respective argument quality dimensions

line discussion fora about four controversial topics.
The corpus was annotated using crowd-sourcing
on a continuous scale expressing whether an argu-
ment is easy or hard to interpret, thus reflecting
the clarity of an argument. More recent experi-
ments on this dataset are for example reported in
Gretz et al. (2020) who experiment with fine-tuning
transformer-based models after pre-training them
on the IBM-Rank-30k dataset.

Table 2 shows an overview of the mentioned
datasets and their corresponding quality dimen-
sions, an example with the annotated label / score
for each dimension can be found in Tables 13 to
16 in the appendix. Table 1 shows an overview of
the six datasets with their respective size and num-
ber of topics. While the two datasets from Social
Science offer the largest amount of different annota-
tions they are also the smallest in size. On the other
hand they consist of full discussions whereas the
datasets from Argument Mining consist of single
arguments without their broader context.

4 Experiment 1: Modeling AQ and DQ
using adapters and adapter-fusion

In the following experiment we are interested in the
relationship between different conceptualizations
of AQ and DQ from a modeling perspective: does
injecting knowledge about other dimensions help
to improve the predictions on a target dimension?
If so, which dimensions are especially helpful? To
investigate this we treat each of the 20 dimensions
as a task which we aim to model. We want to
compare how the models perform without external
information (using only a single-task adapter) with
those using information about other dimensions
(using multi-task learning with adapter-fusion).

4.1 Experimental setup

The input for all adapter models is the argumen-
tative text, which consists of a sentence, a com-
ment, or a spoken contribution, depending on the
data set. We use RoBERTa (Liu et al., 2019)
(roberta-base) as the backbone transformer
model for all dimensions. Note that for each of the
20 single-task adapters we train a task-specific pre-
diction head, depending on the underlying classifi-
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cation problem (binary-, multi-class classification
or regression). We pick the model with the best
results on the validation set (lowest mean-squared
error for the regression—, highest F1 macro for the
classification tasks using class weights to counter-
act class imbalance).

Heuristic: how to select source tasks for adapter
fusion? As the number of existing dimensions is
large (20) we apply a heuristic to select different
pools of source tasks for a target quality dimension.
For this, we use predictions of dimension-specific
adapters as proxies to uncover relationships be-
tween different quality aspects. We train an adapter
for each dimension on the whole corresponding
source dataset, generate predictions on all other
datasets and measure pair-wise correlations across
the datasets. We hypothesize that dimensions that
have a clear positive or negative correlation to the
target dimension will be most useful to support
modeling that quality aspect, thus we add a di-
mension as source task if the absolute value of
the correlation to the target dimension exceeds a
threshold.

We sample source tasks from correlations be-
tween all 20 dimensions (fusion corr ALL), from
correlations between dimensions from datasets
with a focus on deliberation (Europolis, THF/BK,
Kialo: fusion corr DQ) and from those originating
from established datasets from Argument Mining
(GAQ, IBM, SwanRank: fusion corr AQ). We use
the third quartile of the correlations of the respec-
tive dimensions as the threshold in each case (more
details and correlation matrix in Appendix Section
C and Figure 6). Appendix table 12 displays the
output of the selection based on this heuristic. For
most of the target dimensions, it indicates a fusion
with between 2 and 9 source dimensions: more log-
ical or general dimensions are more often selected
(e.g. most frequent source dimension is justifica-
tion, which gets selected for 14 target dimensions).
A qualitative inspection of the suggested combina-
tions shows that the heuristic is picking up sensible
conceptual patterns. For example, for the target
dimension empathy the candidates for fusion in the
fusion corr ALL setup are negEmotion, story and
narration.

For each setup we experiment whether we need
to add the adapter of the target dimension as source
task (w own adapter) as it has been done in Pfeif-
fer et al. (2021) or whether we can learn a tar-
get dimension as a weighted combination from

other source dimensions (w/o own adapt.) As the
multi-tasking approach should be most helpful for
low-resource scenarios, we down-sample the larger
datasets (Kialo, IBM-Rank-30k, GAQ, SwanRank)
to 1000 instances. We use the original train/val/test
split for IBM-Rank-30k, GAQ and Kialo and cre-
ate our own split for THF/BK, SwanRank and Eu-
ropolis. We train the fusions similar to the single-
task adapters with a lower number of epochs and
a smaller learning rate (5e — 5).! We train each
model with 3 different seeds and report mean and
standard deviation of F1 macro score and Pearson
correlation in Table 11.

5 Results

Can we improve modeling AQ with adapter-
fusion? Table 3 shows the results comparing single-
task adapters with the fusion-based models, aver-
aged over three seeds. We use the Almost Stochas-
tic Order test (Del Barrio et al., 2018; Dror et al.,
2019) as implemented by Ulmer et al. (2022) to
identify for which dimensions multi-task learning
can lead to significant improvements.?

Our results show that: a) Information about re-
lated quality dimensions can improve modeling for
individual dimensions (significant improvements
for 8 of 20 dimensions). These stem from 4 dif-
ferent datasets, so the trend holds across different
datasets from both communities (AM and DT). b)
For most dimensions the fusion does not lead to
performance drops, which confirms the fact that
adapter-fusion is more robust than traditional multi-
task learning (no catastrophic forgetting / interfer-
ence). The individual modules for different dimen-
sions can thus be tried out without major disadvan-
tages for new data sets or quality annotations. c) we
gain improvements, even when the target adapter
is not provided to the fusion (GAQ dimensions,
narration and argumentative). Thus the target di-
mension can be learned as a weighted combination
of source dimensions that are different. This can be
especially useful when we only have little or noisy
data for the target dimension available.

"For implementation details refer to Appendix Section A.

The test compares two score distributions by quantify-
ing to which extend stochastic order is being violated. If the
amount of violation is small enough, one model can be con-
sidered as superior (stochastically dominant) over the other.
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dimension ST fusion corr ALL fusion corr DQ fusion corr AQ
w own adapt. w/o own adapt. w own adapt. w/o own adapt. ~ w own adapt. w/o own adapt.
overall 0.63%001 0.64%0:02 0.64%0:02 0.610:% 0.65%0-02x
cogency 0.412010 0.47+002: 0.45%005 0.48%001: 0.49%001:
reasonableness  0.56%%03 0.55%003 0.55%0:05 0.572002 0.5620:04
effectiveness 0.49%0-13 0.59%0-023x 0.570-02: 0.57%0.02x 0.58%0-00 s
quality 0_381(). 16 0448t0'05 0_43t().04 0‘4510.06 014310.07
clarity 0.64%0:01 0.63%0:03 0.63%001
justification 0.46*0% 0.45*093 0.45*02 0.46*0% 0.46*0
story 0'75i0.02 0.761(102 0'7410.04 0'75i0.03 0.73i0.04
interactivity 0354005 0.390-02: 0.362004
cgood 0.60*0% 0.61*0% 0.60*0
posEmotion 0.64i0'03 0‘63i0'03 0.61i0'03 0.64i0'03 0.6Oi0'01
proposal 0.79*0:0! 0.80%003 0.79%002 0.79%002 0.78%002
narration 0.76%002 0.7600! 0.77%001 0.77%002 0.78%0-02:
reference O.SOiO'Ol 0.80i0'02 080:0,02 0.81 +0.01 O.SOiO'Ol
argumentative  0.77:"! 0.772002 0.78%002: 0.76%003 0.76*00!
negEmotion 0.70%0:01 0.72%0:04: 0.70%002 0.71%001 0.70%002
empathy 0.69i0'04 0.71 +0.02 0.69i0'04 0.69i0'03 0.67i0'02
Qjustification 0.89*001 0.89*001 0.87:00!
impact 0.47%002 0.49%002: 0.47400!

Table 3: Comparison between task-specific adapter and fusions. Average performance (F1 macro and pearson
correlation) on the test set. * denotes almost stochastic dominance (e, < 7 with 7 = 0.5) and ** denotes truly

stochastic dominance (e, < 7 with 7 = 0.0)

6 Analysis: relationship between AQ and
DQ dimensions

For each target dimension we analyze which
adapters get activated during inference. We ex-
tract the attention scores for source dimensions for
each target dimension based on the test set. Sim-
ilar to Pfeiffer et al. (2021) we assume that high
activations indicate more useful source tasks.

General AQ / AQ based on intuition First we
compare two very general conceptualizations of
general AQ: quality (from the IBM-rank dataset)
which was trained on a wide variety of controver-
sial topics and clarity with a slightly more tolerant
conceptualization of quality (is the argument clear
/ understandable?) on 4 different topics. Both
conceptualizations are rather under-specified and
based on human intuition, we can thus gain insights
into which dimensions play a particularly important
role for the intuitive understanding of AQ. Figure
1 visualizes the most activated dimensions. For
both dimensions different aspects, logical (justifi-
cation, cogency) and rhetorical (effectiveness) are
activated. Emotions play a role (high activation for
posEmotion) and all dimensions from GAQ receive
high activation indicating that they provide useful
information in general. Interestingly, the adapter
for quality (IBM) gets the most activation when
modeling clarity, while the other way around is not
the case. This may indicate that clarity represents a
somewhat more specific conceptualization of argu-
ment quality, while quality reflects a more general.
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Figure 1: General conceptualizations of quality: sum of
adapter activations over all layers.

Recall also that the source corpus for quality is
IBM rank, which covers 71 topics thus resulting in
representations that are more applicable to corpora
of other domains. Dialectical dimensions are less
relevant, as both datasets contain single arguments
without a discussion context.
Logical aspect of AQ and DQ With Figure 2 we
can compare two logical conceptualizations, one
from the AM community (cogency from GAQ) and
one from the Social Science (argumentative from
THF/BK). This allows us to explore the extent to
which a similar conceptualization of logical argu-
ment quality varies between the two datasets from
the different research communities.
Argumentative benefits mostly form the other
logical dimension of the DQ dataset (justification),
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Figure 2: Logical conceptualizations of quality: sum of
adapter activations over all layers.

while cogency benefits mostly from other dimen-
sions from the same dataset. However justifica-
tion also provides useful information for cogency
hence seems to be the connecting element between
the two conceptualizations. Other useful dimen-
sion from a deliberative source are references to
other people for cogency and negative emotions for
argumentative. Having a look at concrete corre-
lation values reveals that the models pick up on
positive and negative correlations: arguments with
high cogency are less likely to focus on interac-
tion with other people (refer to other peoples argu-
ments) while more argumentative arguments in the
THF/BK corpus express more negative sentiment.
Rhetorical aspects: narratives as alternative
form of deliberation Finally, we examine a de-
liberative dimension that is rather rarely studied in
the context of argument quality: narration (Figure
3). Moreover, this represents a rhetorical qual-
ity dimension, which enables us to compare how
this kind of quality dimension differs from log-
ical and general argument quality. Emotions as
well as classical argumentative properties play a
major role (high activation for positive, negative
Emotions and argumentative), indicating that narra-
tion and argumentation are often intertwined. The
high activation for empathy and reference (refer-
ence to others) illustrates perspective taking, which
is characteristic for narrative. Overall, rhetorical
and dialectical aspects play more of a role for this
dimension.

We can summarize the following trends: either
dimensions that come from similar or the same
datasets or conceptually related dimensions are par-
ticularly activated. However, we also find empirical
evidence that emotions play a role in modeling all
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©
-
T o
o
-1 o
w

Adapter

Figure 3: rhetorical conceptualization of quality — nar-
ration (THF): sum of adapter activations over all layers.

kinds of dimensions. We suspect that the relation-
ship between emotions and AQ strongly depends
on discourse/context, but further research is needed
to investigate the relationships more precisely.

7 Experiment 2: predicting moderator
interventions

In this experiment, we evaluate the models using
a new down-stream application: we want to pre-
dict whether a comment in an online discussion
should be moderated. Our hypothesis is that we
can use information about different quality dimen-
sions to solve the task. Moderation, especially in
deliberative discussions such as on civic partici-
pation platforms, is a complex task that generally
consists of facilitating a productive and fair dis-
cussion with respectful interaction. Since the task
becomes more difficult for human moderators to
perform as the number of participants and com-
ments increases, automatic models can be useful
for predicting whether a comment should be moder-
ated. Here, the logical quality dimensions can help
distinguish less argumentative from argumentative
comments, the rhetorical dimensions are important
for ensuring civil interaction, and the dialectical di-
mensions can identify valuable comments (is a so-
lution proposed or the common good considered?).
We use the dataset from Park et al. (2012), in
which the authors annotated the functions of mod-
eration in discussions on a deliberative platform
and identified ‘quality of comments’ as a common
reason for intervention. The dataset was used in
Falk et al. (2021), who obtained an F1 score of 0.34
using a full fine-tuning approach with roberta-base.
The dataset is small and consists of 876 negative
and 222 positive instances, a further motivation for
a multi-task based approach. We train and test the
models on the 5-fold split provided by Falk et al.
(2021). As moderator interventions are the minor-
ity class we use class weights for all models. We
compare the following models:
(quality) scores ST: we generate predictions for
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each quality dimension and convert them into
scores.’. Classifier: logistic regression.

(quality) scores-MT: similar to quality scores but
we generated with the fusion-based adapters. Clas-
sifier: logistic regression.

model F1 intervention F1 macro
random baseline 0.29+0.06 0.45 +0.04
scores-ST 0.37+0.05 0.55+0.04
scores-MT 0.38+0.04 0.54+0.04
moderation-ST 0.34+0.03 0.57+0.03
fusion-AQ 0.35+0.04 0.56+0.01
fusion-all 0.38+0.05 0.57+0.03
(Falk et al., 2021)  0.34+0.05 0.57+0.03

Table 4: F1 positive (moderator intervention) and F1
macro: average and standard deviation over 5 test sets.

moderation-ST: we train a single-task adapter on
the task of moderation intervention.
fusion-AQ: we train a fusion on the task of mod-
eration intervention using only quality adapters as
input representations.
fusion-all: we train a fusion on the task of modera-
tion intervention using all quality adapters and the
adapter for moderation.
roberta-full: we report the result of Falk et al.
(2021) who predict interventions on the same data
split with full fine-tuning RoBERTa.

We use the same hyperparameters for the fusion
and the single-task adapter as in experiment 2.

Can AQ adapters be applied to predicting
moderator interventions? Table 4 shows F1 for
interventions and F1 macro as average over the 5
splits. We consider F1 for interventions to be more
important because it represents the minority class
and only the positive instances are suggested to a
human moderator for further evaluation. Figures 5
and 7 (Appendix) show the model-to-model calcu-
lated significance values for the almost stochastic
order test. All models are outperforming the base-
line. The single-task adapter yields similar results
to full fine-tuning, the two feature-based models
with the scores for the quality dimensions yield
better results for interventions, indicating that the
information on the quality dimensions is useful for
this task. The best results are obtained with an
adapter-fusion, provided that it also includes the
adapter for moderation. This indicates that the in-
formation about the quality dimensions is comple-

3For dimensions based on binary classification we use the
probability of the positive class, for the multi-class dimensions,
we use the probability for each class (e.g. common good will
be converted into three features: probability for class 1 ('no

reference’), class 2 (‘reference to own country’) and class 3
(‘reference to common good’)

mentary with a data and task specific representation
(moderation-ST).

1.00 1.00 1.00 1.00 1.00 1.00

baseline
falk et al. 0.34
moderation-ST 0.24 1.00.1.00 1.00 1.00 1.00
fusion-AQ 0.21 [BRZNEK|
scores-ST 0.14

Significance level

Figure 5: Almost Stochastic Order Scores (¢) for mod-
eration test data for the F1 positive class, adjusted by
using the Bonferroni correction. € = 0.0 means model
in row is stochastically dominant over model in column,
€ < 0.5 denotes almost stochastic dominance.

Which aspects of AQ are important for pre-
dicting moderation? As discussed for the anal-
ysis of the relationship between quality dimen-
sions in Experiment 1, an additional advantage
of fusion-based models is the additional level of
interpretability they provide. We investigate the
relevance of each quality dimension for predicting
moderation interventions using activation patterns
of quality adapters. We compute the activation of
each adapter of our best model (fusion-all) and vi-
sualize this as a heat-map (Fig. 4). The adapter
for impact is the most activated. This is proba-
bly because this adapter is a good representation
for distinguishing high vs. low quality comments,
since the underlying dataset provides a high num-
ber of different topics (and thus can provide a good
domain-independent representation). This is fol-
lowed by dimensions that are important for a civic
and appreciative interaction (empathy and respect)
or for a solution-oriented discourse that considers
the common good (proposal, cgood). The adapters
for argumentative and quality add the more ratio-
nal dimensions of two very different data sources,
followed by the more affective and rhetorical di-
mensions (story, narration, emotion).

8 Conclusion

This work targeted the relationships between dif-
ferent aspects of argument and deliberative quality.
We experimented with 6 datasets and 20 quality
dimensions, employing adapters we learn modu-
lar representations of the targeted dimensions. We
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Figure 4: Predicting moderator intervention: activation for each dimension (avg. over all test instances, sum over all

layers)

show that adapter fusion improves predictions in
8 dimensions out of 20. We then use the learnt
adapters in the task of predicting moderator in-
terventions - we show that information about dif-
ferent argument quality dimensions helps to im-
prove the performance. Having more insights
about which aspects of argument quality were ac-
tivated more or less when the model that a user
contribution should be moderated could help hu-
man moderators decide which aspects to focus
on and information about why that model fired
can increase human moderators awareness of and
(ideally) confidence in automated support meth-
ods. We make models for single-task adapters and
fusions and the code to train and test them avail-
able: https://github.com/Blubberli/
ArgQualityAdapters.git.

9 Limitations

The datasets were created with very different mo-
tivations, the annotations were partly created by
experts, partly via crowd-sourcing. The definitions
of the different aspects of argument quality are also
based on different theories or merely on human
intuition. This work is only a first step to collect
the existing data, to use it and to gain first insights
about overlaps between relations based on empir-
ical experiments. A deeper analysis of the under-
lying annotations and definitions is an urgent next
step. Another limitation is that we compare the
benefits of adapter-fusion to single-task adapters in
a low-resource scenario. Because we are dealing
with a large amount of different dimensions (20)
additional experiments that compare this approach
to full fine-tuning or traditional MLT-learning were
not feasible in this work but can be conducted in
the future, potentially on a smaller set of selected
dimensions. On top of that we do not try to im-
prove the state-of-the-art results for each quality
dimension for each dataset. This is for the fol-
lowing reasons: the main focus of this work is to

investigate whether adapter-fusion improves the re-
sults compared to single-task adapters, not which
model works best for which data set. The SOTA
results for individual dimensions in our case are
either not available (Social Science datasets) or
based on data-specific optimizations of the hyper-
parameters / architectures. We focus on a variety of
dimensions and datasets, especially those coming
from the social sciences. In addition to the po-
tential improvements in results through MLT with
adapter-fusion, we see the advantage above all in
the modular design (depending on the annotation
from future datasets, dimensions can simply be
added or omitted) and the insights we can gain
about the contribution of individual dimensions
through attention patterns. The models in this work
were partially trained on small datasets. It is nec-
essary to investigate to what extent the models are
applicable to other domains. Also the influence of
the topics in the discussions (topic bias) should be
investigated.

Potential Negative Societal Impacts The au-
tomatic modeling of Argument Quality bears the
danger that what is considered as "high quality
arguments" will be closely related to what is repre-
sented as high quality in the existing datasets. This
might disadvantage certain styles of argumentation
but also certain opinions that are so far underrep-
resented in the data. It is therefor necessary to in-
vestigate how these models behave with data with
such underrepresented styles and opinions and to
create new datasets with AQ with greater diversity.
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Appendix

A Implementation details

For training the adapters and the adapter-fusion
models we use the adapter-transformers
library  (Pfeiffer et al, 2020) with
roberta-base as a backbone. We use
the default hyperparameters (learning rate of
0.0001 which was found to work empirically
best in most setups (Pfeiffer et al., 2020, 2021)
and a reduction factor of 16). As a maximum
sequence length we use 256 which is higher than
all means of the 6 datasets. We train the adapters
for a maximum of 40 epochs for classification and
25 epochs for regression and use the model with
the best performance (lowest MSE or highest F1
macro) on the validation set. For the adapter-fusion
we also rely on the best learning rate according to
Pfeiffer et al. (2021), which is 5e — 5. We lower the
maximum number of epochs (25 for classification
and 15 for regression). We train all models on
3 GPUs (NVIDIA RTX A6000, each GPU has
49GB, CUDA Version 11.7) with a batch size of
16, each model is trained with 3 seeds (5, 42, 108)
for the experiments reported in section 4. We use
the the adapters of one seed (42) to generate the
predictions and the single-task adapters trained
with that seed for the AdapterFusion in the
experiment in section 7. The largest model is
the AdapterFusion with 21 adapters (all quality
dimensions and moderation). The training run
time for this is 15.349 samples per second and
44.282 samples per second during inference. In
experiment 3, for the logistic regression classifiers,
we find the best hyperparameters using grid search
and 3-fold cross-validation on a separate data split
(L2 penalty, class weights and C=0.1).

B Datasets

The tables in the end of this Appendix (Table 13
for THF/BK, Table 14 for Europolis, Table 15 for
GAQ and Table 16 for SwanRank, IBM-Rank-30k
and Kialo) illustrate examples of each dataset, each
example exhibits are high score (or label) of a dif-
ferent dimension of AQ.

Parts of the transcriptions of the FEuropo-
lis dataset were not in English and auto-
matically translated using DeepL (https:
//www.deepl.com/translator).Similarly,
the online-comments from THF/BK are originally
German and have been automatically translated
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using DeepL. Samples of the automatic translations
were verified by native speakers.

Data splits for Experiment 1: Table 5 shows
the amount of training / development and test data
for each corpus.

train dev test
THF/BK 788 198 247
Europolis 546 140 175
Kialo 650 150 200
GAQ 650 150 200
SwanRank 650 150 200
IBM-Rank-30k 650 150 200

Table 5: Amount of train, validation and

test data for each dataset. The amount for
Kialo,GAQ,SwanRank,IBM-Rank-30k has been
down-sampled to 1000 instances.

Table 6 gives an overview the positive amount of
instances for each quality dimension in the training
data. Most of the dimensions (except argumenta-
tive) are the minority class.

dimension relative amount in train
posEmotion 13 %
proposal 38 %
narration 31 %
reference 41 %
argumentative 75 %
negEmotion 21 %
empathy 11 %
Qjustification 20 %

Table 6: Relative amount of positive instances for each
quality dimension in the THF/BK training set.

Table 7 and 8 show the distribution of each class
label for the dimensions in Europolis and the one
in Kialo.

Table 9 and 10 show the mean and standard devi-
ation for the point-wise quality scores in the train-
ing data of GAQ, SwanRank and IBM-Rank-30k.

C Experiment 1

Heuristic The following describes more details
about the heuristic used to select source tasks for
the multi-task experiment in section 4. To generate
predictions we first train single-task adapters on the
original datasets. We use the original train/val/test

Dimension and labels amount  Dimension and labels  amount

interactivity respect

negative reference 41 % disrespectful 10 %

no reference 4 % implicit respect 75 %

neutral reference 35 % explicit respect 15 %

positive reference others 20 %

cGood justification

no reference 9 % no justification 16 %

own country 76 % inferior justification 40 %

common good 15 % qualified justification 34 %
sophisticated 10 %

storytelling

storytelling 33 %

no storytelling 67 %

Table 7: Distribution of class labels for each dimension
in the Europolis training set.

impact labels relative amount in train

not impactful 22 %
medium impactful 23 %
impactful 55 %

Table 8: Distribution of class labels for impact in the
kialo training set.

split for IBM-Rank-30k (train=20974, val=3208,
test=6315=, GAQ (train=2746, val=1177, test=538)
and Kialo (train=5170, val=1108 test=1108) and
create our own split for SwanRank (train=3440,
val=860, test=1075), THF/BK and Europolis (splits
in Table 5.

Table 11 shows the results of each single-task
adapter on the original-sized dataset. We report the
mean and standard deviation across 3 seeds.

We then take the adapter for each dimension
and generate predictions for all other datasets. For
feasibility, we sample 3000 instances for Kialo,
IBM-rank-30k and SwanRank to generate predic-
tions on these subsets. Based on the predictions
we compute the pair-wise Spearman correlations
between the AQ dimensions for each dataset. For
binary classes we use the probability of the positive
class as a continuous score, for dimensions with 3
to 4 classes we convert the predicted class labels
into scores on a linear scale, e.g. impact has 3 class

dimension mean std

cogency 329  0.65
effectiveness 3.13 0.76
reasonableness  3.05 0.72
overall 3.14 0.72

Table 9: Mean and standard deviation of point-wise
quality for each dimension in the GAQ corpus.
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dimension mean std

079  0.20
053 0.24

quality
clarity

Table 10: Mean and standard deviation of point-wise
quality for clarity and quality in the corresponding train-
ing sets.

dimension performance
Pearson correlation
overall 0.56+.00
cogency 0.54+.01
effectiveness 0.59+.01
reasonableness 0.49+.00
quality 0.55+.00
clarity 0.73£.01
F1 macro
justification 0.46+.04
interactivity 0.35+.05
respect 0.50+.04
cgood 0.60+.04
story 0.75+.02
Q(uestion) for justification  0.89+.01
reference 0.80+.01
argument 0.77+.01
narration 0.76+.02
proposal 0.79+.01
negEmotion 0.70+.01
posEmotion 0.64+.03
empathy 0.69+.04
impact 0.52+.01

Table 11: Results on the test set for each quality dimen-
sion. Performance with standard deviation, averaged
over 3 seeds.

labels: low impact, medium impact, high impact
which we convert into 1, 2 and 3 respectively. We
compute the pair-wise correlations for each dataset
(we take the gold annotations when available) and
average them them across datasets. Figure 6 shows
the pair-wise correlations as a correlation matrix.
Next we sample source tasks for each target task
based on the correlations. Taking different samples
of dimensions we compute a threshold based on
absolute correlation values and add a dimension as
source task if the correlation to the target dimension
exceeds the computed threshold. We consider the
following setups:
fusion corr ALL We select the source tasks from
all dimensions if the absolute correlation value is

higher than 0.24 (corresponds to the third quartile
of all correlations).

fusion corr DQ We consider only source tasks from
datasets with a deliberative focus (THF/BK, Eu-
ropolis, Kialo). The tasks are sampled from 14
dimensions and the threshold is 0.15 (third quartile
of all correlations between the 14 dimensions).
fusion corr AQ We extract the source tasks from all
dimensions that stem from more general argumen-
tative contexts (IBM-rank-30-k, GAQ, swanson).
The threshold is based on the correlations between
the 6 dimensions (0.54, the second quartile due
to the high correlations between the GAQ dimen-
sions).

Table 12 shows the source task dimensions for
each target dimension, depending on the setup (fu-
sion corr ALL, fusion corr DQ, fusion corr AQ).
Each dimension is learned using between 1 and 9
other dimensions as source tasks. For respect there
were no dimensions with a high enough correlation
in any of the setups.

D Experiment 2: predicting moderator
interventions.

Figure 7 shows the significance matrix between
all models for the task of predicting moderator
interventions for the F1 macro score.
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Figure 6: Pairwise Spearman correlations between all quality dimensions based on single-task adapter predictions.
Average across all 6 datasets.
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target task

additional source tasks using
all dimensions

additional source tasks using
only dimensions from deliber-
ative context

additional source tasks using
only dimensions from general
argumentation

overall

cogency

reasonableness

effectiveness

quality

clarity

justification

story

interactivity
cgood
posEmotion

proposal

narration

reference

argumentative

negEmotion

empathy

Qjustification

impact

impact, effectiveness, proposal,
quality, reference, reasonable-
ness, clarity, cogency, justifica-
tion

impact, effectiveness, overall,
quality, reference, reasonable-
ness, clarity, justification

impact, effectiveness, overall,
quality, reference, clarity, co-
gency, justification

impact, proposal, overall, quality,
reference, reasonableness, clarity,
cogency, justification

effectiveness, overall, posEmo-
tion, reasonableness, clarity, argu-
mentative, cogency, justification

effectiveness, overall, posEmo-
tion, quality, reasonableness,
story, argumentative, cogency,
justification

effectiveness, proposal, overall,
quality, negEmotion, reasonable-
ness, clarity, argumentative, co-

gency

empathy, reference, clarity, narra-
tion

quality, clarity, narration

effectiveness, overall, reference,
justification

empathy, posEmotion, negEmo-
tion, story

effectiveness, proposal, overall,
reasonableness, story, cogency

quality, negEmotion, clarity, jus-
tification

empathy, argumentative, narra-
tion, justification

negEmotion, story, narration

overall, reasonableness, cogency,
effectiveness

proposal, empathy, negEmotion,
cgood, argumentative

empathy, posEmotion, cgood, ref-
erence, narration

negEmotion
story, justification
story, argumentative, narration

reference, justification

empathy, posEmotion, negEmo-
tion, reference, story, argumenta-
tive

proposal, story, narration

empathy, posEmotion, negEmo-
tion, narration, justification
empathy, interactivity, argumen-
tative, narration, justification,
QforJustification

negEmotion, story, argumenta-
tive, narration, justification, Qfor-
Justification

empathy, negEmotion

effectiveness, reasonableness, co-
gency

effectiveness, overall, quality,
reasonableness

effectiveness, overall, cogency

overall, quality, reasonableness,
cogency

effectiveness, cogency

Table 12: Multi-task experiments: target dimension with source dimensions used as input adapters for adapter-fusion.
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baseline 1.00 1.00 0.99 1.00 1.00 1.00
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Figure 7: Almost Stochastic Order Scores (¢) for moder-
ation test data for the F1 macro score, adjusted by using
the Bonferroni correction. ¢ = 0.0 is means model in
row is stochastically dominant over model in column,
€ < 0.5 denotes almost stochastic dominance.
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example

dimension

On the one hand, our lignite is needed to maintain an affordable and reliable energy supply (and
based on physical and economic laws, will still be needed in 50 years) and on the other hand, our
lignite can do more than just be burned to generate electricity.

In New Zealand, residents of the Pacific island of Tuvalu have already been granted the right to
asylum - on the grounds of climate change. Who is asking for their recovery? How do people
who have been forced to flee their homes due to the global burning of fossil fuels and the resulting
DECREASED global warming read our news and debates? "Act only according to that maxim by
which you can at the same time will that it become a general law." If we include Immanuel Kant’s
thoughts in the guiding decision, shouldn’t lignite mining really end at the A61 and RWE workers
be supported in the corporation’s structural transformation in a way that provides well for them and
their families?

Classical music for all Once a week the Berlin Philharmonic Orchestra should play at THF for ALL
Berliners. This way even families with little money can enjoy classical music. The prices at the
Philharmonie or concerts by other great musicians are so immensely high that only higher earners
can afford it. This is an outrage because they are subsidized by us and we can’t even afford to go.

I think #person is more than right and I share his opinion... Lignite has and should continue to have
a place here in the region. Good luck

I have been to Holzweiler many times. The experiences from Immerath and Borschemich show
that the club life in an intact village does not suffer due to the resettlement. On the contrary, it
strengthens the feeling of togetherness and allows the clubs to flourish.

But I also think what #person wrote is great. One notices from it that not immediately a rejection
against it prevails but rather a certain concern. In particular here around animals. You also notice
that there is still a great ignorance. I find great that you have expressed yourself. I think the
discussions here should be there to reduce possible worries and prejudices. Thank you

I have been following what has happened to lignite for many years and I think it is terrible. I've
lived in the Rhineland for years and it’s easy to live with the changes caused by lignite. More and
more good jobs are disappearing in Germany. My last employer is already cutting well-paid jobs
due to the low oil price.

argumentative

empathy

proposal

reference (to other
discourse  partici-
pants)

narration

positive emotion

negative emotion

Table 13: Examples for each Quality Dimension in THF/BK
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example

dimension

I have friends from Latin America and many other places and they work and they pay in a pot. So,
I’m a mother and well, unfortunately, if I have to go to another country, well, I try to integrate in
the country I'm going to. I’'m not going to go there, to impose my goals [?], my way of seeing, no.
I’'m going there to work and not to steal. And there is something else. But again, I’'m holding back.

I don’t know if you can regulate it well, how many people immigrate or emigrate or whatever. I
think it’s important to create a basis for all people to be able to live in their country. Because I think
that is actually the main cause. That many industrialized countries are bleeding small countries or
poor countries dry and taking away their livelihood. And that’s why people emigrate, because they
no longer have anything to eat, because they can no longer find work in their country, and because
life in the industrialized countries is simply made out to be nicer or better. In order to be able to
ultimately prevent an immigration policy, illegals, I believe that you first have to change the basis in
the other countries, that is, the countries of origin. Create a basis. Life base.

Well, I am of the opinion that simply in the population the term EU is seen completely wrong; one
always wants only something and one wants to give nothing. I am simply of the opinion that it
should be a community and a community simply has to support the weaker ones and the stronger
ones simply have to give. I think this is the basic problem of the EU and I think it’s very nice that
today and in the next few days this could contribute to the fact that this spirit, which was really
brought into being by Robert Schuman and by all those who have worked so hard for the EU, could
be recognized and a community could really take place; at least in the microcosm now.

Here, when we are talking about immigration, it should be first identified why a certain person left
his country. Just like my friend before said to be a refugee is also a man, which probably feels bad
in his own country. For example, when his country’s situation does not give him a life in dignity. So
I think that every country should identify immigrants and help them in certain ways, for example
with social benefits. I know that some countries for example Poland are not rich countries, so they
need EU help in such a matter. Especially the countries where immigration is quite high.

Yes I completely agree with what this gentleman just said because I think we have created ghettos,
we have - at the moment - people who live very very badly, immigrants who live very very badly,
who are already unemployed, who have enormous problems of integration and I think we should
already make an effort to integrate these people who are well in our countries and then we see what
we can do to bring in others, we must already take care of the people who are on our territory and
who are living very badly and who are unemployed, who are poorly cared for, who have problems
with their children, school problems, problems with papers and I think that we must already arrive
once we have properly resolved these problems and that we will have sooner than bring people in
and make them unhappy - I think that it is perhaps worse than doing something more moderate.

positive reference

storytelling

sophisticated justifi-
cation

reference to com-
mon good

explicit respect

positive reference
to other discourse
participant

Table 14: Examples for each Quality Dimension in Europolis

2487



example

dimension

I’'m a fairly tolerant human being and am in no way an advocate of the death penalty. I also
understand that a short sentence and rehabilitation is also an effective form of justice in terms of
re-offending in many countries. However I think there’s gotta be a line drawn somewhere in which
a person entirely loses their liberty and autonomy if the crime they committed was as heinous as the
one committed by Mr Breivik. Also, even though I am aware that there is a good chance he will
still remain behind bars for the rest of his life, the possibility that he won’t baffles and worries me.
Please CMV.

Well, this topic has raised lots of questions lately particularly in France. This is where I stand:
- Wearing a burqa should be a matter of choice, just as women choose to wear anything else,
regardless of any religious manifestations. - Wearing the burqa shouldn’t be banned, and shouldn’t
be forced to women either; it should be a personal choice. - When talking about choices, it’s the
society that gives these choices according to what the majority thinks, hence the more civilized
and democratic a society is the more choices people have. - It’s basically a matter of respect, if a
woman chooses to wear it then we should respect that, we can’t force her not to wear it, as we can’t
force her to wear it: free will :) , on the other hand that woman should respect and obey all the
security issues that comes along with wearing it.

The point of daylight savings is to make our numeric time cycle fit with the Sun’s time cycle.
In other words, standardize the time of day in which the sun is shining. This way, people and
businesses can keep their operating hours steady without working in the dark, and less electricity is
used. Most arguments I've heard against it pertain to the inconvenience of changing clocks and
accounting for gained/lost hour, but with most clocks being digital and synced up to DST nowadays,
that’s becoming less and less of a problem. And besides, one day of inconvenience in exchange for
a whole season of "correct" daylight seems like a pretty good deal to me.

I believe property is a social construct that is only justified through appeals to utility. In other words,
any particular set of property laws are only justified insofar as they make people better off, in terms
of their capabilities. Most Libertarians I’ve debated with either believe property rights are somehow
fundamental(natural or God-given) or develop out of other moral principles, like the NAP. The first
option appeals to non-existent entities. The second is circular, as what NAPer’s define as aggression
is violation of property rights, and violations of property rights is defined in terms of the NAP.

high cogency (5)

high effectiveness

®)

high reasonableness

&)

high overall (5)

Table 15: Examples for each Quality Dimension in GAQ

example dimension

Dataset

A basic principle of punishment is that it should be proportional to the crime, and
therefore capital punishment is the only legitimate response to a crime such as
first degree murder.

high
(1.0)

quality

When voters are able to make an impact and change their votes more often they
will feel more engaged with the political process, and get more involved in politics.

high impact

First a prediction is made from an hypothesis of some observation that must be
true if the hypothesis is correct.

high
(1.0)

clarity

IBM-Rank-30-
k

Kialo

SwanRank

Table 16: Examples for each Quality Dimension in SwanRank, Kialo and IBM-rank-30-k
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