Evaluating the Tradeoff Between Abstractiveness and Factuality
in Abstractive Summarization

Mengwen Liu'
Amazon'
mengwliu,

Markus Dreyer!

{mddreyer,

Feng Nan'

nanfen,

Sandeep Atluri’  Sujith Ravi**
SliceX? Al

satluri}@amazon.com

ravi.sujith@gmail.com

Abstract

Neural models for abstractive summarization
tend to generate output that is fluent and well-
formed but lacks semantic faithfulness, or fac-
tuality, with respect to the input documents.
In this paper, we analyze the tradeoff between
abstractiveness and factuality of generated sum-
maries across multiple datasets and models, us-
ing extensive human evaluations of factuality.
In our analysis, we visualize the rates of change
in factuality as we gradually increase abstrac-
tiveness using a decoding constraint, and we
observe that, while increased abstractiveness
generally leads to a drop in factuality, the rate
of factuality decay depends on factors such as
the data that the system was trained on. We
introduce two datasets with human factuality
judgements; one containing 10.2k generated
summaries with systematically varied degrees
of abstractiveness; the other containing 4.2k
summaries from five different summarization
models. We propose new factuality metrics that
adjust for the degree of abstractiveness, and
we use them to compare the abstractiveness-
adjusted factuality of previous summarization
works, providing baselines for future work.!

1 Introduction

Summarization is the task of generating a seman-
tically faithful, well-formed and concise text rep-
resentation of the input. Automatically generated
summaries have traditionally been extractive (Luhn,
1958; Edmundson, 1969; Neto et al., 2002; Erkan
and Radev, 2004; Wong et al., 2008), leading to
issues with readability and coherence, as different
extracted fragments may not fit well when taken
out of their original contexts (Poibeau and Sag-
gion, 2012). Researchers have also invested in
methods for abstractive summarization, aiming
to paraphrase the input documents’ main points

*Work conducted during his position at Amazon.

Input: The National Zoo’s giant panda cub made his debut
Wednesday in a five-minute explosion of cuteness confined to a live
stream because of the coronavirus pandemic. (..) The zoo is closed
because of the pandemic and has not said when it will reopen. (...)

Summary 1:
video live-streamed from the zoo’s live

stream because it’s closed due to the pandemic. The zoo has not
said when it will reopen.

Summary 2: [FHGINGHOHANZ00S EiRnEDANGRCHBIAN i:s debut
Wednesday in a five-minute video live-streamed from the zoo’s live
stream because it’s closed due to the pandemic. It’s not clear when
the zoo will reopen.

More abstractive

Summary 3: The National Zoo is still closed due to the pandemic,

but the National Zoo’s giant panda cub has made its debut—and it

was a pretty cute moment. The cub was born Wednesday, and the
¥ live-streamed birth lasted just five minutes.

Figure 1: Three successively more abstractive sum-
maries generated from the same input article, with MINT
abstractiveness scores (Section 2.1) of 46.1%, 67.2%,
79.5%. Fragments extracted from the input are marked
from red (longer fragments) to yellow (shorter frag-
ments). The bottom summary has factual errors.

without borrowing their exact lexical expressions
(Radev and McKeown, 1998; Saggion and La-
palme, 2002; Ganesan et al., 2010; Genest and
Lapalme, 2012; Radford et al., 2019; Gehrmann
et al., 2019; Lewis et al., 2019; Zhang et al., 2020).
Abstractive summaries generated by today’s neural
models tend to be fluent and well-formed, but lack
semantic faithfulness (Cao et al., 2017; Kryscinski
et al., 2019). Observed rates of factual errors in
abstractive summaries have ranged from 30% to
over 75% (Cao et al., 2017; Maynez et al., 2020).
The research community is developing automatic
factuality metrics (Wang et al., 2020; Kryscinski
et al., 2020; Goodrich et al., 2019; Goyal and Dur-
rett, 2020; Ribeiro et al., 2022) and methods that
attempt to increase factuality (Fan et al., 2018;
Scialom et al., 2019; Zhang et al., 2019; Falke
et al., 2020; Cao and Wang, 2021). However, the
factuality problem of abstractive summaries can-
not be well understood without considering the

1 H . . .

Code and data are available at https: degree of abstractiveness of a given summary: Any
//github.com/amazon-science/ . :
abstractive—factual-tradeoff. summary is on a spectrum between extractive and
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abstractive (See et al.,

2 |Trivially Para- 2017). Summaries

S factual phrasing that are extractive to

O

S\ out of Hallu- a larger extent tend
context? cinating. . to be more factual

=

abstractiveness since copying text
from the input into
the summary rarely
introduces factual er-
rors while the task of
paraphrasing, which results in summaries that are
more abstractive, is harder and prone to seman-
tic errors. As an example, Figure 1 shows part
of a Washington Post article and three summaries
with increasing abstractiveness, which we have gen-
erated using our abstractiveness constraints (Sec-
tion 2.2). The first two summaries are correct, but
the third, most abstractive, summary has factual
errors, misinterpreting the input.

Few authors have discussed this connection ex-
plicitly. Lebanoff et al. (2019) observe that ab-
stractive summaries consisting of concatenated ex-
tracted fragments tend to be more factual than those
created by more complex fusion. Durmus et al.
(2020) observe that models trained on the more
extractive CNN/DM dataset (Hermann et al., 2015)
create more factual summaries than models trained
on the more abstractive XSum dataset (Narayan
et al., 2018). We show that such models differ in
factuality even when we bias them to generate sum-
maries that have similar levels of abstractiveness.
Our analysis (Section 4) situates summarization
models on the spectrum outlined in Figure 2, where
factual summaries range from “trivially factual”
(extractive) to truly “paraphrasing” (abstractive).
We make the following contributions:

Figure 2: Four extremes
at the abstractiveness-
factuality spectrum.

1. We systematically explore the relationship of
abstractiveness and factuality and show how
factuality decays with increasing abstractive-
ness. We argue that factuality rates of different
systems cannot be compared without taking
their degrees of abstractiveness into account.

2. We introduce new factuality metrics that
take abstractiveness into account and evaluate
the abstractiveness-factuality tradeoff across
various datasets and summarization models.
We establish baselines that will allow oth-
ers to demonstrate progress on mitigating the
abstractiveness-factuality tradeoff.

3. We introduce a new dataset containing 10.2k
summaries with systematically varied degrees

of abstractiveness along with human factuality
judgements, and a second dataset containing
4.2k summaries from five summarization mod-
els with their human factuality judgements.

2 Abstractiveness

2.1 Measuring Abstractiveness

In this paper, we wish to analyze the relationship
of abstractiveness and factuality of generated sum-
maries. We start by proposing a comprehensive ab-
stractiveness metric. Abstractiveness measures the
amount of rephrasing, i.e., the degree to which the
words, phrases and sequences of the generated text
have not been extracted from the corresponding in-
put; a fully abstractive summary method expresses
the main points of the input in its own words. To
measure abstractiveness, most authors list the pro-
portions of summary n-grams of varying lengths
that are novel, i.e., do not occur in the correspond-
ing inputs (See et al., 2017; Narayan et al., 2018;
Gao et al., 2019). Grusky et al. (2018) proposed a
new metric also based on contiguous overlapping
text spans, density, measuring the average length of
extracted fragments in a summary. Others have pro-
posed metrics that take common non-contiguous
subsequences into account, e.g., perfect fusiony
(Durmus et al., 2020) measures the percentage of
summary sentences that assemble substrings from
k source sentences in their original order.

Based on these previous works, we define a
comprehensive abstractiveness metric that com-
bines measures of contiguous and non-contiguous
extractive summary fragments, making it sensi-
tive to different kinds of abstractiveness and there-
fore suitable as a general abstractiveness metric.
We define this metric as a ratio, in order to fa-
cilitate combining it with a factuality metric of
the same [0,1] range (Section 4). Let x(x,y) =
hmean(py, p2, p3, pa, lesr) be a measure of extrac-
tive overlap between input  and summary vy, using
the harmonic mean of multiple component mea-
sures. Each p,, short for p,(x,y), is the n-gram
precision of the n-grams in y with respect to , i.e.,
the percentage of n-grams in y that are extracted
from 2.> Following common practice (Papineni
et al., 2002), we use n-grams up to length four. We
do not include density in x(a, y) as its range is un-
bounded. The measure lcsr (longest common sub-

*We smooth all n-gram counts (Chen and Cherry, 2014)
to avoid undefined or zero harmonic mean values in highly
abstractive summaries. See Appendix A for details.
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X the supreme court reserved its verdict on a batch
of pleas which have raised questions

Y the supreme court reserved its decision on a batch
of pleas that have raised questions

Figure 3: Example of input and highly extractive gener-
ated output. The color coding is the same as in Fig. 1.

sequence ratio), short for lcsr(a, y), is the length of
the longest common subsequence (LCS) between
and y divided by the length of y. lcsr, inspired by
ROUGE-L (Lin, 2004), generalizes perfect fusiony
to consider all instances of non-contiguous over-
laps between input and summary. Adding a mea-
sure of non-contiguous overlap is important as it
detects overlaps that are long but broken up by mi-
nor changes, such as synonyms, as in the example
in Figure 3. Finally, the MINT (Metric for lexical
independence of generated text) abstractiveness
measure is defined as MINT(x,y) = 1 — x(x, y).
For a set of inputs and their summaries, we re-
port the average MINT score. See Figure 1 for
the MINT scores of three increasingly abstractive
example summaries. In Section 5, we show that
MINT scores correlate hightly with density scores.

The described MINT score capitalizes on prior
work to provide a comprehensive and unified met-
ric for abstractiveness of conditionally generated
text, combining measures of contiguous and non-
contiguous overlap into a single percentage score.
The implementation of MINT we provide will facil-
itate standardized comparisons of abstractiveness
across different works.

2.2 Nonlinear Abstractiveness Constraints

We now introduce nonlinear abstractiveness con-
straints (NAC), which enable us to control the de-
gree of abstractiveness at decoding time; it will
allow us to use a trained summarization model to
decode input multiple times while applying con-
straints to control the abstractiveness of the gener-
ated text output (e.g., see Figure 1). We will use
this technique to analyze the impact of abstractive-
ness on factuality (Section 4).

Let F(x,y) be the set of the longest extractive
fragments in the decoding output y with respect
to the input . In Figure 1, such fragments are
marked in color for each summary. We define a
function A, (| f|) that assigns a discount probability
to any extractive fragment f € F(x,y):

(| f]) = 27 M1/ (1)

0.7% T~ h=4
505 + — h=2

0.25

0.0 2 3 4 35 6 7

Extractive fragment length

Figure 4: \;, defines discounts for extractive fragments
based on their lengths. Smaller & values lead to more
abstractive summaries.

We configure this function® with h, interpreted
as the length of an extracted fragment for which
An = 0.5. Decreasing h results in a A, that dis-
counts shorter extractive fragments more strongly,
leading to increased abstractiveness (see Figure 4).
Our discount penalty grows nonlinearly, affecting
longer extractive fragments more strongly than mul-
tiple shorter ones with the same combined length.
To see why we choose a nonlinear penalty, con-
sider for example that extracting a 10-gram makes
a summary more extractive than using ten words
from the article separately, since an extracted 10-
gram will be highly recognizable as stemming from
the input. This nonlinearity is in contrast to Weber
et al. (2018), which used a linear penalty to control
the amount of copying in a pointer network.

In decoding, we search for the summary g that
maximizes the product of the summarization model
probability, pm(y | ), and the discount probabili-
ties of the extractive fragments F(x, y):

[T M) @

g = argmaxpm(y | ) X
Y feF(zy)

Beam Decoding. The model probability
pm(,y) in neural text generation models (Sec-

tion 5.1.1) decomposes for token-by-token decod-

ing as H'zy:|1 pm(vi | ®,y1,...,yi—1). Similarly,

we decompose the application of the )\, function
for any partial or completed extractive fragment f:

|f]
wif =TI 0% o
=1

Therefore, to successively apply Ay, at each out-
put position 7 in beam decoding, each candidate for
token y; is evaluated to check whether choosing it
would extend an extractive fragment to length [. If
s0, its model probability pm(y; | - .. ) is multiplied
with A, (7) and the A, (I — 1) that was applied to
the previous token y;_1 is divided out. We are not

3 Additionally, the exponent used in | f|? and h? could be
configured, but we keep it at 2 in our experiments. A larger
exponent would result in a steeper descent around h.
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Summary

Bob Barker returns to the “Price Is R

episode on April 1. The final epis
Article

For the first time in eight years, a TV legend returned to doing what he does best.
Contestants told to "come on down!"

on the April 1 edition of "The Price Is Right" encountered not host Drew Carey but another familiar face in charge of the proceedings.

Instead, there was Bob Barker, who hosted the TV game show for 35 years before stepping down in 2007.

Looking spry at 91, Barker handled the first price-guessing game of the show, the classic “Lucky Seven,* before turning hosting duties over to Carey, who finished up.
Despite being away from the show for most of the past eight years, Barker didn't seem to miss a beat.

Figure 5: Screenshot (part) of a Mechanical Turk task (HIT) to judge the factuality of a summary sentence (in blue)
with respect to news articles. Darker green article sentences are more similar to the blue summary sentence. The
full task showed sentences from two more articles in the same cluster; from the Multi-News test set.

aiming to control the length of the generated out-
put; instead we penalize the model in proportion to
the length of any phrases it would extract from the
input and encourage it to use novel phrases instead.
Extraction Rewards. We can choose to apply an
extraction reward, rather than a penalty, by using
the inverse 1/\;,; smaller values of A then result in
summaries that are more extractive.

3 Factuality

We now describe metrics for factuality, before we
can describe the relationship between abstractive-
ness and factuality (Section 4). By factuality of a
summary y, we mean factual consistency with the
input x, rather than objective factuality or univer-
sal truth. Measuring factuality automatically is an
active area of research (Gabriel et al., 2020). Fac-
tuality is most naturally measured by human anno-
tators; we describe our setup for human factuality
annotation first, then move to automatic metrics.

3.1 Human-annotated Factuality

We use Amazon’s Mechanical Turk (AMT) to mea-
sure the factuality of automatically generated sum-
maries with human annotators. These annotators
are untrained, so we use multiple mitigation strate-
gies to obtain high-quality judgements. We sim-
plify the task: To avoid overwhelming annotators
with long text, we select a single sentence per sum-
mary and ask the annotators if it is factually con-
sistent with the shown article(s). The other sen-
tences of the summary are given as well for con-
text, shown in gray (see Figure 5). The article(s) are
shortened to show a total of 9 sentences that were
determined to be semantically most similar to the
selected summary sentence;* the remaining article
parts are replaced by “...”. The summary sentence
is selected at random in proportion to its length.

*We measure cosine similarity of sentence encodings com-
puted by the Universal Sentence Encoder (Cer et al., 2018).

For each summary, we get judgements only for the
randomly selected sentence. Aggregated over a
set of summaries, we measure the average chance
of any randomly selected summary sentence to be
factual. We have verified high correlation of these
factuality rates with the factuality rates obtained
through professional annotators who judged com-
plete summaries with respect to the full articles
(see Appendix C).

We provide detailed task instructions, including
examples for intrinsic and extrinsic factual errors
(Maynez et al., 2020). We require that potential
annotators pass a custom qualification test of find-
ing factuality errors. Only workers with at least
100 completed tasks on AMT with an acceptance
rate of 95%+ may take the test; 15% of those pass,
enabling them to work on our tasks. We use three
annotators per task and use MACE (Hovy et al.,
2013) to aggregate annotations and recover the
most likely binary factuality judgement per sum-
mary. We add summaries for which we know the
correct factuality annotation and repeatedly check
the annotators’ accuracy on those summaries while
they are annotating; all answers from annotators
who fall below a threshold are replaced by answers
from additional annotators. Appendix C describes
more details on our setup and fair compensation.

For any set of generated summaries, we create
the AMT tasks, get an aggregate binary judgement
per summary based on the multiple answers as de-
scribed, and report the mean of all human binary
summary factuality judgements; we call this score
FACTH (Table 1). We collect human factuality
judgements for 10.2k BART summaries with vary-
ing degrees of abstractiveness, and for 4.2k sum-
maries from five different summarization models.

Released Datasets. We release these human
judgements as datasets called CONSTRAINTSFACT
(Section 5.1) and MODELSFACT (Section 5.2). Pre-
vious datasets with human factuality judgements
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Figure 6: Human factuality judgements (FACTH) for
different degrees of abstractiveness (MINT). Each color
represents a BART model trained on a particular dataset,
decoded with varying decoding constraints (Sec. 2.2);
large outlined symbols mean no constraints.

(Wang et al., 2020; Kryscinski et al., 2020; Maynez
et al., 2020; Pagnoni et al., 2021) are substantially
smaller, with under 5k summaries each, and our
CONSTRAINTSFACT dataset is the first that evalu-
ates the factuality of summaries with systematically
varied degrees of abstractiveness.

3.2 Automatically Measured Factuality

Measuring factuality automatically is an active re-
search area; Pagnoni et al. (2021) gives an overview
over recent metrics and compares their correlations
to human judgements, where DAE (Goyal and Dur-
rett, 2020, 2021) and FactCC (Kryscinski et al.,
2020) perform well. DAE is an entailment model
that classifies the factuality of the dependency arcs
in the summary, resulting in fine-grained judge-
ments at the subsentence level. FactCC is a BERT-
based binary classifier trained on pairs of input
and output sentences, where the output sentence is
annotated as either factual or non-factual.

4 Abstractiveness-Factuality Tradeoff

The metrics for factuality and abstractiveness along
with the abstractiveness constraints allow us to sys-
tematically explore the relationship between ab-
stractiveness and factuality. We can control ab-
stractiveness and observe the effect on factuality,
i.e., we can vary the amount of lexical overlap be-
tween input and generated summary and observe
the extent to which the summary preserves the in-
put semantics.

Factuality Trend Lines. To explore this relation-
ship, we train summarization models on different

datasets. For any trained summarization model, we
decode the test set multiple times with different
h values for \;, (Equation 1), resulting in sets of
summaries with varying degrees abstractiveness.
For each of these test set decodings, we measure
abstractiveness using MINT and the corresponding
factuality using human annotations, unless other-
wise noted. This results in a series of (abstrac-
tiveness, factuality) points for any trained summa-
rization model, which can be plotted, along with
a linear trend line. Figure 6 shows such a plot;
Section 5.1.2 discusses its details.

F@50 Score. Given each trend line, we can read
off the factuality at 50% abstractiveness, an intu-
itively interpretable metric, which we call F@50; it
provides a comparison of the factuality of different
models with a fixed degree of abstractiveness.

MiNT-adjusted Factuality Scores. We charac-
terize the tradeoff on any single decoding output
using a weighted average between factuality and
abstractiveness, (¢F + A)/(¢ + 1). To measure
abstractiveness A, we use MINT; to measure fac-
tuality F', we use human-measured factuality or
an automatic metric with [0,1] range like DAE or
FactCC, resulting in abstractiveness-adjusted factu-
ality metrics pFactH, uDAE, pFactCC, etc.

We give factuality a higher weight, since factual
semantic representation of the input is a fundamen-
tal requirement for summarization and low factual-
ity can have negative societal impact (Zellers et al.,
2019), while abstractiveness is a desirable stylistic
property. When two measures are combined into
one comprehensive evaluation metric there is no
a priori correct mixture weight; we follow com-
mon practice to give the more important measure
twice the weight (Kohonen et al., 2010; Li et al.,
2020; PreuB et al., 2021; Opitz and Frank, 2021)
and set ¢ to 2. By this definition, a system whose
factuality decreases by x units, as compared to an-
other system, must make up for the lost factuality
by 2z units in abstractiveness to get the same score.
When two systems have the same factuality, the
score prefers the one with higher abstractiveness.

4.1 Discussion

The abstractiveness-adjusted factuality metrics ad-
dress the issue that in the past, factuality rates of dif-
ferent systems have been compared without taking
abstractiveness into account. However, if one sys-
tem has a higher factuality rate than another, it may
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A MINT FAcTH puFACTH  F@50
s 1/ 9.7 94.8 66.5
8  none 17.6 91.2 66.7 4.4
% A4 43.5 87.0 72.5 :
O A2 70.8 76.7 74.7
o 1/X 26.8 82.2 63.7
£ none 370 73.5 613 68.9
z A4 56.1 68.5 64.4 :
= N 76.2 53.5 61.1
o 1/X 33.6 735 60.2
? none 459 66.5 59.6 644
z A4 62.3 59.7 60.6 :
= N 79.7 46.5 57.6
/M 55.8 53.7 54.4
E 1/X 74.5 51.7 59.3 567
;’é none 80.8 453 57.2 )
A4 84.0 43.7 57.1
A2 88.3 40.7 56.5

Table 1: Abstractiveness and factuality on 600 test sam-
ples per setting. The 17 MINT and FACTH numbers are
as shown in Figure 6; we add uFACTH and F@50.

have achieved this by copying phrases from the in-
put into the summary with minimal rephrasing, i.e.,
by having a low degree of abstractiveness. Such a
system may produce high-quality summaries, but
their factuality rate cannot directly be compared to
the factuality numbers of more abstractive summa-
rization systems. Summarization methods that are
highly factual and abstractive are able to rephrase
the input with few factual errors; when we com-
pare the factuality of abstractive summarizers we
must control for the amount of such rephrasing.
The abstractiveness-adjusted factuality metrics we
propose enable us to compare the factuality of ab-
stractive summarization models even when they
perform different amounts of rephrasings.

As an analogy, consider precision and recall.
High precision can be trivially achieved with low
recall, just as high factuality can be achieved with
low abstractiveness. Therefore when comparing
the precision of different retrieval systems, their
recall numbers are taken into account by using the
F-score.” Similarly, we argue that factuality com-
parisons must take abstractiveness into account.

Dataset Train Valid Test

CNN/DM 287,227 13,368 11,490
XSum 204,045 11,332 11,334
Multi-News 44,972 5,622 5,622

Table 2: Train/valid/test split on public datasets.

S Experiments

5.1 Comparison Across Datasets Using NAC

Datasets. We use CNN/DM (Hermann et al., 2015),
XSum (Narayan et al., 2018), and Multi-News (Fab-
bri et al., 2019), all of which contain English-only
text. CNN/DM contains news articles from CNN
and DailyMail paired with bullet point summaries.
XSum contains articles from BBC News, using
each article’s first sentence as summary.® In Multi-
News, each summary is written by a professional
editor and paired with a cluster of news articles.
For all three public datasets, we use the provided
training/validation/test split. The sizes of the three
datasets are listed in Table 2. From each of the three
datasets, we use 600 samples to compare human
and automatic factuality judgements.’

5.1.1 Setup

We use the BART (Lewis et al., 2020) sequence-to-
sequence model, which was pretrained on 160GB
of text and gives competitive results on CNN/DM
and XSum. Our models use the provided model
checkpoints for the CNN/DM and the XSum
datasets as well as the recommended decoding set-
tings. For Multi-News (MN), we train a model on
the training set, starting from the bart.large
pretrained model.® For Multi-News, we truncate
the input documents per cluster so that their com-
bined length does not exceed N words, follow-
ing Fabbri et al. (2019). We train models with
N = 800 and N = 500, called MN-800 and MN-
500, respectively. We measure the MINT scores
for the reference summaries in these datasets; these
can be compared to the MINT scores obtained in

5In our case, we use a weighted arithmetic mean instead
because an F score would steeply decline to zero as abstrac-
tiveness goes to zero, which is undesirable for output whose
factuality is high.

SFollowing Wang et al. (2020), we reinsert the first sen-
tences whenever we measure factuality of XSum summaries
on AMT or with automatic metrics.

"For Multi-News and XSum, we take the first 600 samples
per test set. For CNN/DM, we take the first 300 and the last
300 test samples, from CNN and Daily Mail, respectively.

8We train for five epochs (learning rate: 2e-5) and limit
output to 50 to 300 tokens.
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decoding (Section 5.1.2). The test set references for
MN-500 have a MINT score of 78.2%, compared
to 72.8% for MN-800. MINT is higher for MN-500
since the shorter truncation removes article content
that could otherwise overlap with the summaries.
The MINT scores for the CNN/DM and XSum ref-
erences are 59.6% and 87.8%, respectively; XSum
is the most abstractive dataset.

5.1.2 Results

We use each of the four BART models to decode
its respective test set multiple times, with vary-
ing abstractiveness constraints, resulting in 17 out-
puts. For each one, we obtain human factuality
judgements on the corresponding 600 samples, re-
sulting in 17 x 600 human factuality judgements
— our CONSTRAINTSFACT dataset —, which we
aggregate into 17 mean FACTH scores; we also
compute the corresponding 17 MINT scores. Fig-
ure 6 plots the resulting abstractiveness and human-
measured factuality for each of the four models,
thereby providing a visual representation of the
abstractiveness-factuality tradeoff for these mod-
els. Table 1 shows the same 17 MINT and FACTH
values, along with 4FACTH and F@50 scores.

The lower right of Figure 6 shows five lozenges
(#). The larger one represents the decoding with
our XSum-trained model using default settings;
the other four red points represent decodings under
the same model, but with different abstractiveness
constraints that result in more extractive (1/\p,)
or more abstractive (\y) summaries (Section 2.2).
The five red points are associated with a dashed
linear trend line. Compared to the other points in
the figure, abstractiveness is high and factuality
low — the model tends to paraphrase its input, of-
ten incorrectly. It took a strong extractive reward
(1/A1), which we did not use for the models trained
on other datasets, to bias this model toward lower
abstractiveness and higher factuality.

For the Multi-News models, four decodings us-
ing MN-500 are shown as squares (H), decodings
under MN-800 as triangles (/.). The MN-800
model is more factual across the abstractiveness
spectrum. This can be explained by the fact that
for MN-500, larger parts of the input are truncated
(Section 5.1.1) that the untruncated reference sum-
mary in training may still refer to; the MN-500
model learns to hallucinate more.

The four decodings for CNN/DM are shown as
bullets (“ ). Its model output without abstractive-
ness constraint (large bullet) is the most extractive;

the extraction reward to its left (using 1/\2) can-
not make it much more extractive; however, there
is room to the right, and the abstraction rewards
(A4 and X\o) move its abstractiveness far into the
abstractiveness level of Multi-News and XSum.

F@50 Scores. One of the main takeaways of this
study is that different systems can have different
factuality rates at the same level of abstractiveness.
Previous authors have observed that XSum sum-
maries are highly abstractive and less factual, and
that CNN/DM summaries are at the opposite side
of that spectrum. We confirm this; however, we
add that we can bias the XSum model to create less
abstractive summaries and the CNN/DM model
to create more abstractive models, so that their
abstractiveness becomes comparable, and the
factuality rates still differ considerably: Based on
the trend line, the F@50 score of the XSum model
is 56.7%, while the CNN/DM model’s F@50 is
84.4%. MN-800 and MN-500 lie in the middle.

UWFACTH Scores. The pyFACTH scores adjust
FACTH for abstractiveness. They penalize the
CNN/DM model for its low abstractiveness and
reward the XSum model for its high abstractive-
ness, bringing them closer together, compared to
their more divergent FACTH scores. The pyFACTH
scores for MN-800 and MN-500 are also close
(59.6% versus 61.3% for A=none), as MN-800 is
more factual but also less abstractive.

Summary Quality and Abstractiveness. Ta-
ble 3 lists ROUGE-L scores for the different decod-
ings, along with abstractiveness metrics, measured
on the full test sets. ROUGE scores aim to mea-
sure summary quality by comparing the generated
summaries with the reference summaries, while
abstractiveness metrics measure overlap between
the generated summaries and the input. Decodings
without abstractiveness constraints replicate previ-
ous works” ROUGE scores (Lewis et al., 2020; Fab-
bri et al., 2019) (Appendix H). The A4 constraint
can dramatically increase abstractiveness while
leaving ROUGE scores virtually unchanged. We
also conduct a human evaluation of informative-
ness and coherence, comparing unconstrained sum-
maries with summaries generated with the \4 de-
coding constraint; the unconstrained decoding is
preferred for XSum but the constrained decoding is
preferred for CNN/DM, and results are mixed for
Multi-News, see Appendix D. The density scores
(Grusky et al., 2018) in the table have high correla-
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A RL MINT p3 p4 lcsr density Model MINT pFACTH [ /DAE (FactCC
/ / /
s 1/ 37.9 9.0 89.0 84.7 93.1 28.9 BART 16.8 66.4 912 67.4 926 56.2 759
g none 410 168 795 72.1 894 154 Z BERTSUM 14.1 647 900 57.8 796 57.0 785
Z oy By BT 0 sl T8 40 2 pacony 5.5 63.5 925 640 933 623 907
oo ' ' ' ' ' ' © BortoMUP  17.2 50.6 67.3 550 739 543 729
o 1/X 448 266 71.1 64.1 69.5 20.7 ABSRL 18.9 60.6 815 62.3 84.0 64.1 86.8
S none 45.8 37.1 589 50.1 633 13.4 ~ ~
z A1 45.8 563 387 27.0 519 43 E BART 80.2 56.9 453 67.3 60.8 53.9 408
= ) 44.0 76.4 20.7 104 41.6 2.0 < BERTSUM 82.8 52.1 368 61.5 508 50.8 348
=3 1/22 44.6 34.1°63.7 564 61.0 17.6 Table 4: Abstractiveness (MINT) and factuality of dif-
@ none 45.5 459 502 414 542 10.6 . . .
Z A\ 451 622 334 227 44.8 3.6 ferent models. For each factuality metric, we first list
W 433 798 17.8 88 359 1.8 its MINT-adjusted variant in green. Example: BART’s

1/M 30.8 53.8 41.7 323 669 5.8
1/A2 36.0 73.9 23.0 141 577 3.0
none 36.8 80.2 17.6 9.2 545 24
A4 36.8 83.6 146 6.6 52.8 22
A2 36.3 88.1 10.8 4.1 49.8 1.9

XSum

Table 3: Impact of A on ROUGE-L F; (RL) and abstrac-
tiveness metrics on the full test sets. p3, p4, lcsr are
component scores in MINT (Sec. 2.1), density is aver-
age length of extracted fragments (Grusky et al., 2018).
ROUGE measures overlap with reference summaries,
abstractiveness metrics measure input overlap.

tion with the MINT scores.

5.2 Comparison Across Different Models

We also compare the abstractiveness-factuality
tradeoffs of summarization models from the lit-
erature. We obtain outputs of four summarization
models other than BART: BERTSUM (Liu and La-
pata, 2019) is a transformer model in which only
the encoder is pretrained; PGCONYV (See et al.,
2017) is a pointer-generator network; BOTTOMUP
(Gehrmann et al., 2018) and ABSRL (Chen and
Bansal, 2018) select source fragments to constrain
an abstractive generation model. We obtain human
factuality judgements of the five model outputs on
600 samples of CNN/DM and XSum, respectively,
and release this as our MODELSFACT dataset; we
apply automatic metrics (e.g., DAE) as well as our
abstractiveness-adjusted variants (e.g., tDAE) to
the full test sets. Table 4 shows the results. For
CNN/DM, we find that the highly extractive model
PGCONV receives the highest automatic and hu-
man factuality scores, while the abstractiveness-
adjusted variants favor BART or ABSRL, whose
outputs represent better tradeoffs between abstrac-
tiveness and factuality. On XSum, BART’s out-
put is considerably more factual than BERTSUM’s
across all factuality metrics, while BART has only
slightly lower abstractiveness; as a result, BART is

uFACTH is 66.4, while the unadjusted FACTH is 91.2.
All numbers are percentage scores € [0,100].

also favored by all MINT-adjusted factuality met-
rics. Detailed results including additional factuality
metrics are described in Appendix G.

The MINT-adjusted variants of factuality metrics
put factuality rates into perspective. We encourage
authors who compare factuality rates across sum-
marization models to also compare MINT-adjusted
variants (e.g., uDAE), to account for differing lev-
els of abstractiveness.

6 Related Work

Abstractiveness-Factuality Tradeoff: Durmus
et al. (2020) observe that abstractiveness at test
time depends on the abstractiveness of the training
data and that highly abstractive summaries tend
to be less factual. We control for abstractiveness
and see that factuality rates between different sys-
tems can vary widely at the same abstractiveness
levels. Recently, Ladhak et al. (2022) present an
alternative framework to evaluate the faithfulness-
extractiveness tradeoff, requiring training multiple
models on subsets of the training data to measure
the tradeoff, while we use constraints to analyze
tradeoffs that a single model makes. Increasing
Abstractiveness: Kryscinski et al. (2018) use pol-
icy gradient with a novelty reward to encourage
abstraction in a pointer-generator (PG) (Gulcehre
et al., 2016; See et al., 2017). Weber et al. (2018)
penalize copying tokens during PG decoding. Our
constraints apply to general sequence-to-sequence
models and include nonlinear penalties. Song et al.
(2020) control copying in training abstractive sum-
marization models by masking the summary tokens
with different probabilities, depending on whether
they are seen in the input document or not. In con-
trast, our technique does not require retraining to
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obtain varying degrees of abstractiveness.

7 Conclusions

We presented new metrics and datasets for evalu-
ating the relationship of abstractiveness and fac-
tuality. As part of our analysis, we presented ab-
stractiveness constraints, which can bias a summa-
rization model to increase or decrease the level of
abstractiveness while generating summaries, using
nonlinear penalties or rewards based on the length
of summary fragments extracted from the source.
Through automatic and human factuality evalua-
tions, including 10.2k human factuality judgements
of summaries with systematically varied abstrac-
tiveness, we shed light on how abstractiveness in-
teracts with factuality, across multiple datasets and
models. We proposed new metrics to measure the
tradeoff, including F@50 and MINT-adjusted fac-
tuality rates, such as uDAE and pFactCC, and we
established baselines for future research.

Limitations

The abstractiveness constraints we have presented
can be used to increase or decrease the abstrac-
tiveness of the generated text. Dedicated code is
needed to integrate such constraints into a decoder.
The constraints are needed to obtain trend lines
as in Figure 6, as well as the F@50 score. How-
ever, the MINT-adjusted factuality scores, such as
pFactH, uDAE or pFactCC can be computed for
any summarization system, without the need for
implementing abstractiveness constraints, as we
have done in Section 5.2.

Ethical Considerations

We have analyzed the factuality of generated text
in relation to the abstractiveness of the source texts;
we have also proposed new metrics that let re-
searchers compare the factuality of different gen-
erative models. As such, we consider our work a
contribution toward text generation methods that
make fewer factual mistakes and become therefore
more reliable and responsible. However, any ad-
vance in text generation methods can be used by
bad actors to cheaply generate misleading or harm-
ful texts.

We hired annotators on the Mechanical Turk plat-
form to judge machine-generated summaries. Our
first ethical consideration with respect to this data
collection is fair and prompt pay for the work of
the annotators. We describe in Appendix C that

we paid all human subjects a fair average pay of
$12.50 USD per hour, based on observed median
time spent per HIT. As described (Section 3.1),
we automatically approved the annotators’ work
promptly and paid bonuses as appropriate. The an-
notators’ privacy and confidentiality were respected
at all times.
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A Measuring Abstractiveness with MINT

N-gram Overlap. Each p,, short for p,,(x,y),
is the n-gram precision of the n-grams in y with
respect to x, i.e., the percentage of n-grams in y
that are extracted from «.? For highly abstractive
outputs, higher-order n-gram precision can be zero,
leading to an undefined or zero harmonic mean
value. We prevent this by smoothing the n-gram
counts from which n-gram precisions are calcu-
lated, such that each n-gram count is the average of
itself and the smoothed (n — 1)-gram count and the
unsmoothed (n + 1)-gram count. The smoothed
0-gram count is defined as the 1-gram count plus
one. We chose this method for its simplicity and
effectiveness; it is described as method 5 in Chen
and Cherry (2014).

Harmonic Mean. We use the harmonic mean, in
analogy to the definition of the F; score, as it is
a mean function designed to aggregate ratios with
different denominators.

For a completely extractive summary that ex-
tracts sentences in the original order, the MINT
score is 0. The score increases as the order of the
extractive fragments is changed with respect to the
input, their lengths are decreased and new words
and fragments are introduced that are not part of
the input . The use of the length-normalized LCS
score (lcsr) is inspired by ROUGE-L; it is a useful
addition to the n-gram precisions as it can detect
the extraction of longer n-grams broken up by mi-
nor edits. As an example, consider the (x, y) pair
shown in Figure 3. Only 4 of the 12 summary four-
grams match the input, i.e., p4=33.3%, although
very high overlap is apparent due to the fact that
a 15-word fragment from the input was extracted
with only the words “verdict” and “which” mini-
mally changed by synonym substitution. The lcsr
score reflects this and measures 12/15=80.0% over-
lap. On the other hand, the n-gram precisions used
in the MINT score are valuable in detecting textual
overlaps that are not part of the longest common
subsequence.

MINT has elements of ROUGE (Lin, 2004) and BLEU
(Papineni et al., 2002). We do not use the modified n-gram pre-
cisions, like BLEU does, because n-grams extracted multiple
times from x should count as such every time.

B Details on the Abstractiveness
Constraints

Log Space. We have described the abstractive-
ness constraints in probability space. In prac-
tice, we equivalently search for ¢ in log space us-
ing log probabilities and the log of A\, defined in

Equation 1. It can be shown that log A, (| f|) =

—|fI?
(1.20112x )2 "

C Details on Our Mechanical Turk Setup

We provide additional details on the strategies we
use to obtain high-quality judgements on Amazon
Mechanical Turk. We give detailed instructions
to the annotators, with definitions and examples
of different factual errors (see Figure 7). We also
add a request to write a short explanation when a
sentence is judged as not factual.

Tasks with Known Answers. We add a number
of tasks with known answers, enabling us to esti-
mate the accuracy of workers who work on multiple
of these.

Automatic Quality Checks. Workers who com-
plete the tasks too quickly, write no or very short
explanation texts or have low accuracy on the tasks
with known answers are automatically removed
from our worker pool. Their answers are replaced
with new answers.

Bonus. We use a bonus incentive structure. Every
worker who passes the automatic quality checks
receives a bonus at the end.

Check Against Professional Annotators. We
have seven sets of 150 automatically generated
summaries each, which we had previously sent
to professional news editors to annotate factual-
ity. Those annotators rated the complete sum-
maries with respect to the complete inputs — no
sentences were preselected to simplify the task.
We re-annotated these summary-article pairs using
our Mechanical Turk setup, and the resulting per-
set factuality rates correlated highly (r=.88) with
those previously obtained from the professional
annotators (p< .05).

As a further quality check, we sent one set of
600 summaries to Mechanical Turk twice, several
weeks apart. The two factuality rates obtained for
that same set were close — 91.2% and 92.0%.
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Instructions (Click to collapse)

Please evaluate whether the blue sentence from the summary is consistent with the information in the articles.
Select no if the blue sentence is not consistent, i.e., its facts are not supported by the articles.

Select no in cases like these:

e The blue sentence contradicts information in the articles. The blue sentence might say "A fire broke out in Seattle", but an article says it broke out in Portland. Or
the blue sentence might say "the Republicans won the election", but the articles indicate that the Democrats won instead.

e The blue sentence adds a fact that is not mentioned anywhere in the articles. For example, the blue sentence might say that "A fire broke out at 2am", but the
articles don't mention the time when the fire broke out.

Meaning of the colors:

« Summary: The gray sentences in the summary are displayed to give context only. Please evaluate the blue sentence only.
« Articles: The sentences in the articles have green background color to help you find information more quickly. Article sentences with darker green background
color are more related to the blue sentence. The least related sentence have been removed, indicated by three dots (...).

lease luate the blue te in the st

y. (See instructions above.)

Summary:

A North Carolina couple is suing the producers of Hgtv's love it or list it because they say the show turned their dream home into a Shoddily constructed one, the Raleigh
news& observer reports. Deena Murphy and Timothy Sullivan say they agreed to take part in the show under the guise of moving into a rental property with their teenage
foster children, but the reality show's principals -- designer Hilary Farr, real estate agent David Visentin, and contractor Eric Eremita -- are "actors or television personalities
playing a role for the camera," not people who "played more than a casual role in the actual renovation process," according to the lawsuit filed against big coat TV and
contractor Aaron Fitz construction. The lawsuit claims the couple were "victims of shoddy work and unfair trade practices" that left their floors, windows, and other parts of
their home damaged. The couple says they gave $140,000 to big coat for renovations, but were told the rest of the money was used to pay Fitz and other Subcontractors. "
One of the things they're doing in this lawsuit is kind of blowing the secrecy off of reality TV," today legal's hosts say. big coat denies the couple's claims. " We believe that

this claim is in no way supported by any of the facts of the case, and we will be defending ourselves vigorously in this matter," the company says in a statement, per the

Huffington Post.

Article 1

Deena Murphy and Timothy Sullivan are suing the production company for HGTV's "Love It or List It," claiming the hit show turned their dream home into a nightmare.
The lawsuit against Big Coat TV and one of its contractors alleges the couple were "victims of shoddy work and unfair trade practices" that left their floors, windows and

other parts of their home damaged.

TODAY The program's hosts, David Visentin and Hilary Farr "One of the things they're doing in this lawsuit is kind of blowing the secrecy off of reality TV," said TODAY legal

analyst Lisa Bloom.

TODAY North Carolina couple Deena Murphy and Timothy Sullivan are suing the show's production company.

Article 3

A North Carolina couple is suing the producers of Love It Or List It, saying the show left them with a house that was shoddily constructed.
The Raleigh News & Observer says that Deena Murphy and Timothy Sullivan agreed to participate in the hit HGTV series under the guise that they were considering a move

1o a rental property with their teenage foster children.

The problem, according to the suit against Big Coat TV and Aaron Fitz Construction, was that the show's principals--designer Hilary Farr, real estate agent David Visentin,

Figure 7: Instructions for the factuality annotation task on Amazon Mechanical Turk, as well as the summary and

part of the article text shown to the worker.

Qualification Test. For all our evaluations on
Mechanical Turk (see Section 3.1), we first set up
a short qualification test that can be taken by any
worker from a country whose main language is
English, who has completed 100 or more HITs so
far with an acceptance rate of 95% or higher. The
qualification test consists of just three questions
from our factual consistency setup; two of which
must be answered correctly, along with an explana-
tion text (5 words or more) to explain when “not
factually consistent” was chosen. 53% of work-
ers who start the test provide answers to all three
questions, and 27.6% of these answer at least two
correctly and provide a reasonable explanation text,
i.e., only 14.6% of the test takers are granted the
qualification.

The qualification enables workers to work on
our factual consistency HITs as well as our HITs
judging informativeness and coherence.

Fair Compensation. The factual consistency
task pays $0.15 per HIT with a bonus of $0.05.
It can be done quickly, given the fact that a sin-
gle summary sentence is evaluated and the related
sentences in the article are highlighted. The task
of evaluating informativeness and coherence (see
Appendix D) pays $0.50 per HIT with a bonus of
$0.25, as more text is displayed, compared to the
factuality task. These amount to an average pay
of $12.50 per hour, including the bonus, based on
median time spent per HIT. The bonus is paid to
workers who spend at least 10 seconds per HIT,
give short explanation texts for their decisions and
maintain high accuracy on HITs with known an-
SWers.
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CNN/DM MN-800 XSum
inf.  coh. inf.  coh. inf.  coh.

preferoff  36.5 36.7 39.8 358 188 187
prefer A4 465 392 347 398 165 163
bothequal 17.0 242 255 243 647 650

Table 5: Human quality evaluation of summaries gen-
erated with no abstractiveness constraint (“off”) versus
A4. We asked which summary is more informative or
coherent, respectively. MN-800 stands for Multi-News
with the input documents truncated to 800 words total
(Section 5.1.1).

D Human Evaluation of Informativeness
and Coherence

We conduct a human evaluation to determine the
informativeness and coherence of the summaries
generated with the A4 decoding constraint (Equa-
tion 1), which increases abstractiveness, as com-
pared to not using any abstractiveness constraint.
We use the same setup as for the factuality task,
including a qualification test, three annotators per
task and aggregation using MACE.

We use the following definitions of informative-
ness and coherence for the human evaluation:

* Informativeness: The more informative sum-
mary is better at expressing the main points
of the news story. It contains information that
is more relevant and important. It has fewer
unimportant details. Its content is more simi-
lar to the human-written summary.

* Coherence: The more coherent summary has
better structure and flow, is easier to follow.
The facts are presented in a more logical order.

The results are shown in Table 5. For the
CNN/DM model, the output without decoding con-
straints is the most extractive, and the raters pre-
ferred the more abstractive version generated with
the decoding constraint, both for informativeness
and coherence. For the XSum model, where the
output with the decoding constraint disabled is al-
ready highly abstractive, the result is reversed. For
Multi-News, the result is mixed: Raters found the
output with no decoding constraints more informa-
tive, but less coherent.

Data Size DAE FactCC FEQA QAGS
All 42k 44 .35 27 44
CNN/DM 3.0k .35 24 .05 27
XSum 1.2k .39 17 .01 25

Table 6: Pearson correlations to human factuality judge-
ments on the MODELSFACT dataset. The result with
the 1 symbol is not significant.

E More On Automatic Factuality Metrics

When we apply FactCC to a summary, we apply it
separately to each summary sentence and use the
mean score per summary. For each sentence that
we score with FactCC, we shorten the input doc-
ument by selecting ten sentences with the highest
cosine embedding similarity (Conneau et al., 2017),
in order to fit the input to the length limits.

In the following two appendix sections, we use
not only DAE and FactCC, as described in the main
text, but also two metrics based on question an-
swering: FEQA (Durmus et al., 2020) and QAGS
(Wang et al., 2020). FEQA generates questions
from masked summary sentences whose masked
entities are used as “gold” answers; these are com-
pared to the answers obtained from a QA model on
the input. In QAGS, a question generation model
generates questions from the summary, a QA model
answers these questions from both summary and
input, and the similarity of the answer pairs is eval-
uated.

F Correlating Human and Automatic
Factuality Judgements

Table 6 shows correlations of the human judge-
ments with different automatic metrics on the
MODELSFACT dataset, complementing earlier
studies (Gabriel et al., 2020; Pagnoni et al., 2021).
We compute correlations at the level of individ-
ual summaries. To make meaningful comparisons
between the human and the automatic scores, we
apply the automatic metrics here to the single ran-
domly selected sentence per summary that the hu-
man annotators judged. Overall, we observe here
that DAE has the highest correlations with human
judgements.
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Data Model MINT pFACTH uDAE  pFactCC  FEQA  1QAGS
BART 16.8 66.4 912 67.4 926 562 759 472 624 61.7 842

E BERTSUM 14.1 64.7 90.0 57.8 796 57.0 7185 47.6 644 60.8 84.2
% PGConv 55 63595 64.0 933 623 90.7 452 650 58.1 84.4
O  BorromUp 17.2 50.6 673 550 739 543 729 47.3 623 58.2 787
ABSRL 189 60.6 815 62.3 84.0 64.1 868 49.6 65.0 61.3 825

E  BART 80.2 56.9 453 67.3 60.8 53.9 40.8 50.9 36.2 53.4 40.1
2 BERTSUM 82.8 52.1 368 61.5 508 50.8 348 46.6 284 46.0 276

Table 7: Abstractiveness (MINT) and factuality of different summarization models. For each factuality metric, we
first list its MINT-adjusted variant in green. Example: BART’s yFACTH is 66.4, while the unadjusted FACTH is

91.2. All numbers are percentage scores € [0,100].

G Comparison Across Different Models

Here we offer an extended description of our com-
parison of the abstractiveness-factuality tradeoffs
of summarization models from the literature, in-
cluding the use of additional automatic factuality
metrics (see Appendix E).

Table 7 shows human and automatic factual-
ity scores, as well as MINT-adjusted versions of
these scores. We observe that all factuality met-
rics favor the output of the PGCONV model on
CNN/DM; however, its low abstractiveness indi-
cates that its output falls into the “trivially factual”
quadrant (Figure 2). The MINT-adjusted variants
(shown in green) penalize such low abstractive-
ness, favoring the BART or ABSRL models instead,
whose outputs represent better tradeoffs between
abstractiveness and factuality. Human factuality
raters (FACTH) rank ABSRL in fourth place, while
FactCC, FEQA and QAGS rank it highly; we hy-
pothesize that ABSRL makes factual errors that
these measures cannot detect well. On XSum,
BART’s output is considerably more factual than
BERTSUM’s across all factuality metrics, while
BART has only slightly lower abstractiveness; as a
result, BART is also favored by all MINT-adjusted
factuality metrics. BART’s pretraining of both en-
coder and decoder may be contributing to its fac-
tuality, in accordance with Maynez et al. (2020).
Note that for DAE, we apply the Ent-C model on
CNN/DM output and the XSUM-HUMAN model
on XSum output. Appendix H.2 shows ROUGE
scores.

H ROUGE Scores

H.1 BART Models

The aim of this paper is not to improve ROUGE
scores, but to gain insights about the tradeoff be-
tween abstractiveness and factuality. We do, how-
ever, stress that the BART models we use in our
analysis are competitive with the start of the art.
We list our ROUGE-1, ROUGE-2 and ROUGE-L Fy
scores, as well as their averages; see the RL scores
in Table 3 as well:

* For CNN/DM, our A=none decoding has
44.1/21.2/41.0 with an average of 35.4, same
as the average of 35.4 in Lewis et al. (2020).

* For XSum, our A=none decoding has
45.3/21.9/36.8 with an average of 34.7, com-
pared to an average of 34.9 in Lewis et al.
(2020).

* For Multi-News, our MN-800 A=none decod-
ing has 50.2/20.5/45.8 with an average of 38.8,
compared to improved ROUGE Fj results of
44.5/16.0/40.3 with an average of 33.6 by Fab-
bri (personal communication) for Fabbri et al.
(2019).

H.2 Comparing Summarization Models

To complement our comparison of different models
in Section 5.2, we list the ROUGE-L F; scores of
the five models in Table 8.

I Additional Experimental Details

We used AWS p3.8x and p3.16x EC2 machines
for all our experiments, except we ran FEQA on
the Multi-News summaries on a p3dn.24xlarge ma-
chine, as it required more memory.
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Model RL

CNN/DM BART 41.0
BERTSUM 39.2
PGConNv 36.4
BortomUP  38.3
ABSRL 37.3
XSum BART 36.8
BERTSUM 31.3

Table 8: ROUGE-L F; scores for the models compared
in Section 5.2.

The BART model has 406,290,432 parameters.
Fine-tuning BART on the Multi-News training set
took about 2.5 hours on 4 GPUs; we fine-tuned
for 5 epochs following instructions on the fairseq
BART webpage, without further hyperparameter
search. For CNN/DM and XSum we used the pro-
vided checkpoints.'? The minimum and maximum
length for Multi-News decoding was determined
by the lengths of the training reference summaries.

0See https://github.com/pytorch/fairseq/
tree/master/examples/bart.
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