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Abstract
Layer Normalization (LayerNorm) is an inher-
ent component in all Transformer-based mod-
els. In this paper, we show that LayerNorm
is crucial to the expressivity of the multi-head
attention layer that follows it. This is in con-
trast to the common belief that LayerNorm’s
only role is to normalize the activations during
the forward pass, and their gradients during the
backward pass.

We consider a geometric interpretation of
LayerNorm and show that it consists of two
components: (a) projection of the input vectors
to a d − 1 space that is orthogonal to the
[1, 1, ..., 1] vector, and (b) scaling of all vectors
to the same norm of

√
d. We show that each

of these components is important for the
attention layer that follows it in Transformers:
(a) projection allows the attention mechanism
to create an attention query that attends to all
keys equally, offloading the need to learn this
operation by the attention; and (b) scaling
allows each key to potentially receive the
highest attention, and prevents keys from being
“un-select-able”. We show empirically that
Transformers do indeed benefit from these
properties of LayeNorm in general language
modeling and even in computing simple func-
tions such as “majority”. Our code is available
at https://github.com/tech-srl/
layer_norm_expressivity_role.

1 Introduction

LayerNorm (Ba et al., 2016) is the most commonly
used normalization technique in modern neural net-
works such as Transformers (Vaswani et al., 2017).

Originally, Ba et al. (2016) motivated Layer-
Norm as an efficient way of normalizing the ac-
tivations during the forward pass or providing dis-
tribution stability as in batch normalization (Ioffe
and Szegedy, 2015). Later, Xu et al. (2019) and
Xiong et al. (2020) argued that more importantly
than normalizing forward activations, LayerNorm
stabilizes the gradients during the backward pass.

However, in this work, we show that LayerNorm,
which was originally proposed for RNNs, has an
additional crucial role in the theoretical and prac-
tical expressivity of the multi-head attention layer
that follows it in Transformers. 1 That is, Layer-
Norm makes it easier for the Transformer to learn
certain functions during training.

LayerNorm can be seen as two independent com-
ponents: projection and scaling, that were merged
into a single operator. First, LayerNorm projects
its inputs onto a particular d − 1 space that is or-
thogonal to the “ones” 1⃗ = [1, 1, ..., 1] vector. This
allows the attention layer that follows the Layer-
Norm to create queries that are close to 1⃗, and thus
attend to all keys equally, when needed, regardless
of the identity of the keys. In Section 3 we show
that this projection helps, for example, computing
the “majority” among token types in a sequence.

Figure 1a shows how without LayerNorm, the
keys and queries in a Transformer’s attention have
no apparent geometric structure. In contrast, Fig-
ure 1b shows that LayerNorm has projected all
keys to the hyperplane that is orthogonal to the
1⃗ vector. Further, the attention mechanism has
learned queries that are close to 1⃗, making them
attend equally to any possible key, when trained to
compute “majority”. We analyze and prove this in
Section 4.1.

The second component of LayerNorm is scaling:
We show that LayerNorm scales the projected input
to have an ℓ2 norm of exactly

√
d. In Section 3,

we show that scaling the input vectors prevents
the problem of “unselectable” keys (Demeter et al.,
2020; Grivas et al., 2022), where some key vectors
are contained in the convex hull formed by the other
keys, and thus can never get the highest attention
score. Figures 1c and 1d show the average fraction

1Xiong et al. (2020) discuss the differences between plac-
ing LayerNorm before and after a Transformer layer. However,
even when placing the LayerNorm after the layer, it appears
right before the multi-head attention of the next layer.
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(a) Without LayerNorm, the model has learned key and
query vectors without any apparent geometric structure.
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(b) LayerNorm projects the key vectors onto the same
hyperplane so that the model can learn to align the queries
to be orthogonal to the keys.
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(c) Without LayerNorm, there are “unselectable” key vec-
tors that cannot be selected by getting the maximal atten-
tion score (marked in darker colors).
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(d) LayerNorm eliminates the problem of “unselectable”
key vectors: Applying LayerNorm allows any key to get
the highest attention score.

Figure 1: Figures 1a and 1b show the effect of projection in LayerNorm, which makes all keys lie on the hyperplane
that is orthogonal to the 1⃗ vector. Figures 1c and 1d show the effect of scaling, where n is the number of vectors, d
is the dimension, and the color represents the average fraction of “unselectable” key vectors.

(out of 100 runs) of “unselectable” vectors which
were randomly drawn from the normal distribution.
As shown in Figure 1c, without LayerNorm, the
probability of getting “unselectable” keys can be
very high in certain settings. Nonetheless, as shown
in Figure 1d, with LayerNorm, every key vector
is always selectable. We analyze and prove this in
Section 4.2.

These results reveal new aspects of the com-
monly used LayerNorm and show its importance
to the attention mechanism in Transformers.

2 Decomposing LayerNorm

Given an input x ∈ Rd, LayerNorm is defined as
the following quotient:2

y =
x− µ

σ
(1)

2Following Xu et al. (2019) and for simplicity, we drop
the learned bias and gain terms.

where µ is the coordinate-wise average of x and σ
is the coordinate-wise standard deviation:

µ =
1

d

d∑

i=1

xi, σ =

√√√√1

d

d∑

i=1

(xi − µ)2 (2)

µ = [µ, µ, ..., µ] ∈ Rd (3)

We start with the numerator x − µ and show
that it corresponds to the projection of x onto the
hyperplane H defined by the normal vector 1⃗ =
[1, 1, ..., 1] ∈ Rd:

(x− µ) · 1⃗ = x · 1⃗− µ · 1⃗
d∑

i=1

xi −
(
1

d

d∑

i=1

xi

)
· d = 0

(4)

That is, x − µ is always orthogonal to the 1⃗ vec-
tor. Next, we show that the denominator scales the
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projected vector to have a norm of exactly
√
d:

||x−µ|| =

√√√√
d∑

i=1

(xi − µ)2

=
√
d

√√√√1

d

d∑

i=1

(xi − µ)2 =
√
d · σ

(5)

Then, σ in the denominator of LayerNorm scales
the projected vector to have a norm of exactly

√
d.

LayerNorm can thus be seen as two independent
components: (a) projection of the input vectors
onto the hyperplane orthogonal to 1⃗, and (b) scal-
ing of the projected vectors to have a norm of

√
d.

3 Expressivity Role in Attention

Each of the components of LayerNorm supports
the Transformer’s attention in a different way. Pro-
jection helps creating a query that attends to all
keys equally, when needed, while scaling helps the
model to avoid the problem of “unselectable” keys.

Recall that in Transformers, given vectors q and
k, the attention scoring function is defined as:

s (q,k) =
(qQ) (kK)⊤√

d
=

(
qQK⊤
√
d

)
k⊤ (6)

From this point, we refer to
(
qQK⊤
√
d

)
as “query”,

and to k as “key”.

3.1 Projection
Projecting all attention keys to the same hyperplane
can help attention attending to all keys equally.
Since all projected keys are orthogonal to the hy-
perplane’s normal 1⃗, this fact can be exploited in
the training process by learning weights such that
the queries will be parallel to 1⃗. That is, the atten-
tion can learn weights such that

(
qQK⊤
√
d

)
≈ c · 1⃗,

which will result in
(
qQK⊤
√
d

)
· k ≈ 0 and thus

s (q,k) = 0 for any key k.
Giving an equal score to all the keys can help,

for example, in computing “majority”, where the
model needs to find the most frequent token in the
input. In Section 4.1, we show that in the “majority”
task, a Transformer learns to align the queries to
be orthogonal to the keys, allowing a much faster
convergence.

3.2 Scaling
Scaling the attention keys to the same size allows a
Transformer to avoid the problem of “unselectable”

keys, where there are keys to which the attention
cannot focus and give the highest score.

Let S = {h1, ...,hn−1,hn} be a set of key
vectors, such that hn lies within the convex hull
formed by the other vectors in S. Due to the lin-
earity of the attention scoring function s, the atten-
tion mechanism cannot select hn by giving it the
highest attention score. We formulate this in the
following theorem:
Theorem 1. Given a set of vectors S =
{h1, ...,hn−1,hn} such that hn is interior to the
convex hull of S, then for all v ∈ Rd (s.t. v ̸= 0⃗):

max
i∈[n−1]

v⊤hi > v⊤hn

This means that key vectors that are inside the
convex hull cannot be selected by getting the high-
est attention score. Applying LayerNorm to the
keys ensures that all keys are scaled to the same
size, and thus none of them lies inside the convex
hull of S. This allows the attention mechanism to
potentially focus and select any desired key. The
proof of Theorem 1 is provided in Appendix A.

In Section 4.2 we show that this happens in prac-
tice when we train a Transformer on language mod-
eling: There are key vectors that lie within the
convex hull and therefore cannot be selected by
receiving the maximal attention.

4 Experimental Results

In this section, we empirically show the effects of
the LayerNorm components – projection and scal-
ing – on the attention mechanism in Transformers.
We first show how a Transformer learns to use the
projection of LayerNorm to compute “majority”;
then, we show that scaling allows the model to
avoid the problem of “unselectable” keys, allowing
the attention mechanism to focus on any key.

4.1 Computing Majority
We demonstrate the ability to compute “majority”
using the projection property. In this task, the
goal is to predict the majority token type in a se-
quence. Given a sequence of tokens t1, t2, ..., tn ∈
{C1, C2, ..., Ck}, the goal is to predict the token
type Ci that occurs the most among t1, t2, ..., tn.
For a, a, b, b, b, c, c, for example, the model is
trained to predict the output b, b, b, b, b, b, b. Solv-
ing this task can be performed simply using exact
averaging of the keys.

We trained a single-layer Transformer encoder
with dimension d = 8 and a single attention head.
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(a) Training loss: With projection, the model converges
faster compared to the model without projection, which
required 3x more steps.
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(b) The mean angle of the queries to the 1⃗ vector. With
projection, since all keys are orthogonal to 1⃗, the model
has learned to align the queries to be parallel to 1⃗ and thus
give equal attention to all keys.

Figure 2: The training loss and mean angle of the
queries to 1⃗ in the “majority” task across 10 runs with
and without projection.

We experimented with standard LayerNorm com-
pared to a LayerNorm without projection (having
a numerator of simply x in Equation (1), similarly
to the LayerNorm variant of Zhang and Sennrich
(2019)). We trained each model 10 times using
different random seeds.

Results Figure 2a shows that with projection, the
model converges faster compared to without pro-
jection. We hypothesize that since all key vec-
tors are orthogonal to the 1⃗ vector, the model can
exploit this geometric structure, and learning the
task is made easier. Figure 2b shows that indeed,
the model with projection has learned to align the
queries to the 1⃗ vector, decreasing the angle be-
tween the queries and 1⃗. On the contrary, a model
without projection has to learn to solve this task
“from scratch”. This model also converged eventu-
ally, but it required 3x more training steps. Figure 3
shows a similar trend in the models’ test accuracies.

4.2 Unselectable Keys

We examined the fraction of “unselectable” keys
in a Transformer model with and without the scal-
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Figure 3: The test accuracy in the “majority” task across
10 runs with and without projection. With projection the
model reaches high test accuracy faster compared to the
model without projection.

Model L1 L2 L3 L4

w/o scaling 51.0 32.2 34.7 36.8
w/ scaling 0 0 0 0

Table 1: The fraction of “unselectable” key vectors
right before the attention mechanism of each layer of a
language model without scaling. LayerNorm solves the
“unselectable” keys problem using the scaling property.
Without scaling, there are key vectors that cannot be
selected by the attention mechanism.

ing component of LayerNorm using the method
presented in Grivas et al. (2022). We trained a 4-
layer language model (based on GPT2 architecture
(Radford et al., 2019)) with d = 8 on Wikipedia 3

for 50K steps, and analyzed the inputs to the atten-
tion layer in each layer using sequences from the
validation set of SQuAD (Rajpurkar et al., 2016).

Results Table 1 shows the following results:
Without scaling, there are at least 32% “unse-
lectable” keys that cannot receive maximal atten-
tion score in each layer. In contrast, scaling re-
moves this problem and allows the model to poten-
tially focus on any key. In Figures 4a and 4b, we
show that this difference in “unselectable” keys is
also reflected in higher training and test losses for
the model that does not use scaling.

5 Conclusion

In this paper, we show that the commonly used
LayerNorm component is crucial not only for the
optimization process but also for the expressivity
of attention in Transformers. We decompose Lay-
erNorm into two geometric operations: projecting

3https://huggingface.co/datasets/
wikipedia, 20220301.en split.
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(a) Training loss: With scaling, the model converge faster
compared to the model without scaling.
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(b) Test loss: With scaling, the model achieves lower test
loss faster compared to the model without scaling.

Figure 4: The training and test loss in the language
modeling task.

the input vectors onto a subspace that is orthogonal
to the 1⃗ vector, and scaling the projected vectors
to have the same norm

√
d.

We show that projection helps to compute even
simple tasks such as “majority” by performing an
exact average of the keys and that scaling helps to
avoid the problem of “unselectable” keys.

These findings are important for the commu-
nity’s understanding of attention and expressivity
in Transformers. Further, these results raise a va-
riety of follow-up questions, such as: why should
the keys be orthogonal to the 1⃗ vector, instead
of any, learnable, different vector for every layer?
And what would happen if we force each layer’s
keys to be orthogonal to multiple normal vectors?
To this end, we make our code publicly avail-
able at https://github.com/tech-srl/
layer_norm_expressivity_role.

6 Limitations

In this work, we found that the implications of the
geometric properties of LayerNorm affect mainly
small models and are less evident for larger models.

We hypothesize that with a large hidden dimen-
sion, a Transformer model can find other solutions
for computing “majority“ using gradient descent
and is, therefore, less dependent on the projection
component. Further, we believe that the scaling
component is less useful for high dimensional mod-
els, since with higher dimensions, it is less likely
to encounter a set of vectors where some of them
lie within the convex hull of the others. Therefore,
we encourage the community to use LayerNorm
before attention layers, especially for small models
that operate on long sequences.

Moreover, the projection component is clearly
a linear operator that can be expressed by a lin-
ear layer before the LayerNorm, as we show in
Appendix C. Nevertheless, the importance of the
projection holds as we discuss in Section 3, and the
benefit of using this operator explicitly in Layer-
Norm is shown in Section 4.1.
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A Proof of Theorem 1

Theorem 1. Given a set of vectors S =
{h1, ...,hn−1,hn} such that hn is interior to the
convex hull of S, then for all v ∈ Rd (s.t. v ̸= 0⃗):

max
i∈[n−1]

v⊤hi > v⊤hn

We prove Theorem 1 using Theorem 2, presented
and proved in Demeter et al. (2020):

Theorem 2 (Demeter et al. (2020)). Let C be the
convex hull of the embeddings {xi} of a vocab-
ulary V . If an embedding xi for word wi ∈ V
is interior to C, then the maximum probability
P (wi) assigned to wi using a dot-product softmax
is bounded by the probability assigned to at least
one word wi whose embedding is on the convex
hull.

Proof of Theorem 1. According to Theorem 2,
since hn is interior to the convex hull of S, the
maximum probability assigned to hn is bounded
by the maximum probability assigned to hi for
some i ∈ [1 − n], that is on the convex hull of
S. Since probability in Transformers is computed
as a dot-product of the final hidden state of the
Transformer u and the embedding vector, we can
write:

u⊤hi > u⊤hn (7)

for any u ∈ Rd (the probability is computed as
a softmax of the dot-product logits, but since soft-
max is a monotonic function, a higher probability
after the softmax necessarily implies a higher logit
score).

Therefore, it also implies that for any v = u ∈
Rd:

max
i∈[n−1]

v⊤hi > v⊤hn (8)

B Characteristics of the Normalized
Vectors

In this section, we discuss the characteristics of
the LayerNorm inputs that are been normalized to
the same point. Recall that the projection ensures
that the normalized output lies on the hyperplane
H defined by the normal vector 1⃗ = [1, 1, ..., 1] ∈
Rd.

Let v be a unit vector in H:

v⊥1⃗ ∧ ||v|| = 1 (9)

Therefore
d∑

i=1

vi = 0 (10)

Let M be a 2D plane that is defined using v and
1⃗. Its parametric representation is:

M : sv + t1⃗ (11)

Finally, let x be a vector in M. Therefore, there
exist α, β ∈ R such that

x = αv + β1⃗ (12)
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Figure 5: LayerNorm maps the points of M to exactly
two points in H.

Next, we apply LayerNorm to x. First we project
x onto H:

x− µ =

= αv + β1⃗− 1

d

d∑

i=1

(αvi + β) 1⃗

= αv + β1⃗− α

(
1

d

d∑

i=1

vi

)
1⃗− β1⃗

= αv − α



1

d

d∑

i=1

vi

︸ ︷︷ ︸
=0



1⃗

= αv

(13)

Then, we scale the projected vector to be with a
norm of

√
d and get

LayerNorm (x) =
√
d

αv

||αv|| (14)

We split to cases:4

LayerNorm (x) =

{√
dv α > 0

−
√
dv α < 0

(15)

To conclude, all vectors belonging to the 2D plane
M are normalized to exactly two points, depending
on their α component.

Since the subspaces H and
{
t1⃗|t ∈ R

}
are di-

rect sum of the whole space Rd, each vector u ∈
Rd has a unique representation as u = αv + β1⃗.
That is, each vector u ∈ Rd belongs to some 2D
plane M, defined by 1⃗ and some vector v ∈ H,

4As implied from the original formulation of LayerNorm
(Ba et al., 2016), LayerNorm is undefined for α = 0.

and thus we can characterize the set of points that
are being normalized to the same point. Figure 5
illustrates this behavior.

C Constructing the Projection

The projection of LayerNorm is a linear transfor-
mation, and thus, in this section, we show explicitly
the construction of the projection matrix P , such
that

Px = x− µ (16)

Let V = Rd, W =
{
α1⃗|α ∈ R

}
, and U =

{
x|x⊥1⃗ = [1, 1, ..., 1] ∈ Rd

}
be linear subspaces

of V .
Let BU , BW be the bases of U and W respec-

tively:

BU = {u1,u2, ...,ud−1} (17)

BW =
{
1⃗

}
(18)

We can define a basis C = BU ∪BW of V .
We also denote the standard basis E of V :

E = {e1, e2, ..., ed} (19)

Since U ∩W = {0}, we have that U ⊕W = V
(direct sum). Therefore, each x ∈ V has a unique
representation as x = u + w where u ∈ U and
w ∈ W .

We can also write x using BU , BW :

x = α1⃗+
d−1∑

i=1

βiui (20)

Since we look for the projection of x onto U in
the direction of W , we want that

Px =
d−1∑

i

βiui (21)

To achieve this, we first, change the basis of V
from E to C, remove the α1⃗ component, and then
change back to the standard basis E.

Let MC
E be the change of basis matrix from

basis C to the standard basis E:

MC
E =




| | | |
u1 u2 . . . ud−1 1⃗

| | | |


 (22)

Therefore

P = MC
EA

(
MC

E

)−1
(23)
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Where

A =




| | | |
e1 e2 . . . ed−1 0
| | | |


 (24)

To get an explicit P ∈ Rd×d, we instantiate the
basis BU :

BU =








1− d
1
...
1
1



,




1
1− d

...
1
1



, ...,




1
1
...

1− d
1







(25)

Therefore

MC
E =




1− d 1 · · · 1 1
1 1− d · · · 1 1
...

...
. . .

...
...

1 1 · · · 1− d 1
1 1 · · · 1 1




(26)

(
MC

E

)−1
=

1

d




−1 1
−1 1

. . .
...

−1 1
1 1 · · · 1 1




(27)

And we get

P =
1

d




d− 1 −1 · · · −1
−1 d− 1 · · · −1

...
...

. . .
...

−1 −1 · · · d− 1


 (28)

D Unselectable Keys

Table 2 shows the fraction of “unselectable” keys
in a language model with LayerNorm before and
after the application of LayerNorm.

L1 L2 L3 L4

Before LayerNorm 44.8 28.5 22.3 26.1
After LayerNorm 0 0 0 0

Table 2: The fraction of “unselectable” key vectors be-
fore and after the LayerNorm followed by the attention
mechanism of each layer of a language model. Layer-
Norm solves the “unselectable” keys problem using the
scaling property.

To illustrate the impact of ”unselectable” tokens,
we give some examples from the validation set of
Stanford TreeBank (Socher et al., 2013), which is
used as a benchmark for the sentiment analysis task.
Our results show that important tokens may be ”un-
selectable”. We highlighted in bold any token that
is ”unselectable’ in at least one of the layers. Ta-
ble 3 shows the results of running a language model
without LayerNorm (Section 4.2) on the validation
set. We also trained a 4-layer Transformer encoder
without LayerNorms (based on BERT architecture
(Devlin et al., 2019)) on the sentiment analysis task.
Table 4 shows the results of running this model on
the validation set.

E Experimental Setup

In this section, we detail the setup of the experi-
ments shown in Section 4.

E.1 Majority

In the experiments, we used a learning rate of 0.001
with a linear scheduler, a hidden size of d = 8 (total
of 584 learnable parameters), a batch size of 6000,
a sequence length of 50, 20 different classes, and
the Adam optimizer. We trained the models for
1000 epochs consisting of 17K steps.

The “majority” dataset contains 80K training
examples and 20K test examples. Each example
is a sequence of length 50 consisting of tokens
belonging to one of 20 different classes.

E.2 Language Modeling

We trained a language model with GPT2 architec-
ture (Radford et al., 2019) using the Huggingface
library, on the Huggingface processed Wikipedia
dataset (20220301.en split, licenses CC BY-SA and
CC BY-SA) (Foundation), and tested it on SQuAD
(Rajpurkar et al., 2016) (license CC BY-SA 4.0).
We used these datasets only to demonstrate the
“unselectable” keys problem, and thus we did not
violate any of their license conditions. We used
the same hyperparameters as Radford et al. (2019),
except that we used a hidden size of 8, 4 hidden
layers, a learning rate of 5e-5, and a window size
of 1024 tokens, resulting in a model with 414K
learnable parameters. We train the model on the
Wikipedia dataset (6.5M examples) for 50K steps
and report our findings on 1000 randomly selected
examples from the validation set of SQuAD.
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whether you like rap music or loathe it, you can’t deny either the tragic loss of two young men
in the prime of their talent or the power of this movie.

it is great summer fun to watch arnold and his buddy gerald bounce off a quirky cast of
characters.

the lion king was a roaring success when it was released eight years ago, but on imax it seems
better, not just bigger.

it provides the grand, intelligent entertainment of a superior cast playing smart people amid
a compelling plot.

some of their jokes work, but most fail miserably and in the end, pumpkin is far more
offensive than it is funny.

Table 3: Examples from the validation set of Stanford TreeBank (Socher et al., 2013). Any token that is “unselectable’
in at least one of the layers of the language model (Section 4.2) is marked in bold.

it’s hard to like a film about a guy who is utterly unlikeable, and shiner, starring michael caine
as an aging british boxing promoter desperate for a taste of fame and fortune, is certainly that.

you’ll gasp appalled and laugh outraged and possibly, watching the spectacle of a promising
young lad treading desperately in a nasty sea, shed an errant tear.

this is wild surreal stuff, but brilliant and the camera just kind of sits there and lets you look
at this and its like you’re going from one room to the next and none of them have any relation
to the other.

it’s a much more emotional journey than what shyamalan has given us in his past two movies,
and gibson, stepping in for bruce willis, is the perfect actor to take us on the trip.

although german cooking does not come readily to mind when considering the world’s best
cuisine, mostly martha could make deutchland a popular destination for hungry tourists.

Table 4: Examples from the validation set of Stanford TreeBank (Socher et al., 2013). Each bold token is
”unselectable’ in at least one of the layers of a Transformer encoder without LayerNorm, trained on the sentiment
analysis task. These examples show that important tokens that may be necessary for the task are ”unselectable”,
which may affect the encoder’s ability to learn the task correctly.

E.3 Sentiment Analysis Task
We trained a Transformer encoder with BERT ar-
chitecture (Devlin et al., 2019) without LayerNorm
layers with 50K steps on the Stanford TreeBank
dataset (Socher et al., 2013) (Table 4). We used
the same hyperparameters as Devlin et al. (2019),
except that we used a hidden size of 8, 4 hidden
layers, and a learning rate of 5e-5, resulting in a
model with 446K learnable parameters.
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