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Abstract

Large language models have demonstrated ro-
bust performance on various language tasks
using zero-shot or few-shot learning paradigms.
While being actively researched, multimodal
models that can additionally handle images as
input have yet to catch up in size and general-
ity with language-only models. In this work,
we ask whether language-only models can be
utilised for tasks that require visual input — but
also, as we argue, often require a strong reason-
ing component. Similar to some recent related
work, we make visual information accessible
to the language model using separate verbali-
sation models. Specifically, we investigate the
performance of open-source, open-access lan-
guage models against GPT-3 on five vision-
language tasks when given textually-encoded
visual information. Our results suggest that lan-
guage models are effective for solving vision-
language tasks even with limited samples. This
approach also enhances the interpretability of a
model’s output by providing a means of tracing
the output back through the verbalised image
content.

1 Introduction

In recent years, large language models have gained
significant attention in the natural language process-
ing (NLP) community due to their impressive per-
formance on various tasks such as machine trans-
lation, text generation, and language modelling
(Vaswani et al., 2017; Devlin et al., 2019). These
models, which are trained on massive amounts
of data, have been shown to capture complex lin-
guistic patterns and generate coherent text (Brown
et al., 2020). Some of the most popular models
are trained by OpenAl, a research organization that
has released several models, including GPT (Rad-
ford et al., 2018), GPT-2 (Radford et al., 2019),
and GPT-3 (Brown et al., 2020). In addition to
GPT models, there are also many open-source or
open-access large language models that researchers

and organizations around the world have developed,
such as BLOOM (Scao et al., 2022), GPT-J (Wang
and Komatsuzaki, 2021), OPT (Zhang et al., 2022),
Flan-T5 (Chung et al., 2022).

Recent work by Liang et al. (2022) provided an
in-depth analysis of many large language models
(LLM) across 42 core scenarios.! All scenarios
are language tasks that are evaluated with multiple
metrics by prompting the language models with
few-shots from the selected datasets, also known
as in-context learning. Currently, there are no com-
parable models directly suitable for tasks that re-
quire visual information as part of the context, even
though such multimodal tasks have similar practi-
cal relevance.

Pre-trained vision-language models (Li et al.,
2019; Chen et al., 2020; Dosovitskiy et al., 2021;
Radford et al., 2021) have shown great promise by
learning joint representation of images and text doc-
uments, but so far they have not been optimised for
prompting on vision-language tasks but rather us-
ing the learned joint representations for fine-tuning
on downstream tasks. Moreover, as we note below,
many multimodal tasks appear to rely on reason-
ing capabilities, which larger language models have
been shown to perform well on (Talmor et al., 2020;
Li et al., 2022b). Hence, in this work, we attempt
to utilise such models to do in-context learning on
multimodal data, achieving this by encoding the
visual information in language.

While there has been some recent work going in
this direction (see discussion below), it falls short
in terms of evaluating the performance of large
language models across multiple dimensions, ap-
plying them to a diverse range of vision-language
tasks, and comparing the performance of GPT mod-
els with open-source or open-access models. As
such, there is a need for further research in this area
to fully understand the capabilities and limitations
of these models for vision-language tasks.

1https: //crfm.stanford.edu/helm/v0.2.0/
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Figure 1: Model architecture for in-context learning for vision-language tasks. Each sample image is converted into
its image-as-text-representation by applying pre-trained image captioning and classification models (yellow). The
prompt text that is fed into a large language model consists of a task-specific description (blue), in-context samples
(pink), and the evaluation sample (green). The language model is expected to generate a text sequence that follows

the word Answer in the evaluation sample.

In this paper, we aim to explore the capabili-
ties of large language models for in-context learn-
ing and their potential to improve performance on
multimodal tasks (see Figure 1). To this end, we
conducted a series of experiments to evaluate the
performance of various language models (closed,
open-source and open-access) on tasks that involve
multiple modalities, such as vision and language.
The tasks vary from identification of hate speech
and sentiment to visual reasoning and question
answering. Our results provide insights into the
strengths and limitations of these models and high-
light methods of expressing visual content through
textual descriptions. Our work aims to analyse how
much general reasoning is in language models by
evaluating them on multimodal tasks where the
visual content is only accessible partially or indi-
rectly (since the visual content is verbalised and
represented in textual form) accessible. Our main
contributions are as follows?:

* We examine the impact of in-context learning
with large language models on five vision-
language tasks, four classification and one
question answering tasks;

* We investigate the impact of the textual de-
scription generation for the visual content
on the model performance for the respective
tasks;

2Source code and all resources are made pub-

licly available at https://github.com/clp-research/
language-models-multimodal-tasks

* We compare the performance of open-source
and open-access models with GPT-3 on the
selected vision-language tasks.

2 Related Work

Recent work by Liang et al. (2022) provided an
in-depth analysis of many 34 large language mod-
els (LLM), open, limited-access, and closed. Their
analysis revealed the capabilities and limitations of
these models across 42 core scenarios. All scenar-
ios are language tasks that are evaluated with 57
metrics by prompting the language models with a
few shots from the selected datasets. Such a way of
leveraging pre-trained language models for down-
stream tasks is known as in-context learning, where
a certain task description and a few shots are pre-
sented as a context for the model. A recent survey
by Dong et al. (2023) describes the developed tech-
niques for in-context learning where they present
a taxonomy that divides the techniques used for
prompting such as selection of in-context samples,
reasoning step by step (chain of thought) (Wei et al.,
2022b), task definition, etc. Moreover, Min et al.
(2022) assessed the importance of choosing the in-
context samples and its effect on the performance.

So far, a large-scale analysis of large language
models and their performances for multimodal data,
such as vision-language tasks, has not been done.
A handful of methods demonstrated the effective-
ness of in-context learning for multimodal tasks.
Zhou et al. (2022b,a) modelled the context words in
prompts for applying pre-trained vision-language

14197


https://github.com/clp-research/language-models-multimodal-tasks
https://github.com/clp-research/language-models-multimodal-tasks

tasks for downstream vision tasks. Tsimpoukelli
et al. (2021) trained a vision encoder to represent
images as a sequence of continuous embeddings
where a prompted pre-trained language model gen-
erates a caption. Yang et al. (2022) demonstrated
the applicability of GPT-3 on a visual question an-
swering task where they converted the images into
textual descriptions by using an image captioning
model and extraction of visual tags that correspond
to detected objects, landmarks, person, image type,
etc. Zeng et al. (2022) follows similar methodology
by showing applications on multiple applications
that include modalities such as audio, video be-
side image and text. Gui et al. (2022)’s method
is complementary to the previous method with an
addition of a contrastive learning module that re-
trieves knowledge entries from Wikidata knowl-
edge graph (Vrandecic and Krétzsch, 2014). Wang
et al. (2022b) applied the method of converting im-
ages into textual descriptions to video tasks. The
resulting outputs are temporally aligned for a video
and then fed into GPT-3 with few shots. More
recently, Merullo et al. (2023) aligned image-text
encoders by training a linear project layer and keep-
ing the pre-trained image and text encoders frozen.
Our paper presents a study that goes beyond these
similar approaches by extending the experimental
evaluation to multiple datasets, comparing open-
source language models with GPT-3, and evaluat-
ing different methods of acquiring textual represen-
tation for the visual content.

3 Text-Visual In-Context Learning

In this section, we describe the proposed method-
ology of applying in-context learning to vision-
language tasks. In-context learning essentially
works by prompting a pre-trained language model
with the task and expecting it to generate text that
solves a particular task. It is performed by giving a
few-shots of the respective task at inference time
without requiring updating the model weights and
expecting the model to generate text corresponding
to the expected output.

Formally, given a query input text x and a set
of candidate answers ¥ = {yi..ym}, which
can be class labels for a particular task or free
text, a pre-trained model M outputs a candidate
answer with the maximum score conditioned on
the task description 7', n in-context sample pairs
C = {(x1,¥y1)-.-(Xn,yn)}. The likelihood of the
candidate answer y; can be represented by a scor-

ing function f with the language model M (Wei
et al., 2022a; Dong et al., 2023):

P(yjlx) £ ful(y;. T, C,x) (1)

The final predicted candidate answer of the
model (y) can be formulated as:

v = argmaxyjeyP(yj %) 2)

Our proposed methodology for “text-visual in-
context learning” is shown in Figure 1. First,
all images from all evaluated datasets have been
passed through multiple pre-trained image mod-
els to obtain the textual description of the vi-
sual content, which we refer to as image-as-text-
representation throughout the paper. The image-as-
text-representation is essentially a textual descrip-
tion of the visual content that captures important
visual aspects. The prompt text comprises the task
description, in-context sample pairs, and the input
of the evaluation sample. Given such a prompt text,
the language model generates a sequence of text
tokens as an output.

We evaluate the proposed methodology on var-
ious vision-language datasets that include either
classification or question answering tasks. Thus,
the task description is different between these two
categories. The task description for the classifica-
tion tasks is further replaced with the task-specific
phrase that describes the downstream task and pro-
vides the task-specific class labels. More details on
the exact prompt text for each dataset are provided
in Appendix A. Next, we describe the methods
for extracting image-as-text-representation, select-
ing in-context samples, and aggregating answer
predictions in cases where the language model is
prompted multiple times with various in-context
samples for the evaluation sample.

3.1 Image-as-Text-Representation Extraction

We use two different methods to extract textual
representation of images for any vision-language
task. The first is to use pre-trained image caption-
ing models that generate a text sequence describing
the input image. The second is to employ mul-
tiple pre-trained image classification models and
extract top-scoring class labels. The extracted class
labels from all models are merged to form the set
of visual tags that describe the image. Specifically,
we use pre-trained models to recognise objects, in-
door or outdoor scenes, and persons and their facial
emotions. These methods yield a different textual
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description of an input image, which is used as
image-as-text-representation in the prompt text.

3.2 In-Context Sample Selection

The selection of samples for in-context learning
is an essential step for prompting large language
models. Each model has its own limitation of the
maximum input tokens that a prompt text can have
(e.g. 512 tokens for Flan-T5, 4000 for GPT-3).
Therefore, only a few samples can be used (few-
shot), and the selection directly impacts the model
performance (Yang et al., 2022; Min et al., 2022).
We experiment with the following sample selection
methods.
Random sample selection works by selecting
any random n samples from the training split of
a dataset (that fit into the maximum input token
length of a language model).
Adaptive sample selection uses specific similarity
measurement to rank samples with respect to the
input sample. Top-ranking n samples are selected
(that fit into the maximum input token length of a
language model) to prompt a language model.
The in-context samples are selected from the
training split of the respective dataset.

4 Experimental Setup

In this section, we describe the details of the
building blocks of the methodology, the evaluated
datasets, large language models, and methods for
obtaining a textual description of images.

4.1 Datasets, Comparison Models &
Evaluation Metrics

We use the following five datasets to evaluate the
performance of the closed and open-access lan-
guage models. The best-performing prior models
are selected from the leaderboards of the respective
datasets. These models are used for comparison
with our prompting method.

* MAMI - Multimedia Automatic Misogyny
Identification (SemEval 2022 Task 5) (Fersini
et al., 2022): the dataset consists of memes
that are classified for being offensive hate-
ful towards women. The train and test splits
have 10000 and 1000 samples, respectively.
We use the sub-task A for the experiments to
predict a binary class indicating whether the
given meme is misogynous.

Comparison model: Zhang and Wang (2022)
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proposed to use an ensemble system com-
posed of pre-trained models (CLIP) used for
extracting features from multimodal data.
Evaluation metric: Macro-F1

HF - Hateful Memes (Kiela et al., 2020): is
another dataset that focuses on classifying
memes whether the overall message it is hate-
ful or not towards any group. We use the
provided development split for the evaluation
since the test split is closed to the community
at the time of writing. The train and devel-
opment splits have 8500 and 500 samples, re-
spectively.

Comparison model: the best-performing
model provided is by Kiela et al. (2020), for
which the model performance on the devel-
opment split is available. The method uses
pre-trained VILBERT model that is later fine-
tuned on the dataset.

Evaluation metric: Accuracy

MVSA - Multi-View Sentiment Analysis (Niu
et al., 2016): is a multimodal sentiment analy-
sis dataset collected from Twitter. The task is
to classify the sentiment of the given post with
an image and tweet text into positive, negative,
or neutral.

Previous work on this dataset has used dif-
ferent train and test splits, making the direct
comparison among approaches not feasible.
We follow recently provided splits by Cheema
et al. (2021) and their evaluation scheme by
performing 10-fold cross-validation on the
respective train and test splits. Overall, the
dataset includes total 3928 samples with 2328,
1167, 433 samples corresponding to positive,
negative, and neutral class labels, respectively.
We use the version named MVSA-Single of
this dataset.

Comparison model: Cheema et al. (2021)’s
model uses image features from CLIP and text
features from RoBERTa models and fine-tune
them on the dataset.

Evaluation metric: Accuracy averaged over
10-folds.

OK-VQA - Outside Knowledge Visual Ques-
tion Answering (Marino et al., 2019): is a
visual question answering dataset consisting
of 14055 samples where each sample con-
tains an open-ended question and five ground
truth answers. The task is to predict one of the



expected answers given the question and the
image. There are 9009 and 5046 samples in
the train and test splits of the dataset, respec-
tively.

Comparison model: Wu et al. (2022)’s
method is based on three-stage scheme where
the first step generates a set of answer candi-
dates by analysing the syntactic structure of
the question. The next step retrieves candidate
answers by searching the Wikipedia and Con-
ceptNet, and finally the third step validates the
candidate answers.

Evaluation metric: Accuracy

NLVR?2 - Natural Language for Visual Reason-
ing for Real (Suhr et al., 2019): is a dataset
for reasoning over two images and a statement
where the task is predict whether the statement
is true or false. The dataset includes 86 373
and 6967 samples for the train and test splits,
respectively. We used the test-public split of
the dataset.

Comparison model: Chen et al. (2020)’s
approach is based on first pre-training a
joint multimodal model on image captioning
datasets and then fine-tune the model on the
task.

Evaluation metric: Accuracy

and the combination of multiple image classifica-
tion model outputs.

Image Captioning: we use the following image
captioning models to convert the images to textual
descriptions:

e ViT-GPT-2 (Vision Transformers GPT-
2) (NLP Connect, 2022)

* OFA (One for all) (Wang et al., 2022a)

* BLIP (Bootstrapping Language-Image Pre-
training) (Li et al., 2022a)

Visual Tags: we use the following image clas-
sification models to build the set of tags extracted
from a given image:

* Image type: a zero-shot classification with
CLIP (Radford et al., 2021) by pairing an im-
age with one of the following text snippets and
selecting the one that outputs the highest prob-
ability: “This is an image®, “This is a sketch®,
“This is a cartoon®, “This is a painting*. We
select the top-ranking class label that has a
probability higher or equal to 0.80.

Object: the pre-trained Detection Transformer
(DETR) model (Carion et al., 2020) is used
to obtain the bounding boxes of detected ob-
jects. We select the top-ranking class labels
that have a probability higher or equal to 0.90.

4.2 Language Models

We experiment with multiple pre-trained open-
source and open-access language models and com-
pare them against GPT-3. These language models
are as follows:

e Flan-T5 (Chung et al., 2022): is a language
model fine-tuned on multiple tasks with an
instruction-specific training paradigm. We use
the flan-t5-xxl version.

* TOpp (Sanh et al., 2022): is a language model
that has been fine-tuned on multiple datasets
to perform for zero or few-shot prompting.

* OPT (Zhang et al., 2022): is a language model
trained on multiple large datasets. The lan-
guage model has various versions with differ-
ent sizes. We use the opt-2.7b version.

e GPT-3: we use the text-davinci-003 version.

4.3 Methods for Extracting
Image-as-Text-Representations

The generation of the textual representation of im-
ages is carried out in two ways: image captioning

Indoor and outdoor scenes: we use two differ-
ent pre-trained models to predict the scenes
in the given images. The first model is Vi-
sion Transformer (ViT) (Wu et al., 2020) pre-
trained on Indoor Scene dataset (Quattoni and
Torralba, 2009). The second model is a pre-
trained ResNet-50 on Places365 dataset (Zhou
et al., 2018). We select the top-ranking class
labels that have a probability higher or equal
to 0.80.

Facial expression: we use the pre-trained
MTCNN model (Zhang et al., 2016) to de-
tect faces in images and identify seven facial
emotions: angry, disgust, fear, happy, sad, sur-
prise, neutral. (Goodfellow et al., 2015). We
select the top-ranking detected faces (proba-
bility >= 0.90) and use them to infer the facial
expression classes. The top-ranking facial ex-
pression class label (probability >= 0.50) is
selected for each detected face.

4.4 Prompt Structure

Similarity measurement: As mentioned above in
Section 3.2, we employ two different methods for
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selecting samples for in-context learning: random
and adaptive. In order to select the best fitting n
samples for the adaptive prompting, we use the
Sentence Transformers (Reimers and Gurevych,
2019) to calculate the similarities among samples
for the adaptive method. The pre-trained all-mpnet-
base-v2 model is used to extract embeddings from
two given sample documents and calculates the
cosine similarity between them?. For any given two
samples (one evaluation and the other one from a
training split), we calculate the similarity between
the text content and image-as-text representation
obtained from the methods described before. The
similarities from textual content and image-as-text-
representation are averaged.

Sample selection: Once the most similar sam-
ples to the given evaluation sample are identified,
the next step is to select n samples out of them.
During selection, we ensure that the selected sam-
ples are equally distributed across the class labels
for any dataset. This only applies to the classifi-
cation tasks where the labels are predefined (e.g.
hateful or not, true/false, positive/negative/neutral).
It is to present samples with different labels for
in-context learning. We also experiment with a
zero-shot (n=0) where the prompted text includes
only the task description.

The prompt structure for each dataset is available
in Appendix A.

4.5 Model Parameters & Implementation

We experimented with various configurations of
the model parameters. The following values are
used for all language models: max new tokens set
as 10, number of beams is set as 10, temperature is
set to the default value of each language model.
The implementation of the overall architecture
and other building blocks (image captioning & clas-
sification) is based on the PyTorch library. We used
the language models that are available in the Hug-
gingFace directory and queried the backend API
of OpenAl for experiments with GPT-3. All ex-
periments have been carried out on two NVIDIA
A100 GPUs (80 GB). The estimated runtime of all
experiments is approximately 200 hours.

5 Results and Analysis

In this section, we discuss the obtained results
from the experiments such as the impact of in-

Shttps://huggingface.co/sentence-transformers/
all-mpnet-base-v2

Number of Samples
Dataset Models | n=0 | n=1 | n=2 | n=3 | S
Flan-T5 | 6.5 | 229 | 284 | 29.1 | r
Flan-T5 | 6.5 | 214 [ 31.8 [ 352 | a
MVSA TOpp 68.1 | 542 | 577 | 450 | r
(Acc) TOpp 68.1 | 574 | 623 | 518 | «a
OPT 00 | 129 [ 11.8 | 144 | r
OPT 00 | IIS | II.T [ 113 | a
Flan-T5 | 27.0 | 28.1 | 28.7 | 29.5 | r
Flan-T5 | 27.0 | 324 [ 344 [ 354 | a
OK-VQA | TOpp 139 | 184 [ 184 | 182 | r
(Acc) TOpp 139 [ 194 [ 202 [ 203 | a
OPT 0.9 5.7 3.6 43 | r
OPT 09 | 100 | 3.9 33 | a
Flan-T5 | 0.0 | 12.0 | 19.5 | 19.7 | r
Flan-T5 | 0.0 | 256 | 31.7 | 31.7 | a
NLVR2 TOpp 58.6 | 575 1492 | 495 | r
(Acc) TOpp 58.6 | 552 | 50.7 | 50.1 | a
OPT 422 [ 477 | 463 | 453 | r
OPT 422 1269 | 108 | 81 | a
Flan-T5 | 55.2 | 532 | 53.6 | 53.8 | r
Flan-T5 | 552 | 574 | 56.6 | 56.0 | a
HF TOpp 50.0 | 488 | 1.6 00 | r
(Acc) TOpp 500 | 53.6 | 49.0 | 330 | «a
OPT 02 | 4444141360 | r
OPT 02 | 352 | 382 | 30.6 | a
Flan-T5 | 41.5 | 51.7 | 37.7 | 56.1 | r
Flan-T5 | 415 | 619 | 644 | 64.1 | a
MAMI TOpp 260 | 222 | 6.8 00 [ r
(F1) TOpp 260 | 46.0 | 338 | 218 | «
OPT 170 | 222 [ 221 [ 219 | r
OPT 170 | 223 [ 22.0 | 224 | «a

Table 1: Ablation study on the number of in-context
samples and the method of selecting them. n refers to
the number of samples in a given prompt, S stands for
the selection method: adaptive (a) or random (r). All
runs are based on using captioning from BLIP model.
The best result for each dataset is highlighted in bold.

context sample selection, image-as-text representa-
tion methods and comparing with fine-tuned vision-
language models on the selected datasets.

5.1 Impact of In-Context Sample Selection

Sample Selection: we have conducted experiments
with different configurations of selecting in-context
samples. The results are presented in Table 1. In
four out of five datasets, the adaptive sample selec-
tion yields better performance than random method.
Only in the MVSA dataset, random method yields
the best result.

Number of Samples: The presented results for
each evaluated language model include the differ-
ent number of samples in a prompt. We tested
numbers 0, 1, 2, 3 where n=0 essentially means
that there are no in-context samples in a prompt,
and it is zero-shot performance of an evaluated
language model. It is a few-shot setting in cases
where 7 is bigger than zero. We can observe that
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Image-as-text

Dataset Models Representation
BLIP | VG | OFA | VT
Flan-T5 | 318 | 21.6 | 27.7 | 16.1
1\(’[/:; SC‘)‘ Topp 623 [ 61.8 [ 624 [ 63.1
OPT IT.1 | 11.0 | 195 | 12.7
Flan-T5 | 344 | 326 | 3.1 | 292
OIé;ZC?A Topp | 202 | 19.7 | 183 | 173
OPT 39 | 40 | 195 | 148
Flan-T5 | 31.7 | 256 | 255 | 234
I\I(IAVR)Z TOpp 50.7 | 494 | 50.I | 51.0
ce OPT 108 [ 193 | 296 | 3.1
HF Flan-T5 | 56.6 | 54.8 | 54.6 | 56.8
(Aco) TOpp 490 [ 492 | 496 | 4838
OPT 382 | 384 | 434 | 420
Flan-T5 | 64.4 | 486 | 602 | 60.3
M(‘;?)“ TOpp 338 | 33.6 | 336 | 226
OPT 220 | 220 | 222 | 222

Table 2: Ablation study on the affect of using different
image-as-text representation methods. All runs of each
model has been set to adaptive sample selection with
n=2 (number of in-context samples in a prompt). VG:
ViT-GPT2, VT: Visual Tags

in three out of five datasets, using n > 1 yields bet-
ter performance, whereas 70pp achieves the best
performance in MVSA and NLVR?2 datasets.

5.2 Evaluation of Image-as-Text
Representation Methods

As explained in Section 4.3, we have used four
methods of verbalising the visual content and
adding the output to the prompt as an image-as-
text representation. We have tested these methods
on all datasets. The results are presented in Ta-
ble 2. Based on the outcomes in Section 5.1, we
have used adaptive sample selection with n=2 for
all runs. We can observe that in the majority of
the evaluated datasets, using captions generated by
BLIP model yields the higher performance on av-
erage. The textual descriptions generated by the
method Visual Tags (collection of multiple image
classification high-probability outputs) resulted in
the highest performance on three datasets.

5.3 Comparison of Language Models

In Table 3, we have selected the best-ranking con-
figuration of each model for all datasets. All model
configurations use image captions generated by the
BLIP model to represent the image context in text.
To reduce the budget, we ran GPT-3 experiments
only on a pre-selected set of parameters (n=2, adap-
tive) that yielded the best results using open-source
language models. The overall comparison of all
results shows that GPT-3 achieves the best result

Dataset Models Result
Flan-T5, n=3, adaptive 352
GPT-3, n=2, adaptive 64.3
1\(4221; OPT, n=3, randqm 14.4
TOpp, n=0, adaptive 68.1
Fine-tuned V&L Model 75.3
Cheema et al. (2021) :
Flan-T5, n=3, adaptive 354
GPT-3, n=2, adaptive 25.9
OI((AZC())A OPT, n=1, adaptive 10.0
TOpp, n=3, adaptive 20.3
Fine-tuned V&L Model 414
Wu et al. (2022) .
Flan-TS5, n=2, adaptive 31.7
GPT-3, n=2, adaptive 63.0
N(I/;‘C/(I})Z OPT, n=1, randqm 47.7
TOpp, n=1, adaptive 58.6
Fine-tuned V&L Model 79.5
Chen et al. (2020) ’
Flan-T5, n=2, adaptive 57.4
HF GPT-3, n=2, adaptive 58.8
(Acc) OPT, n=1, rando.m 44 .4
TOpp, n=1, adaptive 53.6
Fine-tuned V&L Model 66.1
Kiela et al. (2020) :
Flan-T5, n=2, adaptive 64.4
GPT-3, n=2, adaptive 69.2
N{?i\;[ I OPT, n=3, adaptive 22.4
TOpp, n=2, adaptive 46.0
Fine-tuned V&L Model 83.4
Zhang and Wang (2022) :

Table 3: Overall comparison of the best-ranking config-
urations for each model. The best result for each dataset
using prompting with language models is highlighted
in bold. All model configurations use image captions
generated by BLIP model. V&L: Vision-Language

on three datasets: MAMI, HF, and NLVR2. TOpp
achieves the best result on MVSA dataset, whereas
the best-ranking model for the OK-V(QA is Flan-T5.

We have also included the results from the fine-
tuned vision-language models for each dataset. By
comparing the results obtained via prompting with
fine-tuned models, with only a few-shots (n =1, 2,
3), the language models can generalise to vision-
language tasks and achieve comparable results. An
important observation is that these models were
trained only on text documents. Prompting these
models on five downstream vision-language tasks
by converting the visual content into textual repre-
sentation made it possible.

5.4 Qualitative Analysis

We present qualitative examples from each dataset
in Figure 2. Each sample includes the image-as-text
representation extracted from the BLIP model. We
also included the ground truth for each sample and
the responses generated from Flan-T5 and GPT-3
models (best configurations as in Table 3). We also
added the Visual Tags for each sample (combina-
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MAMI (15601.jpg)

HF (03745.png)
yourdiiler COpIESI0.S:

[ test1-400-1-img0.png

BLIP caption: a red laptop
computer sitting on top of a
white surface

Visual Tags: This is an image
with person

awoman sitting at
a desk in front of a computer
Visual Tags: This is an image with
1 person, with facial expression

sign that says shut up ugly

NLVR2

OK-VQA
(COCO_val2014_000000319073.jpg)

MVSA (331.jpg)

'_testlrwﬂ—l—lmgl.png

BLIP caption: a laptop
computer sitting on top of a
white desk

Visual Tags: This is an image
with dining table, laptop, chair|

BLIP caption: a man riding a
wave on top of a surfboard
Visual Tags: This is an image with
1 person, surfboard, wave
Question: What is the person in

BLIP caption: a dark room with a
bed and a window

Visual Tags: This is an image with
bed, bow window, indoor
Tweet text: ... #drugs #alternative

Visual Tags: This is an image with

Az, G @, ey happy, objects: mouse, dining

Task text: The right image contains exactly one laptop

the photo wearing?
Ground truth: [wetsuit, suit, wet

#blithe #depressed ...

table, laptop, cup
Ground truth: Hateful

Flan-T5 response: Hateful
GPT-3 Hateful

Ground truth: True
Flan-T5 response: True
GPT-3 response: True

Ground truth: Hateful
Flan-T5 response: Hateful
GPT-3 response: Hateful

suit, trunk]
Flan-T5 response: wetsuit
GPT-3 response: wetsuit

Ground truth: Negative
Flan-T5 response: Negative
GPT-3 response: Negative

MAMI (15573.jpg) HF (48670.png)
look at this Sandwich

maker cluh

Me complaining that 'm fat but eating to
comfort myself anyway

test1-40-0-img0.png

ifound on wish
onclearance

BLI snoy

driving down a snow covered
road

Visual Tags: This is an image
with person, train

BLIP caption: a grilled sandwich
on a grill with the words look at
this sandwich maker club

BLIP caption: two cartoon
pictures of a girl eating a bowl of
food

NLVR2

N BLIP caption: a snow plow is

OK-VQA
(COCO_val2014_000000357586.jpg)
-y o ,‘

MVSA (2.jpg)
test1-40-0-img1.png

S

i \ |
BLIP caption: a small pig sitting
on a blue picnic table

Visual Tags: This is an image with
dog, umbrella

BLIP caption: a person with a
teddy bear in a backpack
Visual Tags: 3 people, book,

backpack, teddy bear, potted plant

parked in the snow
Visual Tags: truck

Visual Tags: This is an image with

Visual Tags: This is a cartoon )
sandwich

yellow plows

Task text: The left and right image contains a total of two

Tweet text: ... #pig #happybday
#wow #lovely #cut ...

Question: What toy is this?

Ground truth: Not hateful
Flan-T5 response: Not hateful
GPT-3 response: Not hateful

Ground truth: Not hateful
Flan-T5 response: Not hateful
GPT-3 response: Not hateful

Ground truth: False
Flan-T5 response: False
GPT-3 response: False

Ground truth: ['stuffed animal',
'teddy bear’]

Flan-T5 response: teddy bear
GPT-3 response: stuffed animal

Ground truth: Positive
Flan-T5 response: Positive
GPT-3 response: Positive

Figure 2: Qualitative examples for each evaluated dataset. The samples include the ground truth and responses

generated via prompting Flan-T5 and GPT-3 models.

Samples for the MAMI and HF datasets are prompted

including the overlay text embedded in an image, which is excluded in the graphic for spacing reasons.

tions of multiple image classification predictions)
to show the the comparison against captions gener-
ated by the BLIP model.

5.5 Discussion

We have presented experimental results that
prompted large language models for five vision-
language tasks. The prompting was made possible
by representing the visual content in any task us-
ing methods such as image captioning or applying
multiple image classification methods and combin-
ing their outputted high-ranking class labels. We
have shown that such a method can achieve im-
pressive results by presenting only two or three
samples from a respective dataset compared with
fine-tuned models on the entire train splits. It is
worth mentioning that the gap between prompted
models and fine-tuned models (in some evaluated
datasets) is still there (margins of 10-20 points).
One way of closing the such gap is by making
the image-as-text representation methods achieve
performance closer to how humans verbalise the
visual content. Our paper essentially aims to high-
light that given such image-as-text representations,
which are only partial representations given the
image models’ capabilities, whether language mod-
els can be used for multimodal tasks by relying
on their (imperfect) general reasoning mechanisms

such as chain-of-thought (Wei et al., 2022b). An-
other way to achieve better performance (and close
the gap with task-specific fine-tuned models) is to
train vision-language models that are capable of
in-context learning via prompting (Alayrac et al.,
2022).

We have also shown that the choice of in-context
samples impacts the results. Using samples similar
to the evaluated one (adaptive method) yields better
performance than choosing them randomly.

Another critical observation to mention here is
that different language models obtained the best
results on various tasks. Overall, GPT-3 is the best-
ranking model for three datasets. Among open-
source models, TOpp and Flan-T5 obtained the
highest overall performance. Even though their
performance was not the highest for many tasks,
it is still possible to achieve comparable results or
even the best ones in some cases. For the MVSA
dataset, TOpp achieved the best performance even
in a zero-shot setting. Thus, the language model’s
choice makes a difference in applying such models
for any downstream tasks.

6 Conclusion

In conclusion, our study has demonstrated the suit-
ability and effectiveness of using large language
models via prompting on vision-language tasks.

14203



Our approach relies on verbalising the visual con-
tent employing image captioning and classification
models and prompts the language models along
with the textual content. We have also shown that
the choice of in-context samples and the method
of verbalising the visual content impact the results.
Our experimental evaluation suggests that this ap-
proach can achieve impressive results by present-
ing only a few samples from a dataset compared to
models that are fine-tuned on entire train splits of
the evaluated datasets. Furthermore, our study has
also highlighted the importance of considering the
choice of language models when applying them to
such downstream tasks. We have demonstrated that
different models perform better on various tasks,
with GPT-3 achieving the highest overall perfor-
mance across three datasets and open-source mod-
els TOpp and Flan-T5 achieving the best overall
performance among them. Even though the per-
formance of these models may not have been the
best across all evaluated tasks, they still have the
potential to be used in such cases and even achieve
comparable results. For instance, TOpp yielded the
best performance on the MVSA dataset, even in
a zero-shot setting. Thus, the choice of language
models is crucial for achieving optimal results in
vision-language tasks.

Limitations

Limitations on the evaluated language models
and obtained results: The presented model archi-
tecture utilises various pre-trained language or im-
age models. The main limitation of the experimen-
tal evaluation is not using other language models.
Due to the limited budget and processing power,
we have included the language models that have
been shown to perform better based on the previ-
ous work. Another limitation is that we excluded
language models that exceeded the 80 GB memory
of an NVIDIA A100 GPU. Our experiments led to
different results for the GPT-3 compared to Yang
et al. (2022). It can be explained by using different
methods for converting images to textual represen-
tations and slightly varying prompting structures.
Limitations on the used image models: The
limitation concerning the pre-trained image models
is that we selected a handful of methods based on
their success for related tasks. Including other pre-
trained models would increase the parameter space
and thus increase the budget for the study.
Limitations on the selected datasets: All

datasets are multimodal tasks where the underlying
text is only in English. The choice of the dataset
is related to the fact that there are limited multi-
modal datasets in other languages. The evaluation
metric for the OK-VQA dataset requires the output
to match exactly one of the expected answers. It
counts as a wrong answer even if a slight change in
the answer or another paraphrase is given as an out-
put, e.g. “race” vs “racing”. We applied the same
evaluation criterion and left this improvement as
future work.

Ethics Statement

There might arise ethical issues as part of this
work. The used pre-trained language models inherit
particular biases as part of their learning process,
which might affect the generated outputs. Another
concern is the use of pre-trained image models for
captioning or classification. The generated out-
puts from these models might predict certain visual
concepts and thus leading to inaccurate text descrip-
tions for the given images are generated. Another
concern directly concerns using large language
models as few-shot models. Such models have
demonstrated high performance for many down-
stream tasks. However, the interpretation of the
model predictions is still ongoing research.
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A Prompt Structures

We provided the prompt structures for all datasets
in Figure 3. Given a sample from a respective
dataset, the prompt structures are initialised to cre-
ate a prompt text. Each prompt text includes a
task description followed by task-specific labels
(only for classification tasks). In the middle of
the prompt text are the selected in-context samples.
The bottom part includes the evaluation sample,
which is represented by only its input text, image-
as-text representation (image context), and the task-
specific question. The prompted language model
is expected to generate the next text sequence that
starts after the last occurrence of the word Answer.
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MAMI

HF

MVSA

Given an image context and text, answer the given
question. The task is to classify whether the context
is hateful towards women (includes misogynistic
tone).

Possible labels:

1. Hateful

2. Not

Text: <sample_text>

Image context: <sample_image_as_text_repr>
Question: What is the label of the given image
context and text (hateful, not)?

Answer: <sample_answer>

Text: <sample_text>

Image context: <sample_image_as_text_repr>
Question: What is the label of the given image
context and text (hateful, not)?

Answer: <sample_answer>

Text: <sample_text>

Image context: <sample_image_as_text_repr>
Question: What is the label of the given image
context and text (hateful, not)?

Answer:

Given an image context and text, answer the given
question. The task is to classify whether the content
is hateful towards any group of people.

Possible labels:

1. Hateful

2. Not

Text: <sample_text>

Image context: <sample_image_as_text_repr>
Question: What is the label of the given image
context and text (hateful, not)?

Answer: <sample_answer>

Text: <sample_text>

Image context: <sample_image_as_text_repr>
Question: What is the label of the given image
context and text (hateful, not)?

Answer: <sample_answer>

Text: <sample_text>

Image context: <sample_image_as_text_repr>
Question: What is the label of the given image
context and text (hateful, not)?

Answer:

Given an image context and text, answer the given
question. The task is to classify whether the context
has positive, negative or neutral sentiment.
Possible labels:

1. Positive
2. Negative
3. Neutral

Text: <sample_text>

Image context: <sample_image_as_text_repr>
Question: What is the label of the given image
context and text (positive, negative, neutral)?
Answer: <sample_answer>

Text: <sample_text>

Image context: <sample_image_as_text_repr>
Question: What is the label of the given image
context and text (positive, negative, neutral)?
Answer: <sample_answer>

Text: <sample_text>

Image context: <sample_image_as_text_repr>
Question: What is the label of the given image
context and text (positive, negative, neutral)?
Answer:

(a) Prompt structures for MAMI, HF and MVSA datasets

NLVR2

OK-VQA

Given an image context for two images (left and
right) and text, answer the given question. The task
is to classify whether the given text is true or false.
Possible labels:

1. True

2. False

Text: <sample_text>

Left Image context: <sample_image_as_text_repr>
Right Image context: <sample_image_as_text_repr>
Question: What is the label of the given left image
context, right image context, and text (true, false)?
Answer: <sample_answer>

Text: <sample_text>

Left Image context: <sample_image_as_text_repr>
Right Image context: <sample_image_as_text_repr>
Question: What is the label of the given left image
context, right image context, and text (true, false)?
Answer:

Answer the following question given an image
context.

Image context: <sample_image_as_text_repr>
Question: <sample_question>
Answer: <sample_answer>

Image context: <sample_image_as_text_repr>
Question: <sample_question>
Answer: <sample_answer>

Image context: <sample_image_as_text_repr>
Question: <sample_question>
Answer:

(b) Prompt structures for NLVR2, OK-VQA datasets

Figure 3: Prompt structures for each evaluated dataset. Each prompt structure includes a task description, which
also includes possible labels, selected n in-context samples, and the evaluated sample. The prompted language
models are expected to generated the next text sequence that starts after the last occurrence of the word Answer.
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