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Abstract

Speaker diarization(SD) is a classic task in
speech processing and is crucial in multi-party
scenarios such as meetings and conversations.
Current mainstream speaker diarization ap-
proaches consider acoustic information only,
which result in performance degradation when
encountering adverse acoustic conditions. In
this paper, we propose methods to extract
speaker-related information from semantic con-
tent in multi-party meetings, which, as we will
show, can further benefit speaker diarization.
We introduce two sub-tasks, Dialogue Detec-
tion and Speaker-Turn Detection, in which
we effectively extract speaker information from
conversational semantics. We also propose a
simple yet effective algorithm to jointly model
acoustic and semantic information and obtain
speaker-identified texts. Experiments on both
AISHELL-4 and AliMeeting datasets show that
our method achieves consistent improvements
over acoustic-only speaker diarization systems.

1 Introduction

Speaker diarization(SD) is the task of answering
the question “who speaks when" by partitioning
audio into segments with speaker identities. In
most application settings, the results of speaker
diarization are perceived by readers through the
assignment of speaker labels to the corresponding
words or sentences transcribed from an Automatic
Speech Recognition(ASR) system.

Despite the rich profusion of transcribed texts,
mainstream speaker diarization systems consider
only acoustic information (Park et al., 2021;
Horiguchi et al., 2020; Park et al., 2020; Fujita et al.,
2019; Zheng et al., 2021; Du et al., 2022a). Tradi-
tional SD systems usually consist of the following
components: (1) Voice activity detection (VAD)
to filter out non-speech frames. (2) Extraction of
speaker embeddings from the short audio segments,
using popular models such as i-vector(Dehak et al.,

2011), d-vector(Zhang and Koishida, 2017) and x-
vector(Snyder et al., 2018). (3) Clustering embed-
dings into several classes using algorithms such as
agglomerative hierarchical clustering (AHC) (Day
and Edelsbrunner, 1984), spectral clustering(SC)
(Wang et al., 2017), and HDBSCAN (Zheng et al.,
2022). Various speaker embedding model and clus-
tering methods have been explored and proposed in
(Yu et al., 2021; Dawalatabad et al., 2021; He et al.,
2021; Zheng and Suo, 2022; Du et al., 2022b).

Utilizing only acoustic information has signif-
icant limitations. For example, the performance
of SD system suffers from obvious degradation in
adverse acoustic conditions such as noise, rever-
beration, and far-field recordings. In addition, we
often encounter speakers with similar voice charac-
teristics, which pose serious challenge to clustering
them into expected classes. Given the abundance
of transcribed texts present in meetings and con-
versations, it is of sufficient interest to explore the
possibilities of utilizing semantic information to go
beyond the limits of acoustic-only speaker diariza-
tion.

Some previous works tried to use semantic infor-
mation to classify roles in two-speaker conversa-
tions, such as doctor-patient conversation and pilot-
air traffic controller dialogue(Zuluaga-Gomez et al.,
2021; Flemotomos and Narayanan, 2022). How-
ever, these methods are only suitable for specific
two-speaker scenarios where the roles are clearly-
defined, such as medical diagnosis, job interviews,
and air traffic communications. In this work we
focus on open multi-party meeting scenarios where
the number of speakers is unknown and the rela-
tions between speakers are unspecified.

Speaker identity information has been proven to
be beneficial to many downstream NLP tasks(Chi
et al., 2017a; Zhang et al., 2018; Chi et al., 2017b).
However, these works only consider speaker iden-
tities as given ground truth (Carletta et al., 2006;
Janin et al., 2003; Zhong et al., 2021), which is
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Figure 1: We propose a multi-modal speaker diarization system that utilizes the SLP module to extract speaker-
related information from transcribed text. The multi-modal fusion and semantic backend modules combine both
acoustic and semantic information to improve the accuracy of speaker diarization. The system’s output includes text
segments with corresponding speaker identification.

impractical in real world settings. Therefore, it is
crucial to make valid inference of speaker identi-
ties on the transcribed conversations using a well-
performed speaker diarization system.

The main contributions of this paper include:
(1) We propose two semantic tasks to extract

speaker-related information from automatically
transcribed texts, namely Dialogue Detection and
Speaker-Turn Detection.

(2) We design a simple yet effective integration
method to effectively combine semantic and acous-
tic information for more robust speaker diarization.

2 Proposed Methods

2.1 A Novel Multi-modal Framework

Figure 1 illustrates the proposed semantic-acoustic
speaker diarization system, along with its relation
with upstream ASR components and downstream
NLP applications. We introduce a Spoken Lan-
guage Processin(SLP) module involving two sub-
tasks to extract speaker-related information from
transcribed texts. The acoustic-based speaker di-
arization system is used to process original audio,
perform segmentation and estimate speaker embed-
dings for each segments. To associate speaker em-
beddings with corresponding text phrases, a forced
alignment component was introduced to our sys-
tem. Finally, we propose an integration method
to collectively process outputs from SLP module,
acoustic SD module, and forced alignment module.

2.2 Learning Speaker Information From
Texts

To extract semantic speaker-related information,
we define two sub-tasks: dialogue detection and
speaker-turn detection.

Dialogue detection takes a sequence of sentences
as input and determines whether this is transcribed
from a multi-speaker dialogue or a single-speaker
speech. Dialogue-detection can be defined as a
binary classification problem.

Speaker turn detection tries to predict, for each
given sentence in the sequence, the probability of
the occurrence of speaker change. Speaker turn
detection can be defined as a sequence labeling
problem, where the goal is to determine whether
the given position represents a point of change in
speaker role from a semantic perspective.

Both dialogue detection and speaker turn detec-
tion models are fine-tuned from a pre-trained BERT
language model. Design of training samples and
details of experiments are discussed in next section.

2.3 Integrating Semantic-Acoustic
Information

In this section we describe how speaker-related
information extracted from semantic content can
assist us in improving upon acoustic-only SD sys-
tem. A traditional SD system typically involves
an audio segmentation module and an embedding
clustering module. Poor segmentation and incor-
rect clustering are the most common problems in
speaker diarization. Semantic information from
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dialogue detection helps improve clustering accu-
racy and speaker turn detection helps to find more
precise place in text where a change of speaker
occurs.

Note that dialogue detection and speaker turn de-
tection tasks can be solved either by acoustic-only
approach or semantic-only approach. Semantic-
only approach is described above. Acoustic-only
results can be derived directly from acoustic-based
speaker clustering. The speaker clustering al-
gorithm assigns a cluster label to each speaker-
segment. Acoustic results for dialogue detection
can be obtained simply by checking whether the
number of different speaker labels is larger than 1.
Results for speaker turn detection can be obtained
by analyzing the transition patterns of speaker-
segment labels or predicting change points using
an acoustic-based neural networks such as Target-
Speaker VAD(He et al., 2021).

Semantic-Acoustic Dialogue Detection. Let
z(s) denote the result of binary classification out-
put of semantic dialogue detection and z(a) be the
counterpart of acoustic dialogue detection. We also
define Dp to be the distance of the largest speaker
cluster present in the dialogue to its furthest cluster,
and Dq to be the standard deviation of the cosine
distances among all speaker embeddings present in
the selected speech. Dp measures how spread out
different clusters are and Dq measures how tight
embeddings in one cluster are grouped together.
Then the fusion score ŝ is estimated by:

ŝ = z(a)z(s)+z(a)(ps+α1Dp)+z(s)(ps+α2Dq),
(1)

where α1 and α2 are learnable and ps is logit
output from semantic dialogue detection.

For some threshold θ, the binary output of
semantic-acoustic dialogue detection is represented
by the indicator function:

ẑfusion
dd = 1ŝ>θ (2)

Once semantic-acoustic dialogue detection ob-
tain results for all sentence sequences that cover
the entire transcribed meeting, we re-adjust the
acoustic-based clustering results. By doing this
we are able to incorporate semantic information to
improve speaker clustering. More details can be
found in Appendix B.

Semantic-Acoustic Speaker Turn Detection.
Semantic-only speaker turn detection outputs a se-
quence of probability of the occurrence of speaker

AISHELL-4
Train/Eval

Alimeeting
Train/Eval

Session 191/20 209/20
#Avg. Duration(s) 1939.03/2245.94 1915.52/1924.7

#Avg. Speakers 4.8/5.8 3.27/3.0
#Avg. Speaker-Turn 343.95/220.8 649.34/552.75

Avg. Text Len. 8904.8/9990.9 13249.55/12067.05

Table 1: Details of AISHELL-4 and AliMeeting data.

change. Let pn be the probability at position n,
and qn represents the speaker change probability
from an acoustic-only model near position n. qn is
obtained by taking the maximum probability of the
closest 200 frames estimated by the Target-Speaker
VAD model. Then the integrated speaker-change
probability is given by

p̃n = β1pn + β2qn (3)

for some learnable hyperparameters β1 and β2.
Boundary and Outlier Correction. We use

semantic information to correct boundary errors
caused by errors and mismatches from the forced-
alignment and ASR models. We also use semantic
information to correct outliers in embedding extrac-
tion. To improve system robustness, we exclude
audio segments that are too short from clustering.
Outliers and left-out embeddings are assigned to
the closest cluster.

3 Experiments and Results

3.1 Datasets

We conduct experiments on AISHELL-4(Fu et al.,
2021) and AliMeeting(Yu et al., 2022) datasets.
Both focus on multi-party meeting scenario, where
all speech content are manually annotated. Table 1
listed detailed information about the datasets. We
perform experiments using both ground truth (GT)
text and text transcribed from ASR system.

3.2 Experimental Setups

In our experiments, the acoustic modules, includ-
ing ASR, ASR Post-Processing, Embedding Ex-
tractor, and Forced Alignment models, are fixed
and used consistently throughout all our exper-
iments. In details, the ASR system we intro-
duced was based on UniASR(Gao et al., 2020).
The ASR Post-Processing contained Punctuation-
Prediction(Chen et al., 2020) and Text-Smoothing
which are common used in meeting scenrio. The
Forced Alignment module we introduced was
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TaskName Text Methods AISHELL-4 Alimeeting

Precision Recall F1 Precision Recall F1

Dialogue
Detection

GT
Acoustic-Only 74.402 84.995 79.346 93.012 92.259 92.634
Semantic-Only 74.649 96.976 84.360 94.669 98.009 96.310
Multi-Modal 86.308 93.402 89.715 96.450 97.600 97.020

ASR
Acoustic-Only 80.405 96.936 87.900 96.482 98.428 97.445
Semantic-Only 55.731 84.414 67.138 93.649 88.688 91.101
Multi-Modal 82.461 95.826 88.642 96.641 98.320 97.476

Speaker-Turn
Detection

GT
Acoustic-Only 53.962 51.272 52.583 54.329 52.997 53.655
Semantic-Only 69.569 89.514 78.291 76.696 93.141 84.123
Multi-Modal 81.652 77.240 79.385 76.861 92.849 84.102

ASR
Acoustic-Only 61.657 79.162 69.322 66.105 67.696 66.891
Semantic-Only 42.299 63.386 50.738 61.046 50.100 55.034
Multi-Modal 68.132 73.878 70.889 67.593 66.960 67.276

Table 2: The results of two sub-tasks on AISHELL-4 and Alimeeting test set.

Text Type Methods AISHELL-4 Alimeeting

cp-wer cp-wer-all speaker-wer cp-wer cp-wer-all speaker-wer

GT Text
Baseline - only acoustic info. 17.309 19.099 5.974 41.669 52.617 18.888
Semantic-acoustic info. - A 15.540 18.798 6.558 36.360 45.772 14.700
Semantic-acoustic info. - B 15.225 18.364 6.281 36.145 45.462 14.500

ASR Text
Baseline - only acoustic info. 33.905 35.590 3.647 45.678 49.778 8.404
Semantic-acoustic info. - A 33.355 34.318 2.650 38.467 40.182 2.413
Semantic-acoustic info. - B 33.290 34.210 2.575 38.459 40.154 2.389

Table 3: The speaker diarization results of different systems on the AISHELL-4 and Alimeeting test set

based on (McAuliffe et al., 2017). For acous-
tic speaker diarization system, we employed a
speaker embedding extractor based on ECAPA-
TDNN(Desplanques et al., 2020), while for speaker
clustering, we utilized Spectral Clustering algo-
rithm with p-percentile(Wang et al., 2017).

We fine-tune the semantic models for dialogue
detection and speaker turn detection tasks based
on the pre-trained BERT language model1 using
the text from AISHELL-4 and AliMeeting training
sets. Training samples are sequences of sentences
generated by a sliding-window method with a win-
dow length of 64 and a shift of 16 and the label for
these two semantic subtasks can be generated by
the speaker label from the speech content manually
annotated in the datasets.

For dialogue detection task, we fine-tune for 3
epochs on train dataset with a learning rate of 5e-6
and a batch size of 64. For speaker-turn detection
task, we also fine-tune for 3 epochs on train dataset
with a learning rate of 1e-6 and a batch size of 64.

1Based on bert-base-chinese from HuggingFace

3.3 Results and Discussions

We compare our proposed methods with the classic
speaker diarization system mentioned in Section 1.

Table 2 shows the results of dialogue detection
and speaker-turn detection tasks from acoustic-
only, semantic-only, and multi-modal models. We
not only compare results using ASR-transcribed
texts, but also conduct experiments using ground
truth texts as inputs, in order to see the optimal
improvements introduced by semantic information.
The multi-modal model surpasses single-modal re-
sults on both GT and ASR text. The experiments
demonstrate that semantic model can effectively
supplement acoustic-only model, resulting in more
precise speaker representation. It is expected that
the introduction of semantic information on ASR
text does not result in a significant improvement
due to the a lot of errors present in the text. How-
ever, our multi-modal approach shows consistent
improvement in both GT and ASR-based results,
indicating the robustness of our method.

We use the cp-WER metric to measure the
speaker diarization task. We introduce a new met-
ric speaker-WER that aims to measure the word
error rate caused solely by speaker errors. More
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details about the metrics can be found in Appendix
A. Table 3 shows the final results of our speaker di-
arization system. Compared to the baseline, which
only uses acoustic information, our system incor-
porating semantic information shows a significant
improvement. The results for “Semantic-acoustic
info. - A" indicate that only semantic informa-
tion is used for sub-tasks Dialogue Detection and
Speaker Turn Detection, while “Semantic-acoustic
info. - B" indicates that both semantic and acoustic
information are used in the two sub-tasks.

4 Conclusions

We propose a novel multi-modal speaker diariza-
tion system that utilizes two spoken language pro-
cessing tasks, dialogue detection and speaker-turn
detection, to extract speaker-related information
from text. These information are then combined
with acoustic information to improve the overall
performance of speaker diarization. Our experi-
ments demonstrate that incorporating semantic in-
formation can effectively address the limitations of
single-modal speech.

5 Limitations

The performance of SLP tasks rely heavily on the
accuracy of ASR system. Poorly-transcribed texts
can lead to degradation of our multi-modal method.
Since we cannot easily obtain accurate speaker-turn
information from the ASR text, the training set for
SLP tasks based on ASR text is also not easy to
obtain. In future work, we will try more methods,
like Data Arguments, to get better results on ASR
text.

Overlapping speech is another challenge for the
task, as a monaural ASR system can no longer
capture all spoken words from all speakers. In
future work, we plan to explore methods such as
speech separation or multi-party ASR to handle
overlapping speech.
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A Metrics

The performance metrics for speaker diarization
is concatenated minimum-permutation Word error
rate(cpWER). The cpWER is computed as follows:

1. Concatenate each speaker’s utterances both
from reference and hypothesis results.

2. Compute the WER between the reference and
all possible speaker permutation of hypothe-
sis.
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3. Choose the lowest WER among the results
from all the speaker permutations as the final
cpWER.

Specifically, the Word Error Rate(WER) is calcu-
lated by:

Ewer =
NIns +NSubs +NDel

NTotal
× 100% (4)

The cpWER is affected both by the speaker di-
arization system and speech recognition system.

Note that the number of speakers in the system
result and the reference result are not equal. If we
ignore the cpWER measured by this part of the text,
we will record it as Ecp−matched. If we think that
this part of the text should be considered all wrong,
we will record the cpWER this time for Ecp−all.

We know that WER calculates the minimum edit
distance from the system result to the reference re-
sult. In the calculation process, the cost of changing
one sequence into another sequence by using three
operations of insertion, deletion and replacement
is counted, while the calculation of cpWER addi-
tionally introduces the operation of modifying the
speaker ID of a word to make two speaker-labeled
texts become consistent.

Since the speaker diarization system cannot mod-
ify the text results of speech recognition, we cal-
culate the speaker-WER by removing the errors
caused by ASR results from cpWER. Compared to
the three string operations in WER, we additionally
define an operation to convert one text result with
speaker ID to another by modifying the speaker
ID of a word. Similar to the WER algorithm, we
use dynamic programming to count the number
of operations for changing the speaker ID. The
speaker-WER results is calculated by:

EspeakerWER =
NSpk−Cost

NTotal
(5)

B Pseudocodes to Update Speaker
Diarization from Semantic results

The following psuedocodes show how results from
Dialogue Detection and Speaker Turn Detection are
utilized to re-adjust and update speaker diarization
results.

We create a sequence of speaker change occur-
rences, Pstp = {p1, p2, ..., pN}, where N is the
number of speaker changes, by combining the re-
sults of the Dialogue Detection and Speaker-Turn
Detection tasks.

We propose a split process, as shown in Algo-
rithm 1, to adjust the speaker IDs of certain seg-
ments to align the cluster results with the speaker
change results as closely as possible by increasing
the number of speakers appropriately.

Algorithm 1 The Semantic Split Process

Require: Pstp = {p1, p2, ..., pN} The set of the
speaker turn point, pi ∈ {0, 1}
D = {d1, d2, ..., dN} Each text segments di-
vided by speaker change,
E = {e1, e2, ..., eN} Set of mean embedding
belong to dk,
τsplit The split threshold

Ensure:
Ŝ ← [1], B ← [e1], Nspk ← 1, i← 2
while i ≤ N do

dist = f(ei, B) ∈ RSize(B)

if pi = 1 then
if dist < τsplit then

si = argminsi∈S dist
Ŝ ← Ŝ.append(si)

else
Nspk ← Nspk + 1
si ← Nspk

Ŝ ← Ŝ.append(si)
end if

else
si ← si−1

Ŝ ← Ŝ.append(si)
end if
B ← B ∪ ei

end while

After the split process, a merge process is im-
plemented to eliminate redundant speaker IDs. We
consider both acoustic information, such as the sim-
ilarity distance between speaker embeddings, and
semantic information, such as the score differences
between the merge of speakers i and j, computed
from the Dialogue-Detection and Speaker-Turn De-
tection results of the utterances with the speaker
IDs in two adjacent text segments. The pseudocode
for the merge process is outlined in Algorithm 2.
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Algorithm 2 The Semantic Merge Process

Require: E Set of mean embedding of all the
speakers
S Set of speakers after split process
τmerge the merge threshold
while Can Not Merge do

costsim ← cosine_distance(E)
costdd ← scoreafter

s − scorebefore
s

imerge, jmerge = argmini,j∈S(costsim +
costs)

if costall[imerge, jmerge] < τmerge then
update S by merge speaker imerge, jmerge

update E by merge speaker imerge, jmerge

end if
end while
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