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Abstract

Sentence-level representations are beneficial
for various natural language processing tasks.
It is commonly believed that vector representa-
tions can capture rich linguistic properties. Cur-
rently, large language models (LMs) achieve
state-of-the-art performance on sentence em-
bedding. However, some recent works suggest
that vector representations from LMs can cause
information leakage (Song and Raghunathan,
2020; Pan et al., 2020). In this work, we fur-
ther investigate the information leakage issue
and propose a generative embedding inversion
attack (GEIA) that aims to reconstruct input
sequences based only on their sentence embed-
dings. Given the black-box access to a lan-
guage model, we treat sentence embeddings as
initial tokens’ representations and train or fine-
tune a powerful decoder model to decode the
whole sequences directly. We conduct exten-
sive experiments to demonstrate that our gen-
erative inversion attack outperforms previous
embedding inversion attacks in classification
metrics and generates coherent and contextu-
ally similar sentences as the original inputs.

1 Introduction

Sentence embeddings serve as “universal embed-
dings” that have been widely used for numerous
natural language processing tasks, e.g., text clas-
sification, question-answering, semantic retrieval,
and other semantic similarity tasks (Cer et al.,
2017). Recently, embedding models exploit large
pre-trained language models to achieve revolution-
ary performance (Reimers and Gurevych, 2019;
Gao et al., 2021). The notable improvement al-
lows sentence embeddings to be directly used as
inputs for downstream tasks. However, when ap-
plying sentence embeddings in downstream tasks,
unintended data disclosure may violate the legis-
lation, result in fines and hinder individuals from
contributing their data to service models. For exam-
ple, in some cases, such as legal document search,
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when submitting a query embedding to a service
based on neural models, we may not want to leak
the sensitive information in the query embedding.

Language models have already been proven to
memorize training data and some private training
data can be extracted (Carlini et al., 2019, 2021;
Thakkar et al., 2021). Besides the memorization
issue, representations learned from language mod-
els also inherently leak sensitive information and
suffer from attribute inference attacks (Song et al.,
2017). Notably, for sentence embeddings, some
of the words in the original sentence can be re-
covered, which is called embedding inversion at-
tacks (Song and Raghunathan, 2020; Pan et al.,
2020). As shown in Figure 1, both attribute in-
ference attacks and embedding inversion attacks
take sentence representations from language mod-
els as inputs. For attribute inference attacks, the
adversary builds a multi-layer perceptron (MLP)
to infer the input sentences’ private attributes (e.g.,
gender, race, and other identifiable personal infor-
mation). For embedding inversion attacks, existing
approaches are viewed as classification tasks that
aim to recover partial keywords or unordered sets
of original words from input sequences.

However, attribute inference attacks and exist-
ing embedding inversion attacks are not enough to
explore the information leakage of sentence embed-
dings. If the malicious adversary can recover origi-
nal sentences from their embeddings, attribute in-
ference attacks and previous embedding inversion
attacks can be conducted subsequently. Attribute
inference attacks can be performed over the recov-
ered sentences, which gives more flexibility for
attack classifiers. Moreover, existing embedding
inversion attacks can be done by directly convert-
ing the recovered sentences to sets (bag-of-words).
Lastly, recovering the input sentences reveals more
semantic information beyond the two attacks.

In this paper, we propose a generative embed-
ding inversion attack (GEIA) to reconstruct input
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Figure 1: Overview of embedding inversion and attribute inference attacks on language models. Both attacks can be
conducted on the sentence embedding f (). Previous embedding inversion attacks only predict sets of words while
our generative embedding inversion attack is able to reconstruct actual input sequences.

sentences given their embeddings from various
language models. Unlike previous embedding in-
version attacks, our attack is able to generate or-
dered sequences that share high contextual simi-
larities with actual input sentences. Our proposed
attack advances preceding embedding inversion
attacks from classification to generation. More-
over, the generated sequences are mostly coher-
ent and some are even verbatim text sequences
from inputs. Finally, our attack is adaptive and
effective to various LM-based sentence embedding
models regardless of the models’ architectures and
training methods. We perform extensive experi-
ments to demonstrate the effectiveness of our at-
tacks on Sentence-BERT (Reimers and Gurevych,
2019), SimCSE-BERT/SimCSE-RoBERTa (Gao
et al., 2021), Sentence-T5 (Ni et al., 2022) and
MPNet (Song et al., 2020). We also conduct exper-
iments to show that our GEIA can even outperform
previous attacks on classification metrics. Our con-
tributions can be summarized as follows: !

(1) To the best of our knowledge, we are the first
to treat the embedding inversion attack as a gen-
eration task rather than a classification task. This
allows our attack to reconstruct ordered sequences.

(2) Our GEIA can be adaptive to various em-
bedding models with different model architectures
from BERT to T5 and training algorithms like con-
trastive learning and siamese networks.

(3) We conduct extensive experiments to show
the effectiveness of GEIA. Our results suggest that
current state-of-the-art embedding models are vul-
nerable to GEIA.

2 Related Works

Sentence embedding with language models. Sen-
tence embeddings aim to train universal vector rep-

Code is publicly available at https: //github.com/
HKUST-KnowComp/GEIA.

resentations that can handle downstream tasks. Ear-
lier works learn sentence representations by ex-
ploiting encoder-decoder architectures to predict
surrounding sentences (Kiros et al., 2015; Gan
et al., 2017) and autoencoder models to reconstruct
original sentences (Hill et al., 2016; Zhang et al.,
2018a). Recent works turn to deeper and more com-
plex transformer-based neural architectures like
BERT (Devlin et al., 2019) and RoBERTa (Liu
et al., 2019) to further improve sentence represen-
tations. Sentence-BERT (Reimers and Gurevych,
2019) proposed a siamese network to improve the
efficiency and performance of BERT representa-
tions. SImCSE (Gao et al., 2021) applied con-
trastive learning on BERT by self-predicting with
dropout. Currently, Sentence-T5 (Ni et al., 2022)
exploits T5 (Raffel et al., 2020) and contrastive
learning to further improve embeddings on various
tasks of semantic textual similarity (STS) (Con-
neau and Kiela, 2018).

Privacy leakage on language models. Even
though language models bring dramatic improve-
ments to sentence representations, there are rising
privacy concerns on language models. Carlini
et al. (2021) showed that language models tended
to memorize training data and performed training
data extraction attacks to recover private training
data. Gupta et al. (2022) studied deep gradi-
ent leakage (Zhu et al., 2019; Zhao et al., 2020)
in language models and extracted training texts
from aggregated gradients. Besides the memoriza-
tion issue, sentence embeddings from language
models also encode private information that can
easily be inferred by the adversary. Pan et al.
(2020) recovered partial fixed patterns and key-
words from language models’ sentence representa-
tions by querying language models with external
annotated datasets. Similarly, Song and Raghu-
nathan (2020) performed attribute inference attacks
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Figure 2: Model architecture for GEIA. The sentence embedding can be embedded from arbitrary pretrained sentence
embedding models. The sentence embeddings are projected to the exact dimension of input token representations.
After projection, the projected embeddings are concatenated with input representations to train the attacker. During
inference, the sentence embeddings are fed as the initial token representations to decode corresponding inputs.

and embedding inversion attacks to predict un-
ordered sets of words from sentence embeddings.
Though their attack setups are similar to our work,
they simply view embedding inversion attacks as
classification problems and cannot reconstruct in-
put sequences. In this work, we reformulate the em-
bedding inversion attack as a generation task and
aim to invert ordered and informative sentences.
Moreover, our proposed attack outperforms previ-
ous attacks even on classification metrics.

3 Embedding Inversion Attacks on LMs

3.1 Motivation

To show how embedding inversion attacks compro-
mise privacy, we hereby define the breach of pri-
vacy first. Unintended or unauthorized data disclo-
sure is regarded as privacy leakage during intended
uses of the system. In our scenario, the intended
uses refer to obtaining sentence embeddings from
target embedding models while recovering original
sentences through external attacker models (other
than intended decoders of autoencoders) is unin-
tended and unauthorized. When we use sentence
embeddings for downstream applications and do
not want to leak the original sentences, for exam-
ple, personalized search in a neuralized document
search engine in sensitive domains such as legal,
medical, and financial domains, sensitive sentences
may be unauthorizedly disclosed by curious service
providers. Such unintended data disclosure may
violate the legislation, incur fines and depress the
service users.

3.2 Problem Formulation

Given a sensitive input text sequence x and a pre-
trained language model f on sentence representa-
tion, embedding inversion attacks aim to recon-
struct the input x from its sentence embedding
f(x). More specifically, the victim embedding
model f is already pre-trained and its parameters
are frozen. The adversary cannot update or mod-
ify the victim model’s architecture and parameters.
Instead, the adversary holds an auxiliary dataset
D that has a similar distribution to the data
during attacks and attempts to build an external
attacker model @ to learn the inverse mapping f !
such that:

O(f(z) = [ (f(z)) == (1

Due to the fact that sentence embeddings are com-
monly aggregated by pooling operations on final
hidden representations of individual tokens, the
mapping f that maps z to f(z) is inherently not
one-to-one (injective). Thus, it is impossible for
attacker model @ to behave like the inverse map-
ping f~!. And it remains challenging for ® to
approximate f~!.

3.3 Existing Embedding Inversion Attacks

Previously, Song and Raghunathan (2020) consid-
ered both white-box and black-box attacks to re-
cover sets of words from short input text sequences.
For the white-box embedding inversion attack, it
is assumed that the adversary can access the em-
bedding model f’s parameters and architecture. To
make full use of the free access to f’s parameters,
the adversary first builds a model M that maps the
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deep layer representation f(x) to its shallow layer
representation. Then the recovered set of words &
are inferred from the shallow layer representation
via continuous relaxation (Jang et al., 2017). For
the black-box embedding inversion attack, the ad-
versary can only query embedding model f with x
from auxiliary data D, to obtain its embedding
f(x). Then the adversary directly learns ® from
(f(z),x) pairs through multi-label classification
with MLP or multi-set prediction with RNN.

3.4 Limitations of Previous Approaches

Though these aforementioned embedding inversion
attacks may recover some words from correspond-
ing embeddings, existing approaches have several
limitations. First, in the later experiment section,
we show that existing embedding inversion attacks
(multi-label classification and multi-set prediction)
mainly predict insensitive stop words. Such at-
tacks are incapable of inverting informative con-
tents from sentences’ embeddings and therefore
existing attacks are ineffective. Second, predict-
ing sets of words cannot handle word repetitions
well in a text sequence. Taking the epistrophe from
the Bible as one example: “When I was a child, I
spoke as a child, I understood as a child...” Simply
predicting the token “child” can never capture the
affluent linguistic properties. Lastly, such predicted
sets are also orderless and semantic information of
ordering is permanently lost. Taking the sentence
“Alice likes Bob” as one example, even though we
obtain the exact set of words: {Alice, likes, Bob},
we may still get the wrong meaning “Bob likes
Alice.” As aresult, existing approaches for recov-
ering a set of words in a given sentence embedding
are not as vicious as they claim.

3.5 Generative Embedding Inversion Attacks

To overcome the above limitations, we propose
GEIA which attempts to generate sentences that
are contextually similar to actual inputs. We fol-
low the black-box setup that the adversary can only
query the victim language model whose architec-
ture and parameters are inaccessible. Intuitively,
high-quality sentence embeddings encode rich lin-
guistic properties about these sentences and a pow-
erful generative decoder may utilize sentence em-
beddings to reconstruct original sentences. To in-
vert a sequence given its embedding, we propose
using a generative attacker model to decode words
based on the embedding and previous contexts. As
illustrated in Figure 2, the attacker model ¢ can

exploit powerful language models like GPT-2 (Rad-
ford et al., 2019) to generate a sequence word by
word from any given sentence embedding.

To train the attacker model, language model-
ing is applied with teacher forcing (Williams and
Zipser, 1989) to generate a text sequence word by
word:

Lo(z;00) = — Y log(Pr(w;| f (), wo, w1, ..., wi—1)),

i=1 )
where x =“wow;...w,—1"" 1s a sentence of length
u from the auxiliary data D, and f(z) is the
sentence embedding of z.

Unlike conventional encoder-decoder embed-
ding models that intentionally and jointly train a
decoder to strengthen the encoder, our GEIA solely
trains the decoder based on the pre-trained and
frozen embedding model f. By contrast, we treat
the sentence embedding f(x) as the initial token
representation before feeding the first word token
wq of x. Here, the token representation means the
input to the first transformer block. If there is a
size mismatch between the sentence embedding
f(z) and the attacker model’s token representation,
we apply one fully connected layer to align f(z)
to be the same size as the attacker model’s token
representation. We use Align(f(z)) to denote
the aligned sentence embedding and ., (w;)
to denote the representation of token w;. We
concatenate Align(f(x)) to the left of the tokens’
representation to obtain the attacker’s input of x:

[Align(f(x)), Pemb(wo), Pemp(w1), ..., Pemp(Wu—1)] -
This input bypasses ®’s embedding layer and
is directly fed to ®’s first transformer block for
text generation. As illustrated in Equation 2, the
attacker ¢ manages to maximize the probability
of the target sequence [wq, w1, ..., Wy—1,<€0S8>]
given the input by minimizing the cross-entropy
loss at each time step, where the <eos> indicates
the special end of sentence token.

For inference, the attacker ® decodes the first
token from the aligned sentence embedding. Then
tokens are generated iteratively from previous con-
texts with the sentence embedding till <eos> is
reached. We use ®(f(z)) to denote the whole gen-
erated sequence.

4 Experiments

4.1 Experimental Settings

Datasets. Most sentence embedding models are
trained on question-answer pairs (semi-supervised
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.. MLC MSP GEIA

Data " Victim Model Threshold Pre Rec F1 Pre Rec F1 Pre Rec F1
SRoBERTa 0.20 3342  26.79 29.74 | 4339 38.12 40.59 | 5841 4891 53.24
SimCSE-BERT 0.50 2477 2136 2294 | 4223 37.10 39.50 | 66.95 59.69 63.11

PC SimCSE-RoBERTa 0.50 5458 28.15 37.14 | 38.79 34.08 36.29 | 64.27 56.66 60.22
ST5 0.10 2293 38.17 28.65 | 41.69 36.63 3899 | 6746 58.26 62.53
MPNet 0.20 3391 27.39 3030 | 39.23 3446 36.69 | 62.64 53.51 57.72
SRoBERTa 0.20 4473  19.68 2733 | 47.42 2247 3049 | 43.81 27.19 33.56
SimCSE-BERT 0.60 1048  3.90 5.69 | 4643 2200 29.85 | 48.78 2949 36.76

QNLI  SimCSE-RoBERTa 0.75 28.74 10.10 14.95 | 52.57 2490 33.80 | 48.62 29.26 36.53
ST5 0.20 4226 19.83 27.00 | 48.50 2298 31.18 | 47.42 28.43 35.55
MPNet 0.45 53.25 1029 1724 | 47.18 2235 3033 | 44.89 2774 34.29

Table 1: Embedding inversion performance comparison of multi-label classification, multi-set prediction and
generative embedding inversion on classification metrics. The evaluations are done on the PersonaChat and QNLI
datasets. The token-level micro-averaged precision, recall and F1 are reported. Precision (Pre), recall (Rec) and F1
are measured in %. High Pre, Rec and F1 indicate good attacking performance on classification.

Stat Type PersonaChat ~ QNLI in Appendix B.

Task . D.]a]Og ,NLI . Attacker Models of Embedding Inversion. To
Domain Chit-chat Wikipedia . . . . .
Sentences 162.064 220412 compare with previous embedding inversion at-
Train/dev/test split ratio 82:0:9 95:0:5 tacks, we implement two baseline attacker models
Unique named entities 1,425 46,567 proposed by Song and Raghunathan (2020).

Avg. sentence length 11.71 18.25 e Multi-label classification (MLC). Given the

Table 2: Statistics of datasets.

tasks) and natural language inference (supervised
tasks) datasets. For our experiments, we evaluate
the attacking performance on 2 datasets. The first
dataset is PersonaChat (PC) dataset (Zhang et al.,
2018b) that collects the open-domain chit-chat be-
tween two speakers given assigned personas. Most
personas are reflected in corresponding utterances,
and some of them can be sensitive and private. The
second dataset is QNLI (Wang et al., 2018) con-
verted from Stanford Question Answering Dataset
(Rajpurkar et al., 2016). The QNLI dataset is col-
lected from Wikipedia articles that include domain
knowledge. Such domain knowledge can be chal-
lenging for inversion attacks. For evaluation, we
use their training data as the auxiliary dataset to
train the attacker model and report their testing per-
formance, respectively. A summary of two datasets
is shown in Table 2.

Sentence Embedding Models. To perform
embedding inversion attacks, we consider the
following 5 victim sentence embedding models:
Sentence-BERT (Reimers and Gurevych, 2019),
SimCSE-BERT/SimCSE-RoBERTa (Gao et al.,
2021), Sentence-TS5 (Ni et al., 2022) and MP-
Net (Song et al., 2020). All the embedding models’
parameters are frozen and the pre-trained weights
in their original GitHub repository are used. De-
tails and checkpoints of victim models are reported

embedding f(z) of sentence x. The adversary uses
a simple MLP with binary cross entropy loss to
predict words of x over the whole vocabulary.

e Multi-set prediction (MSP). MLC indepen-
dently predicts words of « and ignores the depen-
dency between words of a sequence. Multi-set
prediction utilizes RNN architecture with multi-set
prediction loss. We use the same multi-set objec-
tive that maximizes the probability of the set of
tokens not predicted at the current time step as the
previous work (Welleck et al., 2018).

o GEIA. As shown in Figure 2, our inversion at-
tack can be regarded as sequence generation instead
of set prediction. We train a GPT-2 as the attacker
model from random weights. The random initial-
ization makes a fair comparison between GEIA and
previous baselines since both baselines also train
from scratch. During our experiments, beam search
decoding is applied for sentence recovery of GEIA.
We also experiment on several attacker models with
pre-trained weights and decoding methods. We put
all the detailed evaluation results in the Appendix.

Evaluation Metrics. To make a fair comparison,
our evaluation considers both classification and
generation metrics.

The classification metrics include token-level
micro precision/recall/F1 for previous embedding
inversion and our generative inversion attacks. In
addition, to study whether the recovered tokens are
informative or not, we treat named entities as sensi-
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Figure 3: Precision-recall curve of MLC on the Per-
sonaChat dataset.

tive information and stop words as non-informative
tokens. We use the named entity recovery ratio
(NERR) to measure the percentage of name enti-
ties that can be retrieved from input texts. We also
propose the stop word ratio (SWR) to calculate the
percentage of stop words for given sentences. Vi-
cious embedding inversion attacks can achieve high
NERRs with similar SWRs of original sentences.

Different from previous works, our GEIA can
generate sequences instead sets of words. So we
also evaluate GEIA on the sentence-level gener-
ation metrics. We apply ROUGE (Lin, 2004),
BLEU (Papineni et al., 2002), and embedding sim-
ilarity (ES) to measure the similarity between input
sentences and inverted sequences. ROUGE and
BLEU both measure similarity based on n-grams.
ROUGE focuses on recall: how much the n-grams
in the inputs are recovered. BLEU measures preci-
sion: how much the n-grams inverted are correct.
The embedding similarity exploits “sentence-t5-
xxI” to compute cosine similarity for the semantic
similarity. In addition, we use perplexity (PPL) of
fine-tuned “gpt2-large” to measure the fluency of
generated sentences.

4.2 Evaluation on Classification

Firstly, we compare the attacking performance
between previous inversion baselines (MLC and
MSP) and our GEIA on classification metrics.
Table 1 shows the attacking performance of pre-
vious inversion attacks and our GEIA on the testing
data. We report token-level micro precision (Pre),
recall (Rec), and F1 for all 3 attacks. For multi-
label classification, we carefully tune the binary
thresholds based on the validation set and report
the thresholds with the highest F1 scores. By com-
parison, it can be seen that our GEIA outperforms
MLC and MSP. Except MSP has a slightly higher

F1 on SimCSE-RoBERTa of the QNLI dataset, our
GEIA has the highest recall and F1 on 5 victim
embedding models for both datasets. On the Per-
sonaChat dataset, our GEIA has the dominating
performance with F1 scores of around 0.58 while
MSP has F1 scores of around 0.4 and MLC has an
average F1 score of no more than 0.3. These results
show that our generative inversion attack has better
attacking performance on classification tasks even
though it is designed for generating sequences.

Despite tenable classification performance, pre-
vious MLC and MSP have several limitations. For
MLC, we find that most predicted tokens’ proba-
bilities are close to the reported thresholds and it
is hard to distinguish tokens on MLC. For MSP,
though it performs better than MLC, it cannot han-
dle long time steps well. And the high precision
on the QNLI dataset also benefits from small time
steps. In addition, they both tend to invert uninfor-
mative stop words and most inverted results include
no sensitive content.The subsequent experiments
can help verify these stated limitations.

4.3 Precision-Recall Trade-off of MLC

To better understand limitations of the baseline
classifier’s performance on embedding inversion,
we draw the precision-recall curve for MLC with
different thresholds. Figure 3 shows the attack
results for all victim embedding models where the
individual result is marked by the marker. Most
data points are clustered in the upper-left zone of
the figure. The result indicates that MLC frequently
leads to high precision with low recall. As the
threshold increases, for attacking performance of
all five models, the precision drops dramatically
compared with a minor increase in the recall.
Regardless of the high precision, most areas un-
der the curves are small. The small areas imply
that MLC is not a good classification model. High
precision means that MLC makes most predictions
correctly while low recall means that MLC returns
very few predictions. Since the distribution among
tokens is highly imbalanced and NNs may eas-
ily overfit the training data, it remains unknown
whether the predicted tokens are sensitive or not.

4.4 What Types of Tokens are Inverted?

Though the classification performance is evaluated,
the informativeness of inverted tokens remains un-
known. Here we study the sensitivity of recov-
ered tokens based on the named entity recovery
ratio (NERR) and stop word rate (SWR). A menac-
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. SWR NERR
Data Victim Model TestSet MLC  MSP  GEIA | MLC MSP GEIA
SROBERTa +3880 42569 -05.01 | 0005 0005 27.62
SimCSE-BERT 2050 42758  -06.10 | 00.03 00.08 55.57
PC  SimCSE-RoBERTa  61.06  +00.52 +3449 -06.14 | 00.87 00.15 52.56
ST5 +33.66 43099 0570 | 0005 00.05 44.66
MPNet +38.83 43054 0531 | 0005 0005 32.50
SROBERTa +56.83 +4055 +05.14 | 01.06 0212 15.12
SimCSE-BERT 1879 +40.97 +04.04 | 00.10 01.84 16.53
ONLI SimCSE-RoBERTa  38.13  -00.06 +37.39 +03.65 | 00.82 0250 18.16
STS +56.77 43935 40445 | 01.06 0209 14.98
MPNet +61.87 +41.16 +04.31 | 0070 01.97 15.03

Table 3: Embedding inversion performance on stop word rate (SWR) and named entity recovery ratio (NERR).
NERR and SWR are measured in %. For SWR, we report the SWRs of testing data as baselines and the differences
between baselines” SWRs and SWRs of various embedding inversion attacks. A high NERR with a relatively low
SWR difference suggests that the recovered tokens are informative, while a high SWR with a low NERR indicates
that the attack is unsuccessful despite good classification performance.

PPL ES ROUGE BLEU
ROUGE-1 ROUGE-L BLEU-1 BLEU-2 BLEU-4
SRoBERTa 4.99 88.07 59.54 56.04 35.47 20.37 15.66
SimCSE-BERT 6.29 91.28 72.38 65.33 46.93 28.99 22.85
SimCSE-RoBERTa 598 91.33 68.78 62.42 43.41 25.66 19.82
STS 590 9147 70.72 65.45 44.52 27.83 21.99
MPNet 5.64 89.27 65.08 60.39 40.04 23.83 18.54
GPT-2 (w/o context) 6.32  63.24 13.16 12.93 9.86 0.29 0.15
GPT-2 (w/ context) 9.62 68.85 22.86 22.02 19.82 4.99 2.78

Table 4: Evaluation on generation quality of generative embedding inversion attacks on victim embedding models
and baseline models. ES refers to embedding similarity and PPL refers to the perplexity of a fine-tuned GPT-2
model. Embedding Similarity, ROUGE, and BLEU are measured in %. The two “GPT-2” models serve as baselines
to generate the sequence given the first input token with/without context.

ing embedding inversion attack can recover most
named entities of original sequences. If the recov-
ered tokens are mostly stop words, the embedding
inversion should be regarded as a failure.

Table 3 includes NERRs and SWRs for MLC,
MSP and GEIA. For NERR, both ML.C and MSP
can only recover less than 3% named entities from
sentence embeddings for all situations. On aver-
age, our GEIA can invert around 40% named en-
tities on the PersonaChat dataset and around 15%
named entities on the QNLI dataset. The results
on NERRs suggest that our GEIA can indeed re-
cover sensitive content while previous baselines
fail to capture informative entities from embed-
ding inversion attacks. For SWR, we first report
the SWRs of the original datasets and then calcu-
late the SWR differences between inverted results
and corresponding input sentences. Our genera-
tive inversion attacks have the slightest difference
in most cases. We investigate MLC’s results of
SimCSE-BERT and SimCSE-RoBERTa on both
datasets to see why their SWRs differ from other
models. For SImCSE-BERT on MLC, their SWRs

are much smaller than the corresponding datasets’
SWRs. This is caused by several extreme cases
that invert more than 10,000 tokens on embeddings
of SImCSE-BERT and hence SWRs of MLC are
around -20%. For SImCSE-RoBERTa on MLC, we
find a small number of cases that output hundreds
of irrelevant tokens. Hence their SWRs are close
to the datasets” SWRs by chance.

Results from both SWR and NERR confirm that
previous embedding inversion attacks have little
threat of breaching privacy while our GEIA can
indeed recover sensitive information.

4.5 Evaluation on Generation

Besides the classification performance and inverted
tokens’ sensitivity, the generation quality is also vi-
tal to generative embedding inversion attacks. Here
we view the inverted sequences as translated sen-
tences and use generation metrics from the machine
translation task to compare the similarity between
inverted sequences and original inputs. In addition,
we also tune another GPT-2 model (pre-trained
GPT-2edgium) With training data as the baseline.
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SimCSE- TRy ['i')uthe','ito','wand','lik - Me too, I am an who loves
BERT > e, 'umy!, ) Lt Lilove'] plants and their interactions without doors.
SimCSE- [i''La’, Land','Cam', Uil [‘i',yl_l'a",'I_It()":':_'lésv','l_ylflaVe',' bYeah, I am a nature lover, and I also like
RoBERTa ? ? ’ 2100 Lmy','am', i eing an .
ST5 ['i','ua',‘the',‘to','uand','l_nis':"y'oyl%',"l_nare‘, ['i',‘uthc':",'len'ts)','uand','ulik Iam an also. I love plants

'have','do",' like','my",'Liam',)",),)) ' Li')'?'] el'imy

MPNet ['i','ua’,'to','you','.',',','|_|i','?']

0990 ui','ulove']
['i')a','ithe', ' ito!, Land',)
ulike','wmy','uid', Lilove','!']

and have a love for hiking.

Haha, I am also a nature lover. [ plant trees
and I love hiking.

Figure 4: Embedding inversion attacks’ results on the victim embedding models on the PersonaChat dataset. We
use “L” to denote the space and highlight some informative words. Given the same input sentence, the inverted
results are shown. Both previous embedding inversion results can only invert unordered sets of predicted tokens
while our generative embedding inversion can generate fluent sequences that are analogous to input sentences.

During inference, this GPT-2 tries to decode a sen-
tence given the first token with/without context.
Here, the context refers to all previous contents of
the sentence. For conversions of the PersonaChat
dataset, the context means all the previous utter-
ances of the current utterance in a conversation.
Our GEIA tries to invert the sentence given the
embedding of this sentence.

We perform a generation evaluation on the Per-
sonaChat dataset and the results are shown in
Table 4. We can view BLEU-1 and ROUGE-1
as word-level precision and recall of inverted se-
quences, respectively. For all 5 victim models,
ROUGE-1 ranges from 0.59 to 0.72 and BLEU-1
ranges from 0.35 to 0.46. That is, more than half of
the words in the original inputs are recovered and
one-third of inverted words are also in the inputs.
The results on ROUGE-1 and BLEU-1 are consis-
tent with token-level precision and recall in Table 1.
By comparing ROUGE and BLEU with baselines,
our GEIA is much more effective for inverting n-
grams. What is more, the embedding similarities
of our generative inversion attacks are much higher
than the GPT-2 baseline with the given context. For
fluency, we also compare the perplexity between
our attacks and baselines. Since the GPT-2 is tuned
and the length of each sentence is relatively short,
perplexities are small for the results. Still, our
GEIA can generate sequences with lower PPL than
two baselines. These results verify that our genera-
tive embedding attack can generate sequences well
with inverted n-grams. A more detailed evaluation
of the generation is shown in the Appendix.

4.6 Case Study

To show how our generative inversion attack out-
performs previous baselines, we give an example of
inverted results on different victim models in Fig-

ure 4. We manually highlight informative words in
the input sentence. If the inverted results have the
same meaning as the informative words, we also
highlight them using corresponding colors. The
figure shows that almost no informative word is
inverted for the two baselines and the inverted to-
kens are mostly stop words and punctuation marks.
Therefore, it is impractical to infer the semantics
for existing inversion attacks. For our GEIA, all the
inverted results can recover “love plants” and 3 out
of 5 results can invert “hiking” and “environmental
activist”. Thus, the semantics of the input sentence
can be easily captured. Despite admissible preci-
sion and recall from previous embedding inversion
attacks, this example exemplifies that previous at-
tacks cannot recover meaningful words. On the
other hand, these results justify that our generative
embedding inversion attack can indeed invert in-
formative words from sentence embeddings. We
leave more detailed contents and analyses of case
studies in Appendix G.

5 Conclusion

In this paper, we show the limitations of existing
inversion attacks and propose a generative embed-
ding inversion attack to better recover original text
sequences given their sentence embeddings. Then
we show that LM-based sentence embedding mod-
els are potentially vulnerable to our proposed at-
tack. We conduct extensive experiments to demon-
strate the inability of previous embedding inversion
attacks and disclose the privacy risks from our at-
tack. The defenses against the embedding inversion
attack are not well studied yet, even though it is
much more malicious than the attribute inference
attack. For future work, we call for more atten-
tion to effective defenses to address the embedding
inversion attack with minor costs.
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Limitations

From the adversary’s perspective, our attacker
model’s main limitation is the incapability of re-
covering exact domain-specific tokens. During our
experiments, we evaluate attacking results on the
PersonaChat and QNLI datasets. The PersonaChat
dataset collects daily conversations between speak-
ers with almost no expert knowledge. The QNLI in-
cludes question-answer pairs from Wikipedia with
far more domain-specific named entities than the
PersonaChat dataset. By comparing the attacking
evaluations in Table 1, 3 and 10, all attacks on
the PersonaChat dataset are more successful than
attacks on the QNLI dataset. For instance, in Ta-
ble 1, F1 scores on PC are 0.1~0.2 larger than on
QNLI on average. In addition, QNLI 2 of Figure 5
shows that GEIA fails to recover the exact location
“Fresno” 7 out of 10 times. Though most inverted
results are similar to “What was the population of
the city in 2010?” It is hard to capture the exact
city name “Fresno”.

Ethical Considerations

We declare that all authors of this paper acknowl-
edge the ACM Code of Ethics and honor the code
of conduct. This work substantially reveals po-
tential privacy vulnerabilities of current LM-based
sentence embedding models during inference. We
hereby propose the generative embedding inversion
to further exploit the weaknesses of those widely
used sentence embedding models. We hope to raise
more awareness of privacy leakage inside sentence
embeddings and call for defenses against such in-
formation leakage.

Data. During our experiment, no personal iden-
tifiable information is used or revealed. Both Per-
sonaChat and QNLI are publicly available datasets
and anonymity is applied during data collection.

Victim Embedding Models. For our experi-
ment, we use the sentence embedding models from
the original GitHub repositories with given weights.
In the future, if there are other open-sourced embed-
ding models with improved protection on privacy,
we will test our proposed attack on them.
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A Training Details

Hyper-parameters and setups. For the multi-
label classification, we use a 1-layer neural net-
work as the attacker. To determine the thresholds
for classification, we perform the grid search with
an interval of 0.05. The multi-set prediction uses a
unidirectional GRU (Chung et al., 2014) of 10 time
steps as the attacker. For every time step, we use
sentence embedding as the input with the multi-set
objective (Welleck et al., 2018). We experiment
with different time steps and inputs (e.g., averaging
the sentence embedding with corresponding token
embedding for a time step) and find that the time
step of 10 with only sentence embeddings yields
the best performance. The baselines and our GEIA
use the same byte pair encoding tokenizer (Sen-
nrich et al., 2016) for a fair comparison. Our GEIA
uses a randomly initialized GPT-2 medium model
(345M) (Radford et al., 2019). The decoding uses
the beam search with beam size 5. For all 3 models,
we use the Adam optimizer to update the models
with a learning rate of 3e-4 and batch size of 64.

Training details. During training, we first ob-
tain batches of sentence embeddings from vic-
tim embedding models and project embeddings
to the exact dimension of the attacker’s token rep-
resentations. Then we gather the corresponding
batches of tokens’ representations by passing to-
kens through the attacker’s embedding layers with
attention masks. As shown in Figure 2, we con-
catenate sentence embeddings to the left of the
tokens’ representations as the inputs. Hence, the
sentence embeddings can be viewed as the initial to-
ken representations followed by the original tokens’
representations. Lastly, we feed concatenated rep-
resentations to train the attacker with the language
modeling objective.

Take the sentence = =“wowi...wy,_1~ as
one example, we use Align(f(x)) to de-
note the aligned sentence embedding and
®.p(w;) to denote the representation of to-
ken w; of attacker model ®. Our input [ is

[Align(f(x)), Pemb(wo), Pemp(w1), ..., Pemp(Wu—1)] -
And our prediction manages to maximize
the probability of the target sequence O =
[wo, w1, ..., wy—1,<e0s>], where the <eos> indi-
cates the special end of sentence token. Both I and
O are of length u + 1. For each time step ¢ where
0 < t < u, our attacker aims to output O; = wy
given Align(f(z)), Pemp(wo), .oy Pemp(wi—1).
If ¢ = 0, the desired output is Oy = wy given only

the sentence embedding Align(f(x)). If t = u,
the desired output is O,, = <eos> given the whole
input sequence I.

Toolkits. For finding named entities, we use
Stanza toolkit (Qi et al., 2020) to extract named
entities from two datasets. We use the NLTK pack-
age to measure BLEU scores and Huggingface’s
Evaluate library to measure ROUGE scores. For
micro-averaged scores, we use the sklearn library
to calculate precision, recall and F1.

During our experiment, we use 2 NVIDIA
GeForce RTX 3090 to run our codes and it takes
around 7 hours to train the attacker of GEIA for 10
epochs.

B Details of Victim Embedding Models

In this section, we give more details of victim em-
bedding models used in our experiments and their
checkpoints.

e Sentence-RoBERTa (SRoBERTa) (Reimers
and Gurevych, 2019): Sentence-BERT proposes a
siamese network to reduce computational overhead
for sentence embeddings. We adopt the Sentence-
RoBERTa model since it has better performance
than SBERT. In our experiment, “all-roberta-large-
v1” (355M) is used as SRoBERTa.

e SImCSE (Gao et al., 2021): SimCSE con-
siders the simple contrastive learning objective by
self-prediction with dropout. And SimCSE per-
forms better than SBERT and SRoBERTa. For
our experiment, we use both SIimCSE-BERT (““sup-
simcse-bert-large-uncased,” 340M) and SimCSE-
RoBERTa (“sup-simcse-roberta-large,” 355M) as
victim models.

e Sentence-T5 (STS5) (Nietal., 2022): Sentence-
T5 exploits the encoder of T5 model architecture
(Raffel et al., 2020) to achieve the new state-of-the-
art on sentence embedding tasks. In our experi-
ment, “sentence-t5-large” (770M) is used.

e MPNet (Song et al., 2020): MPNet proposed
a unified learning objective for BERT to combine
masked language modeling and permuted language
modeling. In our experiment, “all-mpnet-base-v1”
(110M) is used.

C Evaluations on Exact Match Ratio and
Edit Distance

In addition to the similarity, we are also interested
in how many inverted sequences are verbatim input
sentences. If they are not the same, we would like
to know the minimal edits to modify the inverted
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ROUGE

BLEU Classification

Attacker  Vietim — ES  poUGE-1 ROUGEL BLEU-I BLEU4 Pre Rec FI  DMR
ST5»om  91.08 66.62 61.19 43.52 19.88  59.86 56.11 57.93 17.79

GPT2 ST5770m  90.26 62.18 57.11 40.10 1753 5720 51.69 5431 1448
M QTS5 90.93 64.36 59.26 41.86 1853  57.86 5428 56.01 16.97
ST5.s  91.15 63.98 59.04 41.86 1835 5753 54.16 5579 16.66

ST5xnom  91.61 68.66 63.51 43.99 21.07 6271 5721 59.83 23.69

GPT2 ST5770m  90.96 65.55 60.97 42.09 19.62 5974 5492 5722 18.00
M QTS5 91.44 66.04 61.37 42.25 1977 6035 55.19 57.66 18.08
ST5i5  90.43 62.14 57.53 40.35 1756  56.10 5229 54.12 16.03

Table 5: Generative embedding inversion attacks’ performance on ST5 with the different victim and attacker sizes.

ROUGE BLEU Classification
Atacker ES  ROUGE-I ROUGE-L BLEU-I BLEU4 Pre Rec F1 MR
GPT-23sMm 9026  62.18 57.11 40.10 1753 5720 51.69 5431 1448
GPT-2345\amdom 9147 70.72 65.45 4452 2199 6746 5826 6253 19.11
GPT-2760m 9096 6555 60.97 42.09 1962 5974 5492 5722  18.00
OPT350m 90.04  62.86 58.56 39.24 1807 5847 5197 5502 1649
OPT )3 9412 7439 69.40 4770 2511 6840 6227 6519 2379
TSromimadspe  90.57  63.76 58.62 43.20 1875 5496 5492 5494 17.01
T5770M.random 8135  46.16 4327 27.05 958 4731 3764 4192 692

Table 6: Generative embedding inversion attacks’ performance on ST5y,e (770M) with the different attacker
models and initializations.The results are evaluated on the PersonaChat dataset.

sequence to the inputs. In this part, we use the
exact match ratio (EMR) to calculate the ratio of
inverted sequences that are exactly the same as
inputs after removing punctuation. We also report
the mean and median of edit distance (ED). The
edit distance, also known as Levenshtein distance,
measures the minimal changes of characters needed
to update the inverted sequence to the actual input.

The evaluation results are shown in Table 10.
For EMR, our GEIA can recover approximately
10% of verbatim sentences on the PersonaChat
dataset. However, our GEIA inverts no more than
1% exact sequences on the QNLI dataset. For edit
distance, GEIA needs around 28 edits on the Per-
sonaChat dataset and 85 edits on the QNLI dataset.
These results show that our GEIA can indeed re-
cover verbatim input sentences from their embed-
dings. Still, GEIA cannot handle domain knowl-
edge well and the performance drops on the QNLI
dataset.

D Evaluation on Decoding Methods

Our experiments implement beam search decoding
for the generation process. In this section, we com-
pare beam search decoding with sampling-based
decoding. We use the Nucleus Sampling (Holtz-
man et al., 2020) method to sample tokens. We set
top-p = 0.9 with a temperature coefficient 0.9.

The evaluation results of the two decoding meth-

ods are shown in Table 10. Both generation
and classification metrics are included in the two
datasets. Except for a few results of BLEU-1 and
Recall on the QNLI dataset, beam search signifi-
cantly outperforms Nucleus Sampling on various
metrics. For example, compared with Nucleus Sam-
pling, beam search brings 3% - 5% improvements
on the F1 and 1% - 3% improvements on the BLEU-
4. Additionally, beam search leads to higher EMRs
and smaller edits. These results help explain why
we use the beam search decoding for our experi-
ments.

E Evaluations on Models’ Sizes

In this section, to study the attack performance on
LM-based embedding models of different scales,
we perform generative embedding inversion attacks
on a specific victim model with different model
sizes and attacker sizes.

In Table 5, we evaluate GEIA on pre-trained ST5
of four different model sizes from ST5y,s (220M)
to ST54x (11B) on the PersonaChat dataset. We
use GPT-2eqium (345M) and GPT-2jy5 (762M)
as attackers. The good attacking results suggest
that GEIA is still effective despite different model
scales. By comparing attacking performance on
the same victim model between GPT-2,edium and
GPT-2j4r6¢, We found that embedding models are
generally more vulnerable after increasing the at-
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tacker’s capacity. In addition, we find that ST5pc
tends to be the most vulnerable to GEIA while
other models are more robust towards GEIA. This
suggests that small-sized embedding models are
more unsafe towards GEIA than the larger models.

F Evaluations on Different Attacker
Models and Initializations

To show that GEIA can be adaptive with various
powerful decoders, we evaluate the performance
of GEIA with different attacker models and initial-
izations on the PersonaChat dataset with ST5);rge
(770M) as the victim model. Besides GPT-2, we
extend attacker models to OPT (Zhang et al., 2022)
and T5 and perform GEIA on ST5py. GPT-2
and OPT are built on the transformer’s decoder
blocks and pre-trained with different datasets while
T5 consists of both encoder and decoder blocks.
For GEIA with T5 as the attacker, we feed sen-
tence embeddings to the encoder and perform de-
coding on the decoder side. For GPT-2, we use
randomly initialized GPT-2edium-random (345M),
pre-trained GPT-2,cgium (345M) and pre-trained
GPT-21ye (762M) as attackers. For OPT, we ex-
periment with pre-trained OPT3s0y, and OPT 3p.
For T5, we evaluate performance on randomly
initialized T5jarge-random (770M) and LM-adapted
’I‘Slarge-lm-adapt2 (770M)

In Table 6, we can see that all our attack-
ers can outperform the previous baselines of
Table 1 on classification. Interestingly, our
results suggest that pre-training does not con-
stantly improve performance than random initial-
ization for GEIA. In terms of beam search, Pre-
trained TSyrge-im-adapt OUtperforms TSyarge-random
while GPT-2edium-random defeats both GPT-2edium
and GPT-2jyge. Since our GEIA has a different
training paradigm from LMs’ pre-training objec-
tives, it is hard to conclude whether pre-training
can improve GEIA or not. However, pre-training
helps attackers better model the probability distri-
bution of tokens and enhances the performance of
sampling-based decoding strategies. In addition,
our results on model scales of GPT-2 and OPT help
verify that GEIA can be improved by increasing
attackers’ sizes.

nttps://huggingface.co/google/
t5-large—1lm—adapt.

G More on Case Studies

In this section, we give more cases on two datasets
to show the effectiveness of GEIA intuitively. Fig-
ure 5 gives two examples for each dataset with 2
decoding methods included. Still, the informative
words are highlighted manually for both input sen-
tences and inverted results. For all cases, MLC
performs the worst: only the token “love” is in-
verted 3 times on the first example of PC. And
the remained inverted results are mostly meaning-
less stop words. MSP performs better than MLC:
some informative words like “US” and “popula-
tion” can be recovered on the QNLI dataset. For
GEIA, both decoding algorithms can recover many
relevant words and generate coherent sentences.
Moreover, some digits can even be mined: the year
“2010” of QNLI 2 is successfully recovered for 9
out of 10 cases. On QNLI 1, the number “50” is
also inverted by GEIA on STS. Interestingly, both
GEIA also try to predict the numbers during gen-
eration: beam search decoding predicts “45” and
“51” while Nucleus Sampling outputs “51.” This
example suggests that GEIA is also aware of digits
like years. On PC 2, GEIA can even capture all 3
hobbies and invert them correctly.

In summary, these cases show that previous
MLC and MSP perform poorly on embedding in-
version and our GEIA works much better than pre-
vious works.

H GEIA on More Datasets

To demonstrate that our proposed GEIA is univer-
sal and can be applied to any textual data, here
we evaluate GEIA on 5 more datasets of different
domains, tasks and scales. Without loss of general-
ity, we set SinCSE-BERT as the victim model and
perform inversion attacks on Action-Based Con-
versations Dataset (ABCD) (Chen et al., 2021),
Multi-Genre Natural Language Inference (MNLI)
(Williams et al., 2018), Multi-domain Wizard-of-
Oz MultiWOZ) (Budzianowski et al., 2018), Stan-
ford Sentiment Treebank v2 (SST2) (Socher et al.,
2013) and WMT16 (Bojar et al., 2016). A detailed
summary statistics of these five datasets is shown
in Table 7.

Table 8 and 9 compares GEIA with previous
baselines in classification and informativeness, sep-
arately. We can still observe that our GEIA can
mostly outperform MLC and MSP with better re-
call and F1 on both classification and informative-
ness. One exception is that MSP outperforms GEIA
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Name Task Sentences # Train/dev/test Unique NEs Avg. Sentence Len

ABCD Goal-oriented dialogues 184,501 80:10:10 7,306 8.18
MNLI Natural Language Inference (NLI) 824,626 95.1:2.4:2.4 31,990 14.88
MultiWOZ  Intent tracking, dialog prediction 143,044 80:10:10 18,971 13.23
SST-2 Sentiment Analysis (SA) 70,042 96.2:1.2:2.6 758 9.79
WMT16 Machine Translation (MT) 1,002,895 99.4:0.3:0.3 8,904 23.19

Table 7: Statistics of datasets.

Dataset MLC MSP GEIA
Threshold Pre Rec F1 Pre Rec F1 Pre Rec F1
ABCD 0.45 80.18 36.61 5026 | 60.23 56.59 5835 | 84.21 7742 80.67
MNLI 0.50 80.56 20.93 33.23 | 59.64 3433 43.57 | 59.51 44.72 51.07
MultiwOZ 0.50 82.65 3422 4840 | 79.37 4647 58.62 | 86.47 77.88 81.95
SST-2 0.75 5031  4.92 896 | 5295 2395 3298 | 3506 11.99 17.87
WMT16 0.70 81.86 13.16 22.68 | 5556 24.61 34.11 | 46.16 31.79 37.65

Table 8: Embedding inversion performance on classification metrics. The evaluations are done on the embeddings
of SimCSE-BERT. Precision (Pre), recall (Rec) and F1 are measured in %.

Victim Model SWR NERR

Test set ~ MLC MSP GEIA | MLC MSP GEIA
ABCD 39.74 +09.85 +06.60 -01.42 | 14.01 23.66 52.97
MNLI 42.66 +23.71  +21.32  +00.57 | 02.19 05.04 33.93
MultiwOZ 38.92 +15.85 +09.23 -00.19 | 06.16 07.98 60.67
SST-2 48.17 -42.93  +20.76  +19.00 | 00.00 03.42 00.79
WMT16 40.22 +24.80 +3497 +04.24 | 00.99 01.80 1891

Table 9: Embedding inversion performance on stop word rate (SWR) and named entity recovery ratio (NERR). All
attacks are conducted on SimCSE-BERT. NERR and SWR are measured in %. For SWR, we report the SWRs of
testing data as baselines and the differences between baselines’ SWRs and SWRs of various embedding inversion
attacks.

on SST-2. We examined the inverted contents of
GIEA on SST-2, and found that GIEA frequently
generated repetitions of meaningless stop words
due to insufficient training data (merely 67,349
sentences). The randomly initialized GPT-2 can-
not generalize well on this small-scale dataset and
therefore performs poorly on embedding inversion.
After inspecting the attacking performance on
all seven datasets, including PC and QNLI, we
discovered that embedding inversion attacks’ per-
formance is dependent on data scales, domains
and informativeness of contents. Still, given a rea-
sonable amount of training data, our GEIA can
easily exceed previous baselines on both classifica-
tion and informativeness. Moreover, our proposed
GEIA changes the previous classification paradigm
to generation and can recover ordered sequences.
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PC1 Input sentence: I love playing the cello! It relaxes me!

MLC MSP GEIA (Nucleus) GEIA (Beam)
ST ['1, 'wa', 'wito!, 'wis!, 'wayou!, WL L T, [l < <L 'uatoo!, "wiplay!, 'wiis!, T love playing the violin. It I love playing the clarinet. It
0 S "Ulove, 'Cmusic', 'Lido', 'Cmy*] relaxes me and it is very peaceful. relaxes me.
SimCSE- e AT Vo ['i', 'withe', 'wiand', 'Lis!, "Lilike!, I enjoy the feeling of playing the I love playing the violin! It
BERT [ s, iy esltoves, T 'Limy', ! '\_11 ulovc‘ "'] violin! It is so relaxing! relaxes me.
SimCSE- ['ui, 'Ulove!, 1] ['1', "Lto', 'Lais', 'Lt 'Lado!, I'love playing the cello! It helps T love playing the cello! It is
RoBERTa ity s 'Lilike!, o 'wi', 'wilove!, "' me relax! so relaxing!
> B g
STS '[1, ;a \ uaige d Uht;v’e uar:icl),' SIS, ' the!, 'ito!, 'Liand!, s, I'love playing the cello! It is so I love playing the cello! It is
'E{ikc r:y u_n;m' ,,] = 'wilike!, 'wimy!, 'L, ulovc‘ "‘] relaxing! so relaxing!
TR ['1', 'wa’, 'wito', 'wis', 'wyou', Y, ['withe!, 'wito!, 'wiand', 'wis', 'wit,  Tlove playing the violin! It really  Ilove playing the violin! It
¢ \_11' 7 'wilike!, 'umy!, VY, 'wilove!, 11 relaxes me. relaxes me!
PC2 Input sentence: Nope, my hobbies are singing, and cooking.
MLC MSP GEIA (Nucleus) GEIA (Beam)
RO ['i',_ 'L, "uito, 'wyou', 'wido, U, Y ['weany, '), 'wand', “.', ‘no', yes Nope, nothing that stands out to No, just hol?bies. 1 am
i, '] 'Uhave!, |_|hobb1u |_|my ‘il me. Do you have any hobbies? obsessed with skydiving.
SimCSE- 00 G, & ['1', 'wand', 'wnot!, 'wido!, 'wibut', Nope, no hobbies other than Nope, no hobbies other than
BERT [65 sl] 'Lam!, ! oo 'ulove] cooking and singing. cooking and singing.
SimCSE- b0 o ['1', "wa, 'wito', 'wis!, 'iado', No hobbles,_]ust No. My hobbies are
RoBERTa s, o » o] 'Lilike!, uam' L, i) cooking, singing and cookmg and singing.
o o IR :
[1 wa', 'uithe’, 'uito), '\_‘:and,' :“!S’| [, '\_:to 'Liof, 'Liand', 'Lihave!, No, cooking and are my No. Boen and cooking are
ST5 uyou 'Liare', 'whave', 'Lido', ' like!, ¢ T e PR my hobbies.
"Cmy, 'oam’, Y o 1 1) ulike!, 'wmy', UL uil'] passions.
\ ) 't No, I am actually a good singer
TR [, 'wa, 'Lyou', ), 1, ', 21 ['wof, 'wiand', 'Linot!, 'Lihave!, and spend my time No, My hobbies are smgmg

'Lido!, "wilike!, \_:any' W, ' cooking, and

places.
QNLI 1 Input sentence: Which network Super Bowl 50 in the U.S.?
MLC MSP GEIA (Nucleus) GEIA (Beam)
55 0 7% Lifi, ['7",'Lithe’, 'Liof, 'wiin', '_iwas!, "The! Vot et @TiEd i Which network aired the
SRoBERTa 'Lito', "Liof, 'Liin', ", American’, 'What,, "Who!, 'Which'] between the New York

'Liwas', "'What'] Giants and the Philadelphia Eagles?

Which network in the United . .
SimCSE- 1o ['?", 'withe', 'wof, "wion', "wifor!, 'Liwas!, Which network in the U.S. had the
BERT (1] 'Ludid', 'What', "'When', 'Who'] States aired the 1988 of airing of American?

the
SimCSE- [ [S' 'withe!, 'wof, 'win', s, 'wiwas', U Which network did the Which network the
RoBERTa : 'wUnited', 'wsAmerican', '_States'] ?
Vg !
Sis '[x:to." ."_,’Of‘T't,}fi’n, ['?", 'withe!, 'win', 'won!, 'wifor!, 'Liwas', What network aired the 50th What network aired the
s s s i TN " Which! o - b
'Lwas', 'What] wfirst', 'Ladid’, 'What', "'Which'] replay? 45 victory ceremony?
['?", 'win', 'wiwas', 'wiwhat', 'widid', What network was the CBS
MPNet [, 'Lithe', 'wiof'] 'iUnited', '"iAmerican', '_iStates', "What', network in the U.S. for the What nctwtﬁgk in the Un1ted States
'Who'] 51 airing?
QNLI2 Input sentence: What was Fresno's in 2010?
MLC MSP GEIA (Nucleus) GEIA (Beam)
[\, ', "the!, 'wof,  ['%), ), 'withe!, 'wiof, 'wiin', 's', "Lipeople’, P 0 was the
SROBERTa 1"y What'] 000, "How', ' il did it once have? of Mexico City in 20102
SimCSE- [ ['%','?', "Lithe', 's', 'Liwas!, 'Licity!, 'What', ‘What was the of What was the of
BERT : 'How', '\_12010' ! ] Modestared Skydragon in 2010? Fresno in 2010?
SimCSE- [ ['?", 'withe', Ms", 'Liwas', 'Liwere!, 'Liwhat', What was the of the ‘What was the of
RoBERTa ' 'Licity', 'What', 'L12010", ' ] city in 2010? Tucson in 2010?
R R W
ST5 .[’ of 'L ’int.h,e ? a;‘(;(’)’ ['%','?", "Lithe', 'Lipeople’, '000', 'wimillion',  What was the of Fresno  What was the of
ool o', and’, e How!, 'L12010', ! 1 in 2010? Florida in 2010?
was', 'What']
'?', 'withe!, 'wiof, 'Lin', 'S, 'Liwas', How many people was Fresno's What was the of
1o v %5 y peop.
MPNet [, "uthe, 'wof] - any What!, How', ' 1 in 2010? Tucson in 20107

Figure 5: More cases of embedding inversion attacks.
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