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Abstract

Recently, aspect sentiment quad prediction has
received widespread attention in the field of
aspect-based sentiment analysis. Existing stud-
ies extract quadruplets via pre-trained genera-
tive language models to paraphrase the origi-
nal sentence into a templated target sequence.
However, previous works only focus on what
to generate but ignore what not to generate.
We argue that considering the negative samples
also leads to potential benefits. In this work,
we propose a template-agnostic method to con-
trol the token-level generation, which boosts
original learning and reduces mistakes simul-
taneously. Specifically, we introduce Monte
Carlo dropout to understand the built-in un-
certainty of pre-trained language models, ac-
quiring the noises and errors. We further pro-
pose marginalized unlikelihood learning to sup-
press the uncertainty-aware mistake tokens. Fi-
nally, we introduce minimization entropy to bal-
ance the effects of marginalized unlikelihood
learning. Extensive experiments on four public
datasets demonstrate the effectiveness of our
approach on various generation templates'.

1 Introduction

Recently, aspect sentiment quad prediction (ASQP)
has received extensive attention in the field of
aspect-level sentiment analysis. ASQP targets a
comprehensive sentiment understanding and ex-
tracts four elements of aspect sentiment, including
1) aspect term (at) which is the concrete aspect
description; 2) opinion term (ot) suggesting the
specific opinion expression towards the aspect; 3)
aspect category (ac) denoting the aspect class; 4)
sentiment polarity (sp) indicating the sentiment
class of the aspect. For example, given a comment
sentence “Service was good and food was won-
derful”, ASQP aims to recognize two quadruples
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"Experimental codes and data are available at: https:
//github.com/byinhao/UAUL.

Inputs-1 The is good.

Label-1 (food, good, food quality, positive )

Pred-1 (foods, good, food quality, positive ) %

Inputs-2 is an excellent place to go.

Label-2 (Yamato, excellent, restaurant miscellaneous, positive)
Pred-2 (Yamato, great, restaurant miscellaneous, positive) 8

Figure 1: Two predicted error cases are shown. Pred
denotes the prediction. The results of Label and Pred are
shown in the order of (at, ot, ac, sp), and the highlighted
parts are the predicted error items.

(Service, good, service general, positive) and (food,
wonderful, food quality, positive).

Existing works have pointed out two promising
research directions. Cai et al. (2021) propose a
pipeline-based method, using the properties of four
elements and designing first-extract-then-classify
two stages. Another direction leverages generation-
based pre-trained language models. ASQP is ad-
dressed in an end-to-end manner by “re-writing” a
sentence into a structured target sequence (Zhang
et al., 2021b,a; Hu et al., 2022). With pre-defined
templates, quadruples can be easily decoded from
the target sequence. Due to its simplicity and ef-
fects, the second paradigm gradually becomes the
main streaming in ASQP (Hu et al., 2022).

However, no matter designing good templates
(Zhang et al., 2021a; Bao et al., 2022) or us-
ing data augmentation (Hu et al., 2022), previ-
ous generation-based works only focus on what
to generate but ignore what not to generate. Learn-
ing signals of negative effects are also crucial for
accurate extraction. The reason is that ASQP is
not a typical text-generation task, such as dialog
(Liu et al., 2021) or storytelling (Xu et al., 2020b).
Semantic-similar or ambiguous words are harm-
ful for extraction. Two failed cases of pre-trained
language models are presented in Figure 1. In the
first case, the aspect term “food” is easily confused
with “foods”. And the second case also implies
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that the opinion term “excellent” can be wrongly
decoded as “great”. Though these words do not
obviously change the semantics, they lead to com-
plete mistakes for ASQP. Therefore, how to make
language models to avoid errors motivates us.

In this paper, we propose uncertainty-aware un-
likelihood learning (UAUL) to guide the likelihood
learning (what can be generated) and marginal-
ized unlikelihood learning (what not to generate)
simultaneously. Concretely, what to generate is
in light of the sequence-to-sequence learning ob-
jective. Target sequences are constructed with pre-
defined templates, providing semantic and syntac-
tic structured information. As for what not to gener-
ate, we argue that the noise and errors present in the
pre-trained model are due to the uncertainty of the
model itself. Therefore, we introduce the Monte
Carlo dropout (MC dropout) (Gal and Ghahramani,
2016) to obtain built-in negative samples of pre-
trained models. By dropping out random parame-
ters of the last layer followed by the decoder, i.e.
language model head, multiple predictions can be
attained, which further tell the inherent errors of
language models.

Moreover, with uncertainty-aware negative sam-
ples, we further propose marginalized unlikelihood
learning (MUL) to suppress the probability of them.
The marginalization could promote the gap be-
tween correct and error tokens, making models to
better distinguish semantically similar or ambigu-
ous words. Finally, MUL reduces the probability of
noises. This might enlarge the probability of other
errors, since the vocabulary set of language models
is with the scale. Hence, to balance the influences
of MUL, we propose to minimize the entropy of
uncertainty-aware probability distributions.

In summary, the contributions of this paper are
as follows:

* We study generative ASQP task from the view of
what not to generate. To the best of our knowl-
edge, this is the first work to study negative sam-
ples in this task. We propose uncertainty-aware
unlikelihood learning to avoid the intrinsic mis-
takes of pre-trained language models.

* Specifically, the model uncertainty is compre-
hended with MC dropout. And the built-in er-
rors are reduced with the proposed marginalized
unlikelihood learning and minimization entropy.
Our method is template-agnostic and can be eas-
ily applied to various target templates.

» Experimental results on four public datasets
Restl5, Rest16, Restaurant, and Laptop demon-
strate that UAUL has universal effectiveness on
various templates.

2 Methodology

2.1 Formulation and Overview

Given a sentence x, aspect sentiment quad predic-
tion (ASQP) aims to predict all aspect-level quadru-
plets {(at,ot,ac,sp)}. Following the previous
generation-based works (Zhang et al., 2021a; Hu
et al., 2022), we define projection functions to map
the quadruplets (at, ot, ac, sp) into semantic values
(Zat, Tot, Tae, Tsp). Concretely, 1) if aspect term at
is explicit, x4+ = at, otherwise x4 =“it”; 2) if
opinion term ot are explicitly mentioned, x,; = ot,
otherwise it is mapped as “NULL” if being im-
plicitly expressed; 3) aspect category ac is trans-
formed into words, such as x,. =“food quality”
for ac ="“food#quality”; 4) the sentiment polarity
sp € {positive, neutral, negative}, is mapped into
words with sentiment semantics {great, ok, bad},
respectively.

Based on the above rules, the values are fed into
a template 7 to form the target sequence. For
instance, a template follows the cause and effect se-
mantic relationship “z,. is x4, because x4 1S Top”
(Zhang et al.,, 2021a) or uses special markers
“[AT] x4t [OT] xor [AC] 4 [SP] x5p” (Hu et al.,
2022). If a sentence contains multiple quadruplets,
the templated sequences are concatenated with a
special marker [SSEP] to obtain the final target se-
quence y.

As shown in Figure 2, an input sentence is first
fed into the encoder-decoder framework. We ex-
ploit the pre-trained language model T5 (Raffel
et al., 2020). To deal with negative samples?, we
first acquire multiple uncertain-aware samples via
MC dropout for each decoding time step. Then
these samples are fed to calculate marginalized un-
likelihood learning loss. Finally, to enhance the
learning of target sequence and balance the effects
of MUL, we design enhanced likelihood learning
for uncertainty-aware samples. Next, we will intro-
duce the components in detail.

2.2 Uncertainty-Aware Samples Acquisition

As depicted in Figure 1, semantic-similar or am-
biguous words lead to complete error predictions

*1t is worth noting that negative samples indicate the noisy
tokens in the vocabulary set rather than a sentence.
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Figure 2: An overview of the proposed uncertainty-aware unlikelihood learning (UAUL). We present the details via
an example of the first decoding time step. The beginning token “<s>" yields its next token, i.e. “food”, where the

output is enhanced as three uncertainty-aware probability distributions {pﬁi) }. The largest probability is highlighted

and chosen as a negative sample.

for ASQP task. The in-depth reason relies on that
language models are pre-trained based on distribu-
tional semantics theory (Boleda, 2020), producing
alike representations for words that frequently ap-
pear in similar contexts, such as “excellent” and
“great”. Then when extracting aspect quadruplets,
language models are not sure which one is more
accurate. Understanding the inherent uncertainty
of language models may have potential benefits.
To achieve this goal, we re-design the decoder of
TS5 and adopt MC dropout (Gal and Ghahramani,
2016) to obtain valuable samples.

Uncertainty-Aware Predictions The target se-
quence y is fed into the decoder as teacher forcing
(Williams and Zipser, 1989) during training. The
decoder’s inner layers are depicted in the right plot
of Figure 2. Here, we use the beginning token
“<s>" as an example to illustrate the details of each
time step. We obtain a representation for each to-
ken with multiple transformer-based self-attention
mechanisms of the decoder layer.

(D

where h; is calculated based on the input sequence
x and previous outputs y~¢. Enc — DecLayer in-
dicates the encoder module and the decoder layer.

Then, following Vazhentsev et al. (2022), we
only exploit the last dropout layer, which is much
less computationally expensive than the standard
MC dropout. Specifically, an uncertain-aware rep-
resentation is obtained by sampling a random mask

hy = Enc — DecLayer(x, y<t)

matrix M@,

A = MWD x by )
where sampling M) follows the Bernoulli dis-
tribution Bernoulli(l — p) and p € [0, 1] is the
dropout rate. Then the output is calculated based
on the uncertainty-aware representations.

pgi) = softmaX(WThgi) ) 3)

where W maps h§i) into a vector and pgi) indi-
cates the probability distribution over the vocabu-
lary set. We dropout multiple times and attain mul-
tiple output distributions at ¢-th time step {p@}
and i € [1, K]. K is the number of MC forward
computations.

Samples Acquisition Based on multiple
uncertain-aware output probability distributions,
we then acquire key samples as described in Al-
gorithm 1. Note that this algorithm displays the
acquisition of samples for time step ¢. For the
positive samples, we mainly concentrate on the
probability of the ground-truth token y; out of each
distribution. For the negative samples, we choose
the largest wrong prediction. In this way, both the
positive and negative samples are integrated with
the uncertainty of language models (i.e. various
probabilities). Meanwhile, negative samples are
also difficultly distinguishable ones.

13483



Algorithm 1 Samples Acquisition

Input: Output probability distributions {piz)},
ground-truth y;
Define: P, = o, N, = o
fori=1,2,..., K do
c argmax(py))
if ¢ != y, then
Ni < Ny U P,EZ) [c]
end if .
P~ B U sz) (1]
end for
return P;, V;

2.3 Marginalized Unlikelihood Learning

Then with these chosen key samples, we pro-
pose marginalized unlikelihood learning to explic-
itly control their optimization. As an example
shown in Figure 2, we have three output distri-
bution {pgl), p§2), pgs)}. The highlighted prob-
abilities are the largest in that distribution. With
Algorithm 1, we obtain P, = {0.8,0.2,0.2} and
Ny = {0.7,0.6}, where P, and NN, are sampled
positive and negative samples, respectively. These
probabilities are further utilized to calculate in Eq.

.

| Pe| |N¢|

Lyur = Z log[1 + Z Z exp(a(Nf —pF +m))] 4)
=1

k=1 1=1

where « is the scale hyperparameter. m is the
margin between positive and negative samples. n
is the length of the target sequence. | P;| means the
number of samples in F;.

It is worth noting that the proposed MUL
is based on the largest probability in every
uncertainty-aware distribution. Putting it to NV
according to whether it is correct. The reason is
that softmax probabilities tend to be overconfident
(Guo et al., 2017), making all other probabilities
very small except for the largest one. Then our
method can better select easily-mistaken samples
from multiple distributions.

2.4 Enhanced Likelihood Learning

Except for dealing with the noise issue, what fo
generated is still important to obtain task-specific
semantic and structured knowledge. We exploit the
original likelihood training to optimize the positive
sample probabilities on multiple uncertainty-aware

Datasets Train Dev Test

#S #Q #S #Q #S #Q
Rest15 834 1354 209 347 537 795
Rest16 1264 1989 316 507 544 799
Restaurant 2934 4172 326 440 816 1161
Laptop 1530 2484 171 261 583 916

Table 1: Data statistics. #S and #Q denote the number
of sentences and quadruplets respectively.

probability distributions.

K n
1 .
Ly = e g E ytlogpf’) ©)

i=1 t=1

where y; denotes a ground true one-hot vector at
the time step ¢.

Though MUL reduces the probability of noise, it
might enlarge the probability of other errors. Take
Figure 2 as an example, reducing the probability
of “foods” may disperse the numerical to other
noisy words, such as “feed” or “apple”. Thus, the
optimization of MUL and likelihood is not fully
consistent, which in turn affects the likelihood of
learning. To balance likelihood and MUL, we in-
troduce the minimization entropy (ME) loss term.

K n
Lyp=-) Zp?)logpﬁ” (6)

i=1 t=1

By minimizing Eq. (6), pgz) will become more
peak, that is to say, suppressing the noises simulta-
neously. In this way, our approach seeks a balance
between MUL and likelihood, ensuring both accu-
rate extraction and negative sample reduction.

2.5 Joint Training Objective

The final training objective is jointly to combine
the above three losses.

L=Lyre+ Lyur+ Lyve @)

3 Experiments

3.1 Datasets

To evaluate the proposed approach, we choose four
publicly available datasets. Rest15 and Rest16
datasets are proposed by Zhang et al. (2021a). They
are based on previous SemEval tasks (Pontiki et al.,
2015, 2016), and expanded with quadruplet anno-
tations. Cai et al. (2021) propose Restaurant
and Laptop datasets. The Restaurant dataset is
constructed based on the SemEval 2016 Restau-
rant dataset (Pontiki et al., 2016) and its expansion
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datasets (Fan et al., 2019; Xu et al., 2020a). The
Laptop dataset is annotated based on the data col-
lected on Amazon between 2017 and 2018. The
statistics of datasets are displayed in Table 1.

3.2 Compared Methods

We choose the following strong baseline meth-
ods and divided them into two types: i.e. non-
generation and generation.

Non-Generation Baselines: Traditional paradigm
designs various stages to extract individual infor-
mation separately.

* Double-Propagation (Qiu et al., 2011) Itisa
classical method for triple extraction. Cai et al.
(2021) adapt it to ASQP. All {at, ot, sp} triplets
are first extracted using double propagation, and
then each triplet is assigned ac to attain quad.

* JET (Xu et al.,, 2020a) It is an end-to-end
framework for detecting triplet. Cai et al. (2021)
first obtain {at, ot, sp} triples with JET and then
leveraged BERT to obtain ac.

* HGCN-BERT+BERT (Zhang et al., 2021a)
It is designed for learning syntactic dependen-
cies for ASQP. Its variants include HGCN-
BERT+BERT-Linear and HGCN-BERT+BERT-
TFM according to the last layer.

* TAS-BERT (Wan et al., 2020) It recognize
triplets {at, ac, sp} via learning dependencies.
Cai et al. (2021) reformulate TAS-BERT to filter
out invalid {ac, at} pairs to get the final quadru-
plet. Zhang et al. (2021a) extend TAS-BERT to
detect ot for ASQP task. The variants are TASO-
BERT-Linear and TASO-BERT-CRF.

« Extract-Classify-ACOS (Cai et al., 2021) It
first extracts aspect-opinion and then classifies
category and sentiment, yielding the final quad.

Generation Baselines: Aspect sentiment quadru-
plets are fed into semantic templates to obtain a
target sequence for generation learning.

* GAS (Zhang et al., 2021b) It is the first work to
reformulate all ABSA tasks as generation prob-
lems, and process all sub-tasks in a unified gen-
eration framework.

* Paraphrase (Zhang et al., 2021a) It transforms
the quadruplet extraction into a paraphrase gen-
eration through a predefined template.

¢ Special_Symbols (Hu et al., 2022) It distin-
guishes the type of element in each position by
special symbols.

e DLO (Hu et al., 2022) It designs dataset-level
data augmentation via template-order permuta-
tion. The templates use special symbols.

* JLO (Huetal.,, 2022) ILO designs data augmen-
tation for each instance to find the good template
order. The templates adopt special symbols.

3.3 Experimental Results
3.3.1 Overall Results

Experimental results are reported in Table 2 and
Table 3. Firstly, it can be observed that our method
is effective in almost all experimental settings. Es-
pecially, compared with a strong baseline Para-
phrase, Paraphrase+UAUL gains absolute F1 score
improvements by +2.45% (+5.22% relatively),
+1.47% (+2.54% relatively), +0.34% (+0.57% rela-
tively), and +1.45% (+3.37% relatively) in Rest 15,
Rest16, Restaurant and Laptop datasets, re-
spectively. Similarly, Special_Symbols+UAUL
achieves consistent improvements on all datasets,
performing the best on Rest 15 dataset. Compared
with DLO, DLO+UAUL also performs consistently
better, achieving the best F1 scores of 60.50% and
60.78% on the Rest16 and Restaurant datasets,
respectively. These results demonstrate that the
proposed UAUL can be easily applied to various
templates with universal effectiveness.

Moreover, we also see a few exceptions. For
example, on Laptop dataset, UAUL causes the
performances of GAS and ILO slightly decline. A
possible reason is that Laptop dataset has a larger
proportion of implicit information. Template treats
implicit aspect term as “it” and implicit opinion
term as “NULL”. Such implicit information makes
it hard to understand quadruplets accurately.

3.3.2 Low-Resource Scenario

To further explore the performance of our proposed
method in a low-resource environment, we train the
model only with subsets of Rest15. The results are
reported in Table 4. We can see that for both base-
line methods, i.e. Special_Symbols and Paraphrase,
UAUL can bring consistent improvements with var-
ious data scales. In particular, with only 15% train-
ing data, UAUL improves Special_Symbols and
Paraphrase significantly by +3.47% (+11.22% rel-
atively) and +4.89% (+17.01% relatively) on F1
score, respectively. This verifies that UAUL shows
more significant effectiveness in low-resource sce-
narios. A rational explanation is that low-resource
might boost the overfitting of language models to
the small-scale data. Then mistakes will occur
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Rest1b Rest16
Methods Pre Rec F1 Pre Rec F1
HGCN-BERT+BERT-Linear” (Zhang et al., 2021a) 24.43 20.25 22.15 2536 24.03 24.68
HGCN-BERT+BERT-TFM™ (Zhang et al., 2021a) 25.55 2201 23.65 2740 2641 2690
TASO-BERT-Linear” (Zhang et al., 2021a) 41.86 26.50 3246 4973 40.70 44.77
TASO-BERT-CRF* (Zhang et al., 2021a) 4424 28.66 3478 48.65 39.68 43.71
Extract-Classify-ACOS™ (Cai et al., 2021) 35.64 3725 3642 3840 5093 43.77
GAS* (Zhang et al., 2021b) 4531 46.70 4598 5454 57.62 56.04
+UAUL 46.39 4782 47.10 5595 5830 57.10
" Paraphrase™ (Zhang et al., 2021a) ~~ 46.16 4772 4693 56.63 5930 57.93
+UAUL 48.96 49.81 4938 58.28 60.58 59.40
" Special_Symbols* (Huetal.,,2022) 4824 4893 4858 5874 6035 5953
+UAUL 49.12 50.39 49.75 59.24 61.75 6047
" DLO* (Huetal,2022) 4708 4933 4818 5792 61.80 59.79
+UAUL 48.03 50.54 49.26 59.02 62.05 60.50
TILOF (Huetal.,2022) 4778 5038 49.05 5758 61.17 5932 °
+UAUL 46.84 49.53 48.15 58.23 61.35 59.75

Table 2: Evaluation results compared with baseline methods in terms of precision (Pre, %), recall (Rec, %) and F1
score (F1, %). The results of baseline methods, marked with *, are obtained from this work (Hu et al., 2022).

Restaurant Laptop
Methods Pre Rec F1 Pre Rec F1
DP* (Cai et al., 2021) 34.67 15.08 21.04 13.04 00.57 08.00
JET* (Cai et al., 2021) 59.81 2894 39.01 4452 1625 23.81
TAS-BERT™ (Cai et al., 2021) 26.29 4629 3353 47.15 1922 2731
Extract-Classify-ACOS™ (Cai et al., 2021)  38.54 5296 44.61 4556 2948 3580
GAS (Zhang et al., 2021b) 57.09 5751 5730 4345 4329 4337
+UAUL 58.69 59.26 58.97 43.58 4298 43.28
* Paraphrase (Zhang etal., 2021a) ~ 59.85 59.88 59.87 4344 4256 43.00
+UAUL 60.39 60.04 60.21 4491 44.01 4445
* Special_Symbols (Huetal., 2022) ~ 59.98 5840 59.18 4358 4272 43.15
+UAUL 61.22 59.87 60.53 44.38 43.65 44.01
"DLO (Huetal,2022) ~~ 60.02 59.84 5993 4340 4380 43.60
+UAUL 61.03 60.55 60.78 43.78 43.53 43.65
“ILO (Huetal.,2022) 5843 5895 5869 44.14 4456 4435
+UAUL 5946 59.12 59.29 4392 4346 43.69

Table 3: Evaluation results compared with baseline methods in terms of precision (Pre, %), recall (Rec, %) and F1
score (F1, %). The results of baseline methods, marked with *, are obtained from this work (Cai et al., 2021).

+UAUL A
3148 243
34.39 3.47
37.07 0.24
39.20 1.44
41.03 1.62

Para +UAUL A
26.68 30.55 3.87
28.74 33.63 4.89
33.60 36.70 3.10
3501 37.71 270
37.12 40.25 3.13
42.52 0.69(38.10 42.30 4.20
44.17 1.71|39.48 4435 4.87
44.86 2.02|40.49 43.28 2.79
45.69 1.05|42.48 4530 2.82

Ratio| SS

10% |29.05
15% |30.92
20% |36.83
25% |37.76
30% |39.41
35% |41.83
40% |42.46
45% |42.84
50% |44.64

Table 4: Evaluation results of low-resource scenario
in terms of F1 (%). Radio indicates the proportion of
Rest15 dataset’s training data. SS and Para are Spe-
cial_Symbols and Paraphrase methods for short. A
denotes the absolute improvements.

more frequently, which are potentially distributed
within the model and are caused by the uncertainty
of the model itself. Our method helps the models
to understand these potential errors well and ad-
dresses them to some extent. Therefore, UAUL
is not only template-agnostic but also resource-
friendly.

3.3.3 Ablation Study

To validate the effectiveness of individual com-
ponents, we perform a systematic ablation study
based on Special_Symbols+UAUL. The experi-
mental results are presented in Table 5. It is worth
noting that -MC dropout represents removing the
MC dropout and directly sampling the output of a
network layer for negative samples. -MUL+UL
means replacing the marginalized unlikelihood
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Datasets Model Pre Rec F1
Our 49.12 50.39 49.75
T T ME 49.11° 50.18  49.64
Resti5 -MUL 48.36  49.45 4890
-MUL + UL 4840 49.13 48.76
-MUL -ME + UL 47.99 49.05 48.52
-MC dropout 48.54 4996 49.24
Our 59.24 61.75 60.47
T T ME 58.81 60.78 59.77
Rest16 -MUL 58.53 60.88 59.68
-MUL + UL 58.74 6148 60.08
-MUL -ME + UL 58.52 60.80 59.64
-MC dropout 58.07 60.83 59.41
Our 61.22 59.87 60.53
T T T T IME T 60.19 58.76 59.46
Restaurant -MUL 60.86 59.45 60.15
-MUL + UL 61.00 59.74 60.36
-MUL -ME + UL 60.58 59.10 59.84
-MC dropout 59.70 58.36  59.02
Our 44.38 43.65 44.01
S .ME 4331 4258 4294
Laptop -MUL 43.87 43.10 43.48
-MUL + UL 42.89 42.03 4245
-MUL -ME + UL 43.08 42.12 42.59
-MC dropout 44.19 43.12  43.65

Table 5: Evluation results of ablation study. The minus
“-” denotes removing components and the addition “+”
denotes adding components.

learning with the original unlikelihood.

Firstly, it can be observed that by removing vari-
ous components, the performances on four datasets
are consistently decreasing. This validates the ef-
fectiveness of the constituent part of UAUL. Con-
cretely, we see that removing MUL causes signif-
icant performance declines on all datasets. This
presents that MUL is effective and telling language
models what not to generate successfully makes
quadruplets extraction more accurate. Moreover,
replacing MUL with naive UL also leads to perfor-
mance drops. This further demonstrates that only
using UL is not enough. The proposed MUL can
widen the gap between correct and easily-mistaken
words and is beneficial for quadruplets prediction.

Secondly, it is found that the full model slightly
outperforms the variant of removing ME, suggest-
ing that ME is able to enhance likelihood learning
and balance its effects with MUL. We also observe
that -MUL-ME+UL, brings consistent degradation.
In most experimental settings, it is less performed
than -MUL+UL. This further demonstrates the ef-
fectiveness of ME.

Finally, we also see that the full model consis-
tently outperforms the variant of removing MC
dropout on four datasets. The observation shows
that understanding the uncertainty of language

49.5 49.5

e— [a— pry— e———e
49.01 49.0
48.5 48.51
—e- Para+UAUL Para+UAUL
o 48.01 —¥— Para+UL+top-k | 48.0 Para+UL+top-p

| --- Para Para
47.5 4751

47.01
47.01

46.5

46.51
1 2 10 30 50 0.50 0.60 0.70 0.80 0.90 0.95
top-k top-p

Figure 3: Evaluation results of other strategies on
Rest15. Para denotes the Paraphrase method.

models is important to choose crucial mistakes.
Making language models distinguish these easily-
mistaken words contributes to ASQP.

3.3.4 Comparison with Other Strategies

We further compare our method with choosing neg-
ative samples via top-k (Fan et al., 2018) and top-
p (Holtzman et al., 2020) strategies. Previously,
these two strategies are exploited in the inference
phase of text generation. Here we borrow their idea
to select negative samples in the training phase.
Specifically, except for the ground-truth token, all
other samples from top-k and top-p are regarded
as negative. The evaluation results are depicted in
Figure 3.

We first see that introducing unlikelihood learn-
ing with top-k or top-p strategies can both bring
some gains by setting specific k or p values. This
demonstrates that learning negative information is
effective for ASQP. Yet the gains are very limited.
Then it can be observed that Paraphrase+UAUL
achieves significant improvements, showing the
effectiveness of our approach. This suggests that
considering the uncertainty of language models can
successfully choose more valuable samples.

3.3.5 Hyperparameter Study

The effects of two hyperparameters are also studied,
i.e. m and p, where m is the margin in Eq. (4) and
p is the MC dropout rate. The curves are depicted
in Figure 4.

Hyperparameter m It determines the gap extent
to learn from negative samples. Fixing dropout
to 0.4 and keeping all other parameters the same,
we vary m from -1.0 to 0.2. In the left plot of
Figure 4, it is found that with most of the values,
Special_Symbols+UAUL outperforms the original
model. It shows that this hyperparameter has ro-
bustness to some extent. Then setting m too small
or too large leads to a decrease in performance.
If the gap extent is too large, it probably causes
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Figure 4: Effect of hyperparameters on Rest15.

overfitting, while if too small, the influences of
uncertainty-aware negative samples are limited.
Dropout Rate p It determines the proportions of
neural connections to drop. Setting various values
of p will lead to different extents of uncertainty for
language models. As shown in the right plot of
Figure 4, we find that keeping p within 0.1 to 0.5
yields good results. However, if p is set to a large
value, the scale of weights for optimizing is limited,
which affects likelihood training and in turn, causes
performance degradation.

3.3.6 Error Analysis

To better understand the limitations of UAUL, we
choose a typical method Paraphrase+UAUL, and
conduct an error analysis. Two failed cases are
shown in Figure 5.

The first sentence implicitly describes an aspect
term that the user is “much happier with” rather
than “apple product”. Thus the ground-truth as-
pect term is “it”, yet our approach predicts “apple
product”. Similarly, the second case expresses the
negative opinion towards “screen” since it has a
“a dead pixel”. The opinion term is also implicit,
but our approach predicts wrongly to an adjective
“dead”. In summary, an aspect/opinion term may be
described implicitly, which requires deep semantic
understanding. Though UAUL achieves consistent
performance improvements for various generation-
based methods, it struggles to deal with implicit
information.

4 Related Work

Aspect-Base Sentiment Analysis (ABSA) Early
studies of ABSA stay at the level of individual el-
ements, such as extracting aspect terms (Xu et al.,
2018), detecting aspect categories (Bu et al., 2021;
Brauwers and Frasincar, 2022), predicting the senti-
ment polarity given an aspect term (Huang and Car-
ley, 2018) or an aspect category (Hu et al., 2019).
Subsequently, researchers (Schouten and Frasincar,
2015; Zhang et al., 2022) pay attention to the depen-

Inputs-1 was considering an apple product but i ' m much happier with this !
Label-1 (it, happier, laptop general, positive)
Pred-1 (apple product, happier; laptop general, positive) ¥
Inputs-2 | i then noticed a dead pixel on the screen .
Label-2 (screen, NULL, display quality, negative)
Pred-2 (screen, dead, display quality, negative) 3§
Figure 5: Two error cases predicted by Para-

phrase+UAUL from the testing set of Laptop dataset.

dencies of multiple elements and recognize them si-
multaneously. Peng et al. (2020) focus on the triplet
of aspect opinion sentiment. Recently, ASQP has
drawn much attention, dealing with the whole el-
ements, i.e. aspect sentiment quadruplets. To ad-
dress ASQP, pipeline method (Cai et al., 2021) and
generation-based method (Zhang et al., 2021b,a)
are proposed. Due to the simplicity and end-to-
end manner, the generation paradigm has become
the main research direction. Promising works de-
sign novel approaches based on tree structure (Mao
et al., 2022; Bao et al., 2022), contrastive learning
(Peper and Wang, 2022) and data augmentation
(Hu et al., 2022). Different from the above works,
we study ASQP from the perspective of what not
to generate and design novel uncertainty-aware un-
likelihood learning for the ASQP task.
Unlikelihood Learning It is originally proposed
in the field of neural text generation (Welleck et al.,
2020). It aims to deal with the generation repeti-
tion problem, which records the words that have
been decoded and suppress their probabilities in
the following decoding time steps. Li et al. (2020)
introduce unlikelihood loss into dialog generation
to address the utterance repetition, frequent words,
and logical flaw issues. Song et al. (2021) leverage
unlikelihood training to improve the understanding
of character consistency in the persona-based dia-
logue. In this work, semantic-similar or ambiguous
tokens are negative information for ASQP. We ac-
quire them via the inherent uncertainty of language
models and propose novel marginalized unlikeli-
hood learning to deal with negative samples.

5 Conclusion

Generation-based paradigm has become a new
trend for ASQP. Yet previous works mainly con-
sider what to generate but ignore what not to gener-
ate. In this work, we propose a template-agnostic
uncertainty-aware unlikelihood learning (UAUL)
method to address negative samples. We acquire
easily-mistaken samples by modeling the built-in
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uncertainty of language models. Then based on
the mistakes, we propose marginalized unlikeli-
hood learning to promote the distinguishable of
the noises and errors. To balance the impact of
marginalized unlikelihood learning, we design min-
imization entropy. Extensive experiments on var-
ious generate-based methods demonstrate UAUL
has universal effectiveness towards different tem-
plates.

Limitations

Our work is the first study of generative ASQP task
from the view of what not to generate. Despite the
state-of-the-art performance and template-agnostic
effectiveness, our work still has limitations that
may guide the direction of future work.

Firstly, implicit information is still challenging
for UAUL. Failed cases in error analysis §3.3.6
demonstrate that tough cases require in-depth se-
mantic understanding. Though UAUL achieves
wide improvements in the generation paradigm, it
struggles to deal with implicit cases.

Secondly, in this work, we only design token-
level marginalized unlikelihood learning. Since
aspect sentiment quadruplets contain four types
of information, considering span-level and whole
sequence-level negative sample learning may attain
further gains.

Thirdly, UAUL increases the training time, as
shown in Table 8. We optimize the implementation
by parallel computation. Meanwhile, MC dropout
is only adopted in the last dropout layer. The train-
ing time is still significantly enlarged. Neverthe-
less, our method does not require additional human
labor, which has obvious advantages in real appli-
cations.
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A Experimental Details

A.1 Software and Hardware
The details of the software and hardware environ-

ments are as follows.

* System: Ubuntu 9.4.0; Python3.8; PyTorch
1.7.0

¢ CPU: 12 vCPU Intel(R) Xeon(R) Platinum
8255C CPU @ 2.50GHz

¢ GPU: NVIDIA GeForce RTX 3090

A.2 Datasets Details
All four of our datasets are publicly available and

are linked as follows:

* Rest15,Rest16:
https://github.com/IsakZhang/ABSA-QUAD

* Restaurant, Laptop:
https://github.com/NUSTM/ACOS

Models Learning Rate Beam Size
GAS 3e-4 1
Paraphrase 3e-4 1
Special_Symbols 3e-4 1
DLO le-4 5
ILO le-4 5

Table 6: Hyperparameters of baseline methods. Beam
size is the number of paths searched by the beam search
at the inference stage. And beam size is 1, indicating
that the inference stage uses the greedy search for de-
coding.

Datasets m p a  MC forward num
Rest15 06 04 10 5
Rest16 -03 04 10 5
Restaurant -0.6 04 10 5
Laptop -0.1 04 10 5

Table 7: Hyperparameters of the proposed UAUL.

A.3 Implementations of Baseline Methods

We choose the following open-source generation-
based methods to evaluate the proposed UAUL.

* GAS:

https://github.com/IsakZhang/Generative-
ABSA

» Paraphrase:

https://github.com/IsakZhang/ABSA-QUAD

 Special_Symbols, DLO, ILO:
https://github.com/hmt2014/AspectQuad

For all baseline methods, the number of epochs
is set to 20. The batch size is 16. Other parameters
are shown in Table 6. In addition, we also depict
the template details of each baseline method in
Figure 6. It is worth noting that ILO and DLO also
follow the special symbols templates but combine
multiple template orders as data augmentation.

A4 Implementations of Our Method

In the experiments, all the reported results are the
average of 5 runs. For all baselines and our meth-
ods, we use T5-base (Raffel et al., 2020) as our
pre-trained language model. And when applying
our method, we keep all the parameters the same
as in the baseline method 6. The hyperparameter
details are presented in Table 7.
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Inputs Sentence The food is good.

Quadruplet (at, ot, ac, sp) | (/ood, good, food quality, positive )

Semantic Mapping
Xat> Xot> Xae> Xsp)

GAS (at, ot, ac, sp)

(food, good, food quality, great)

Target sequence (food, good, food quality, positive )

Paraphrase X, IS X, because X, is X,

Target sequence food quality is great because food is good

Special Symbols [AT] x, [OT] x,, [AC] x, [SP] xy,

Target sequence [AT] food [OT] good [AC] food quality [SP] great

Figure 6: Template details of the various methods.

60.81 —— Special_Symbols+UAUL f—' 60.5
60.61 --- Special_Symbols 60.0
60.4 59.5
60.2 59.0
T 60.0 58.5
598 58.0
59.6 57.5
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m p

Figure 7: Effect of hyperparameters on Restaurant

Models Rest15 Restaurant
GAS 356s 556s
+UAUL 616s 1043s
Paraphrase 347s 555s
+UAUL 609s 1034s
Special_Symbols 316s 623s
+UAUL 605s 1204s
DLO 1400s 2346s
+UAUL 1895s 3516s
ILO 1352s 2325s
+UAUL 1902s 3640s

Table 8: Average running time of each model.

B Additional Experimental Results

B.1 Additional Hyperparameter Study

Hyperparameter studies on Restaurant and
Rest16 are depicted in Figure 7 and Figure 8. It
can be found that on Restaurant, our method
outperforms Special_Symbols on various values
of m. On Rest16, our method also outperforms
Special_Symbols in most cases. This demonstrates
that hyperparameter m has high robustness. For
the dropout rate p, it is found that keeping p within
0.1 to 0.5, the results are the best, but setting p
larger than 0.7 causes performance degradation. A
possible explanation is that dropping out too much
scale of neural connections reduces the proportion
of learnable parameters.

60.4+ —¥— Special_Symbols+UAUL | 0.0 4
—== Special_Symbols
602 59.5 1
59.01
- 60.0 58.51
w 58.01
59.8
57.54
59.6 57.01 Special_Symbols+UAUL
56.51 Special_Symbols
59.4

10 -08 -06 -04 -02 -0.0 02 010203040506070809
m P

Figure 8: Effect of hyperparameters on Rest16

B.2 Training Time Analysis

The average running time of each model is shown
in Table 8. We can observe that on five generation-
based methods, UAUL consistently causes more
training time. Even UAUL has already used par-
allel computation and the last layer MC dropout
in the training phase, the training time is still ex-
tremely enlarged. Admittedly the time overhead is
a limitation of our approach, but our method does
not require additional human labor, which is also
very beneficial in practical applications.
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information that names or uniquely identifies individual people or offensive content, and the steps
taken to protect / anonymize it?

We use publicly available datasets without invading the privacy of others

B5. Did you provide documentation of the artifacts, e.g., coverage of domains, languages, and
linguistic phenomena, demographic groups represented, etc.?
All use a specific publicly available dataset for sentiment analysis, and no additional discussion is
needed for this part.

vf B6. Did you report relevant statistics like the number of examples, details of train / test / dev splits,
etc. for the data that you used / created? Even for commonly-used benchmark datasets, include the
number of examples in train / validation / test splits, as these provide necessary context for a reader
to understand experimental results. For example, small differences in accuracy on large test sets may
be significant, while on small test sets they may not be.
section 3.1

The Responsible NLP Checklist used at ACL 2023 is adopted from NAACL 2022, with the addition of a question on Al writing
assistance.

13493


https://2023.aclweb.org/
https://2022.naacl.org/blog/responsible-nlp-research-checklist/
https://2023.aclweb.org/blog/ACL-2023-policy/
https://2023.aclweb.org/blog/ACL-2023-policy/

C ¥ Did you run computational experiments?

section 3.3

. Did you report the number of parameters in the models used, the total computational budget
¥ Cl1. Did h ber of in th del d, th 1 ional bud
(e.g., GPU hours), and computing infrastructure used?
section A.1, section B.2

¥ C2. Did you discuss the experimental setup, including hyperparameter search and best-found
hyperparameter values?
section A.3, section A.4

vf C3. Did you report descriptive statistics about your results (e.g., error bars around results, summary
statistics from sets of experiments), and is it transparent whether you are reporting the max, mean,
etc. or just a single run?
section 3.3, section A.4

v C4. If you used existing packages (e.g., for preprocessing, for normalization, or for evaluation), did
you report the implementation, model, and parameter settings used (e.g., NLTK, Spacy, ROUGE,
etc.)?
section A.4

D Did you use human annotators (e.g., crowdworkers) or research with human participants?

Left blank.

D1. Did you report the full text of instructions given to participants, including e.g., screenshots,
disclaimers of any risks to participants or annotators, etc.?
Left blank.

D2. Did you report information about how you recruited (e.g., crowdsourcing platform, students)
and paid participants, and discuss if such payment is adequate given the participants’ demographic
(e.g., country of residence)?

Left blank.

D3. Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? For example, if you collected data via crowdsourcing, did your instructions to
crowdworkers explain how the data would be used?

Left blank.

X D4. Was the data collection protocol approved (or determined exempt) by an ethics review board?
Left blank.

D5. Did you report the basic demographic and geographic characteristics of the annotator population
that is the source of the data?
Left blank.
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