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Abstract

Extractive opinion summarization extracts sen-
tences from users’ reviews to represent the
prevalent opinions about a product or service.
However, the extracted sentences can be re-
dundant and may miss some important aspects,
especially for centroid-based extractive summa-
rization models (Radev et al., 2004). To allevi-
ate these issues, we introduce TokenCluster –
a method for unsupervised extractive opinion
summarization that automatically identifies the
aspects described in the review sentences and
then extracts sentences based on their aspects.
It identifies the underlying aspects of the re-
view sentences using the roots of noun phrases
and adjectives appearing in them. Empirical
evaluation shows that TokenCluster improves
aspect coverage in summaries and achieves
strong performance on multiple opinion sum-
marization datasets, for both general and aspect-
specific summarization. We also perform ex-
tensive ablation and human evaluation studies
to validate the design choices of our method.
The implementation of our work is available at
https://github.com/leehaoyuan/TokenCluster.

1 Introduction

In the internet era, online reviews are important
for both customers and businesses. Customers use
the reviews to help them make better choices while
businesses gather feedback from the reviews. How-
ever, the large number of reviews for a product can
make it time-consuming to go through all of them.
Opinion summarization aims to tackle this problem
by creating a concise summary of all the reviews.
Recently, there has been significant progress in the
supervised summarization of single (Liu and Lap-
ata, 2019; Zhong et al., 2020; Liu et al., 2022) and
multiple (Fabbri et al., 2019; Pasunuru et al., 2021;
Xiao et al., 2022) documents. Unfortunately, opin-
ion summarization cannot directly benefit from the
progress as collecting human-written summaries
for large-scale review sets is expensive. Therefore,
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Figure 1: Illustration of a summarization setup using
two-dimensional representations (shown as , , and
circles). The color of a circle indicates its aspect. (left)
Centroid-based summarization techniques greedily se-
lect sentences closest to the centroid (µ, shown in )
as the summary (annotated with numbered darker cir-
cles). This often results in repetitive, aspect-focused
summaries. (right) We present TokenCluster, an unsu-
pervised approach for generating summaries that cover
diverse aspects, to address this problem.

most opinion summarization techniques resort to
unsupervised approaches.

There are two major paradigms for opinion sum-
marization: abstractive summarization, which gen-
erates summaries using novel phrasing, and extrac-
tive summarization, where the summary is selected
from a subset of the input sentences. For abstrac-
tive summarization, previous works usually gener-
ate summaries using aggregated sentence represen-
tations (Chu and Liu, 2019; Iso et al., 2021a) or
train a supervised model on synthetic datasets (Am-
playo et al., 2021a; Amplayo and Lapata, 2020).
For extractive summarization, recent works use
techniques that consists of two primary compo-
nents: (a) a model for learning representations for
review sentences, and (b) an inference algorithm
that uses these representations to select summariz-
ing sentences (Angelidis and Lapata, 2018; Ange-
lidis et al., 2021; Chowdhury et al., 2022a). Our
work focuses on the inference algorithm for extrac-
tive opinion summarization.
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Extractive summarization can benefit from as-
pect identification since extracted sentences should
cover all salient aspects within a review set. As-
pects in user reviews usually focus on specific fea-
tures or attributes of an entity (e.g., room, clean-
liness, and food for a hotel). Most opinion sum-
marization systems are centroid-based and extract
sentences closest to the centroid as the summary.
The extraction process can result in redundant sum-
maries that do not cover all aspects. Therefore,
it is beneficial to identify aspects of review sen-
tences in order to generate more diverse extractive
summaries (as illustrated in Figure 1).

Previous works (Angelidis and Lapata, 2018;
Zhao and Chaturvedi, 2020) use aspect seed words
to identify salient aspects in reviews. Aspect seed
words are sets of words related to the aspect of in-
terest (e.g. ‘food’, ‘restaurant’, ‘breakfast’ for the
food aspect). These works have shown that using
aspect seed words can reduce redundancy and im-
prove the informativeness of summaries. However,
extraction of aspect seed words either requires man-
ual annotation (Angelidis and Lapata, 2018) or ex-
ternal data (Zhao and Chaturvedi, 2020). Moreover,
aspects for different products or entities may vary
based on the domain, requiring additional effort
while scaling such techniques to different domains.

Motivated by this observation, we propose
TokenCluster, an inference algorithm to auto-
matically identify aspects of sentences and ex-
tract summarizing sentences based on their aspects.
TokenCluster identifies the aspect of a sentence
using the noun phrases and adjectives that appear
in it. After that, it uses a novel inference algo-
rithm for extracting sentences that summarize the
general opinion of each aspect. It eventually or-
ders the extracted sentences to improve readability.
TokenCluster is independent of the underlying
sentence representation model and can perform
general as well as aspect-specific summarization.
Our experiments show that TokenCluster outper-
forms competitive baselines on the Space (Ange-
lidis et al., 2021) and Amazon (Bražinskas et al.,
2020) datasets using various sentence representa-
tion models. To summarize, our contributions are:

• We propose a novel approach to automatically
identify aspects of review sentences.

• We design a novel inference method that extracts
summaries covering the most salient aspects.

• TokenCluster shows strong performance using
both automatic and human evaluation metrics.

• We perform extensive analysis experiments to
validate the design of TokenCluster.

2 Related Work

Recent opinion summarization methods could be
divided into two categories: abstractive and extrac-
tive summarization. For abstractive summarization,
previous works generate abstractive summaries in
two ways. Some of these works (Chu and Liu,
2019; Iso et al., 2021b; Isonuma et al., 2021) use
aggregated sentence representations from autoen-
coders to generate summaries. Others (Bražinskas
et al., 2020; Amplayo and Lapata, 2020; Amplayo
et al., 2021a,b; Wang and Wan, 2021; Ke et al.,
2022) generate synthetic datasets to train genera-
tion models in a supervised setting. For extractive
summarization, previous works usually follow a
two-step approach. In the first step, they learn rep-
resentations for the review sentences. In the second
step (the inference step), they use the learned repre-
sentations to define relevance scores based on dis-
tance from the mean (Chowdhury et al., 2022a,b),
distance from the aspect representation (Angelidis
et al., 2021) or aspect-specificity and sentiment po-
larity (Zhao and Chaturvedi, 2020; Angelidis and
Lapata, 2018). This work proposes a novel infer-
ence algorithm that is independent of the underly-
ing sentence representation model and performs
summarization by leveraging the aspects present in
a review sentence.

Previous works usually identify aspects in two
ways. Some (Angelidis and Lapata, 2018; Zhao and
Chaturvedi, 2020; Amplayo et al., 2021a) of them
identify aspects using aspect seed words. They gen-
erally require manual annotation or external data to
obtain aspect seed words. Others (Amplayo et al.,
2021b; Wang and Wan, 2021; Ke et al., 2022) use
autoencoders to identify the aspect automatically.
They do not require human annotation, but they can
be noisy since only a portion of words contributes
towards the aspect. TokenCluster tries to com-
bine the advantages of both approaches. Motivated
by Hu and Liu (2004, 2006); Lu et al. (2009), we
identify a set of words that are likely to describe
the aspect and cluster them into several aspects.

Our work is also related to a contemporary
but unpublished work by Bhaskar et al. (2022).
Like our method, their method also clusters re-
view sentences based on the distance between
a single keyword of each sentence and the as-
pect seed words. Our method differs from their
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work in two major aspects. First, in contrast to
their approach, TokenCluster extracts multiple
aspect-related words from each sentence since a
sentence can mention several aspects. Second,
TokenCluster does not rely on human-annotated
aspect seed words.

3 TokenCluster

In this section, we describe our proposed approach,
TokenCluster. We first describe the problem
setup (Sec. 3.1). Then, we describe the three
components involved of TokenCluster’s general
summarization algorithm: (a) aspect identification
in review sentences (Sec. 3.2), (b) salient sen-
tences identification using aspect information (Sec.
3.3), and (c) sentence ordering to produce the fi-
nal summaries (Sec. 3.4). Finally, we describe
how TokenCluster generates aspect-specific sum-
maries (Sec. 3.5).

3.1 Problem Definition

To perform opinion summarization, we consider
an entity e (e.g., a product or hotel) for which a
set of reviews are available. Each review contains
multiple sentences. We use Se = {s1, s2, . . .} to
denote the set of sentences from all reviews for e.
The goal is to extract some sentences from Se in
order to summarize the prevalent opinion (general
summarization) or to summarize opinions about a
particular aspect (aspect-specific summarization).

3.2 Aspect Identification

In this section, we describe how we identify the as-
pects of review sentences. The aspect identification
workflow is shown in Figure 2. To achieve this, we
try to locate aspect-related words within a sentence,
that describe a certain feature of the product or en-
tity being reviewed. Inspired by Hu and Liu (2004,
2006), we consider the roots of noun phrases as
aspect-related words since they can directly name
the features. For example, for the noun phrase –
‘front desk staff’, we consider its root – ‘staff’. We
do not consider pronouns (as it is difficult to per-
form coreference resolution on user reviews) and
proper nouns. We further observe that adjectives
can also be indicative of the aspects of sentences.
Based on this observation, we incorporate adjec-
tives that do not belong to any noun phrases into the
set of aspect-related words. We exclude the adjec-
tives belonging to noun phrases since their aspect
information has been covered already by the roots

• Front desk staff is very friendly 
Room is cozy but it is quite small 

• The hotel is big in Rome 
• The swimming pool is very small

staff

friendly

big
small

room
cozy

hotel
pool

a1 a2 a3 a4

User Reviews

Aspect Clusters (Ae)

 
 

 

(a1)
(a2)
(a3, a4)
(a3, a4)

Clustering Aspect 
assignment

Figure 2: Workflow for aspect identification in user
reviews. First, we extract aspect-related words. Noun
phrases are highlighted, roots of those noun phrases are
underlined, and adjectives (not part of noun phrases) are
shown in blue. Second, we cluster these aspect-related
words to identify latent aspects. Finally, we assign latent
aspects to review sentences based on the presence of
cluster-specific words.

of corresponding noun phrases. We showcase an
example of this identification process in Figure 2.
Eventually, the set of aspect-related words for an
entity e, W(e)

asp = {w1, w2, ...}, includes the roots
of noun phrases and adjectives (not belonging to
noun phrases) from all sentences in Se.

Next, we obtain the contextual representation
for each aspect-related word in W(e)

asp using a pre-
trained BERTbase model (Devlin et al., 2019). We
use contextual representations of aspect-related
words because words with similar surface forms
could describe different aspects. For example, peo-
ple could use ‘nice’ to describe that the staff is kind
or use it to say ‘food’ was good. Let wi ∈ W(e)

asp be
the k-th word of a sentence s ∈ Se containing L
words. We feed the sentence s into the pre-trained
encoder, Encoder(·):

e = Encoder(s) ∈ RL×d, (1)

where d is the representation dimension. We use
wi = e[j], the j-th element of e as the represen-
tation for word wi. Finally, we obtain W

(e)
asp =

{w1,w2, . . .}, which denotes the set of representa-
tions of words in W(e)

asp.
Despite focusing on noun phrases and adjectives,

the set of aspect-related words can contain irrele-
vant words that do not provide much information
about the aspects. To exclude outliers and represent
the prevalent aspects, we filter out word represen-
tations that are far away from the centroid of word
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representations c = E[W(e)
asp] ∈ Rd. Specifically,

we filter out wi if ∥wi − c∥2 are ranked among the
top γ of W(e)

asp.
Next, we want to cluster words that talk about

the same aspect together. For example, words like
‘friendly’, ‘nice’, and ‘attentive’ that describe the
‘staff’ aspect should be grouped together. For this,
we cluster representations in W

(e)
asp into k clus-

ters using Ward hierarchical clustering algorithm
(Ward Jr, 1963). We assume that each cluster cap-
tures an underlying aspect within the review set.
Thereby, an entity has a set of k salient aspects,
Ae = {a1, a2, . . . , ak}.

So far, we have identified the aspect-related
words in the review set. Then, we have clustered
these words into k groups that capture underly-
ing aspects. Next, we identify the aspects of a
sentence based on the cluster assignment of the
aspect-related words within it. In this setup, a re-
view sentence can be assigned multiple aspects.
For an entity e, S(e)

j denotes the set of sentences
mentioning the aspect aj .

3.3 Sentence Extraction
Once we assign every review sentence to one or
more aspects, we design an algorithm to extract
sentences based on their aspect information. For
this, we need to obtain a representation si, for each
sentence, si. We can use any sentence represen-
tation model to obtain si. In our experiments, we
use SemAE (Chowdhury et al., 2022a) to retrieve
si ∈ RD since it achieves state-of-the-art perfor-
mance in extractive opinion summarization.

After we retrieve the sentence representations,
we calculate the relevance between a sentence and
each of the aspects it belongs to (as determined in
Sec. 3.2). We define the relevance score R(si, aj)
between sentence si, and aspect aj , which is calcu-
lated using KL-divergence:

R(si, aj) =

{
−KL(si,aj), if sj ∈ S

(e)
j

−∞, otherwise
, (2)

where aj is the mean representation of all review
sentences containing the j-th aspect, S(e)

j :

aj = E[{si|si ∈ S
(e)
j }] ∈ RD. (3)

A higher R(si, aj) score indicates that si is more
representative of the aspect aj . We use this score to
extract summary sentences. However, apart from

Algorithm 1 Aspect-aware Sentence Extraction

1: Input: Aspect set Ae, relevance score function
R(·, ·), summary budget B

2: Uasp = Ae ▷ Initializing uncovered aspects
3: Oe = {} ▷ extracted sentences
4: while Uasp ̸= ∅ ∧ |Oe| < B do
5: rbest = −∞
6: for a ∈ Uasp do
7: sa = argmaxs{R(s, a)|a ∈ asp(s)}
8: if R(sa, a) > rbest then
9: s∗ = sa ▷ pick sa with best score

10: rbest = R(sa, a)
11: end if
12: end for
13: Oe = Oe ∪ s∗ ▷ add to summary
14: Casp = ∪s∈Oeasp(s

∗)
15: Uasp = Uasp \ Casp ▷ update Uasp

16: end while
17: return Oe

representing diverse aspects, we want the extracted
sentences to be concise and convey as much in-
formation as possible within a length budget. To
ensure this, we modify the relevance score by intro-
ducing a length penalty term to penalize the number
of tokens per aspect.

R(si, aj) = R(si, aj)− β log

( |si|
|asp(si)|

)
, (4)

where β is the weight of length penalty term, |si|
is the number of tokens in si, asp(si) is the set of
aspects that are covered in si. We use the log(·)
function because sentence lengths usually follow a
long-tail distribution.

Next, we use the relevance scores to extract sen-
tences that would form the summary. We extract
sentences iteratively and ensure the extracted sen-
tences cover all the salient aspects. The extractive
summarization routine is described in Algorithm
1. We denote the set of uncovered aspects as Uasp

at any point. Uasp is initialized as the entire as-
pect set Ae (Line 2). At each time step, our goal
is to extract one sentence representative of one of
the uncovered aspects. For this, we identify one
representative sentence, sa, per uncovered aspect,
a, with a corresponding relevance score, R(sa, a),
and then among all uncovered aspects, extract the
sentence with the highest relevance score (to its
aspect) for the summary. Specifically, at each
time step, we iterate over the uncovered aspects
a ∈ Uasp (Line 6) and identify the sentence sa
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Dataset Train Ent. Train Rev. Rev./Ent.

Space 11.4K 1.14M 100
Amazon 183K 1.46M 8

Table 1: Dataset statistics for Space and Amazon. We
report the number of entities in the train set (Train Ent.),
the review count in the train set (Train rev.), and the
review count per entity in the test set (Rev./Ent.).

with the highest R(s, a) score (Line 7). Then, we
pick the sentence with the highest overall score
among all aspects (Line 8, 9, 10) and add it to the
summary, Oe (Line 13). We update the uncovered
aspects Uasp by removing aspects covered by the
extracted sentence, s∗ (Line 14, 15). We repeat this
process until all the aspects are covered or the sum-
mary budget (B) is reached (Line 4). Finally, Oe is
the sequence of sentences that form the summary
for entity e (Line 17).

3.4 Sentence Ordering

The above-mentioned extraction process does not
consider the order of sentences, which might hurt
the readability of the summary. For instance, we
want sentences mentioning the same aspect to ap-
pear together to prevent abrupt context switches be-
tween aspects. We also want general sentences to
appear first. Ideally, we want the order of extracted
sentences to mimic the writing style in human re-
views. To achieve these goals, we train a state-of-
the-art textual coherence model, REBART (Basu
Roy Chowdhury et al., 2021), on user reviews. We
use the trained REBART to reorder the sentences in
Oe. For an entity e, the extractive summary is the
concatenation of sentences in Oe after reordering.

3.5 Aspect-specific Summarization

TokenCluster can also perform aspect-specific
summarization. In this setup, the user provides
a query aspect r, specified by a set of aspect seed
words Qr. We obtain a set of sentences, S(e)

r , that
contain at least one aspect seed word from Qr.
Then, we obtain the set of aspect-related words
for the subset S(e)

r using the aspect identification
procedure (described in Sec. 3.2). However, while
filtering the aspect-related words, we do not com-
pute the centroid (c) using all aspect-related words
(W(e)

asp). We calculate c only using the representa-
tions of aspect-seed words:

c = E[{wi|wi ∈ Qr}] ∈ Rd. (5)

Method (Amazon) R1 R2 RL

Single

Random 27.66 4.72 16.95
CentroidBERT 29.94 5.19 17.10
Oracle 31.69 6.47 19.25

Abstractive

MeanSum (Chu and Liu, 2019) 29.20 4.70 18.15
CopyCat (Bražinskas et al., 2020) 31.97 5.81 20.16
PlanSum (Amplayo et al., 2021b) 32.87 6.12 19.15
TranSum (Wang and Wan, 2021) 34.23 7.24 20.49
COOP (Iso et al., 2021a) 36.57 7.23 21.24

Extractive

LexRankBERT 31.47 5.07 16.81
QT (Angelidis et al., 2021) 32.08 5.39 16.08
SemAE (Chowdhury et al., 2022a) 32.08 6.03 16.71

TokenCluster 33.40 6.71 17.95
w/o length penalty 32.69 6.27 17.68
w/o sentence order 33.40 6.70 17.28

Table 2: General summarization evaluation results on
Amazon dataset. The best results achieved by extrac-
tive systems are shown in bold. Overall best results
are underlined. We report ROUGE F-scores as – R1:
ROUGE-1, R2: ROUGE-2, RL: ROUGE-L.

This filtering helps reduce the noise and capture
aspect-specific information. We follow the same
subsequent steps as described in Sec. 3.3 and 3.4.

4 Experimental Setup

In this section, we describe the details of our exper-
imental setup including the datasets, hyperparame-
ters, and baselines.

4.1 Datasets

We perform the experiments on the Space hotel
reviews (Angelidis et al., 2021) and the Amazon
product reviews (Bražinskas et al., 2020). For the
Space dataset, we use the data preprocessed by An-
gelidis et al. (2021). For the Amazon dataset, we
preprocess the data following the instructions of
Bražinskas et al. (2020) and exclude the reviews
that are not in English using Compact Language
Detector 2.1 The statistics of the datasets are shown
in Table 1. The development and test sets of both
datasets contain three human-written general sum-
maries per entity. Space dataset also contains three
human-written aspect-specific summaries for the
following six aspects: building, cleanliness, food,
location, rooms, and service.

1https://github.com/CLD2Owners/cld2
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Method (Space) R1 R2 RL

Single

Random 26.24 3.58 14.72
CentroidBERT 31.33 5.78 16.54
Oracle 33.21 8.53 18.02

Abstractive

MeanSum (Chu and Liu, 2019) 34.95 7.49 19.92
CopyCat (Bražinskas et al., 2020) 36.66 8.87 20.90
AceSum (Amplayo et al., 2021a) 40.37 11.51 23.23

Extractive

LexRankBERT 31.41 5.05 18.12
AceSumEXT (Amplayo et al., 2021a) 35.50 7.82 20.09
QT (Angelidis et al., 2021) 37.29 9.12 20.33
SemAE (Chowdhury et al., 2022a) 42.75 12.09 24.84

TokenCluster 44.05 12.81 26.61
w/o length penalty 44.48 12.81 26.09
w/o sentence order 44.05 12.84 26.36

Table 3: General summarization evaluation results on
Space dataset. The best results are reported in bold. We
observe that TokenCluster performs significantly bet-
ter than the baselines achieving state-of-the-art results.

4.2 Implementation Details

We use spaCy (Honnibal et al., 2020) to identify
noun phrases and adjectives. We use BERTbase (De-
vlin et al., 2019) to get the contextual representa-
tions for aspect-related words. Since BERT uses
subword tokenization, we average the subwords’
representations to get the corresponding word’s
representation. For ordering the extracted sen-
tences, we trained two versions of REBART (Basu
Roy Chowdhury et al., 2021) on reviews of opinion
summarization datasets for 3 epochs.

We train our representation learning model Se-
mAE on Space and Amazon datasets using the
same hyper-parameters mentioned in Chowdhury
et al. (2022a). The number of clusters, k = 6 for
the Space and k = 8 for Amazon. The aspect-
related word filtering percentage, γ = 40% for
Space and γ = 20% for Amazon. The weight of
length penalty term, β = 5× 10−3 for Space and
β = 10−2 for Amazon. All hyperparameters are
tuned on the development set.

4.3 Baselines

We compare our method, TokenCluster, with
three types of summarization systems:
Single Review Systems. These systems select a
single review as the output summary. We compare
TokenCluster with the following: (a) Random
randomly samples one review from the set of re-
views for an entity, (b) CentroidBERT selects the
review closest to the centroid of all reviews formed

Method RLASP E[NASP]

QT 14.26 4.40
SemAE 15.53 4.52
TokenCluster 15.87 4.87

w/o length penalty 16.01 4.67
w/o sentence order 16.19 4.87

Table 4: Aspect-awareness evaluation of general summa-
rization on Space dataset. TokenCluster shows better
aspect coverage compared to others.

using BERT representation, (c) Oracle selects the
review with the highest ROUGE score overlap with
human summaries.
Extractive Systems. These systems extract sen-
tences from reviews to form summaries. We com-
pare TokenCluster with LexRank (Erkan and
Radev, 2004) using BERT representations, QT (An-
gelidis et al., 2021), AcesumEXT (Amplayo et al.,
2021a), and SemAE (Chowdhury et al., 2022a).
Abstractive Systems. These systems generate
summaries using novel phrasing. We compare with
MeanSum (Chu and Liu, 2019), Copycat (Bražin-
skas et al., 2020), PlanSum (Amplayo et al., 2021b),
AceSum (Amplayo et al., 2021a), TranSum (Wang
and Wan, 2021) and COOP (Iso et al., 2021b).

4.4 Results
We measure the performance of summarization
models using ROUGE-F1 (Lin, 2004). We report
ROUGE-1 (R1), ROUGE-2 (R2), ROUGE-L (RL)
for general summarization on the Space dataset
in Table 3 and on the Amazon dataset in Table
2. On the Space dataset, TokenCluster achieves
state-of-the-art performance on all metrics. On
the Amazon dataset, TokenCluster performs the
best among all extractive systems and outperforms
some abstractive systems like MeanSum, Copy-
Cat, and PlanSum in ROUGE-1 and ROUGE-2.
These results show that TokenCluster can effec-
tively select sentences from a large pool of reviews.
We attribute the improvement to the enhanced as-
pect awareness during inference. The improve-
ment over SemAE is statistically significant on all
metrics (p < 0.05 using paired bootstrap resam-
pling (Koehn, 2004)).

We evaluate the aspect awareness – the de-
gree to which a general summary covers differ-
ent aspects. We report RLASP (Angelidis et al.,
2021), which is the average ROUGE-L score us-
ing gold aspect-specific summaries as the refer-
ence. A higher RLASP suggests better aspect cov-
erage. We also report the average aspect coverage,
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Method (SpaceASP) Building Cleanliness Food Location Rooms Service R1 R2 RL

Abstractive

MeanSum 13.25 19.24 13.01 18.41 17.81 20.40 23.24 3.72 17.02
CopyCat 17.10 15.90 14.53 20.31 17.30 20.05 24.95 4.82 17.53
AceSum - - - - - - 32.41 9.47 25.46

Extractive

LexRankBERT 14.73 25.10 17.56 23.28 18.24 26.01 27.72 7.54 20.82
QT 16.45 25.12 17.79 23.63 21.61 26.07 28.95 8.34 21.77
SemAE 17.82 25.39 23.64 26.76 24.86 28.62 31.78 10.32 24.51

TokenCluster 22.33 27.72 22.84 25.61 25.73 27.44 33.22 10.86 25.28
w/o length penalty 20.30 27.21 22.55 26.33 25.95 27.29 32.89 10.47 24.94
w/o sentence order 21.87 28.61 23.35 24.85 25.40 27.99 33.22 10.89 25.35

Table 5: Evaluation results of aspect-specific summarization on Space dataset. We report the ROUGE-L score for
each aspect and the average ROUGE scores over all aspects using R1, R2 and RL. The best results achieved by
extractive systems are shown in bold. Overall best results are underlined.

Method Space Amazon

Reviews 14 12
SemAE 7 13
TokenCluster 9 12

w/o length penalty 11 14

Table 6: Median sentence length of generated sum-
maries. We observe that the length penalty term en-
courages the model to select concise sentences.

E[NASP ] (Chowdhury et al., 2022a). NASP mea-
sures the aspect coverage of the generated sum-
maries based on the presence of aspect seed words.
A higher E[NASP ] indicates that the method cov-
ers more aspects. The results are reported in Table
4. We observe that TokenCluster can cover more
aspects and cover them better.

For aspect-specific summarization, we report
the ROUGE-L for each aspect and the average
ROUGE-1 (R1), ROUGE-2 (R2), and ROUGE-
L (RL) among all aspects. The results are shown
in Table 5. TokenCluster achieves the best per-
formance on average ROUGE-1 and ROUGE-
2. We observe that the performance gain of
TokenCluster over the baselines on aspect sum-
marization is relatively small compared to general
summarization. We believe it is because the sen-
tences obtained after filtering using aspect seed
words are less diverse. Therefore, the clustering-
based extraction strategy becomes less effective.
Since the aspect seed words are not very exclusive
when querying the specific aspects, some clusters
of words might correspond to irrelevant aspects.

4.5 Ablation Study
We investigate the functioning of TokenCluster
by ablating several design choices within it.
Length Penalty. We investigate the effect of the

Method R1 R2 RL

Am
az
on

SemAE 32.08 6.03 16.71
TokenCluster 33.40 6.70 17.28

w/ BERTASP 33.08 6.66 17.42
w/ BERTall 32.96 6.07 17.00
w/ SemAE 31.75 5.32 16.40

Sp
ac
e

SemAE 42.75 12.09 24.84
TokenCluster 44.05 12.84 26.36

w/ BERTASP 41.50 11.69 24.45
w/ BERTall 39.59 10.77 22.93
w/ SemAE 37.28 8.89 21.39

Table 7: Comparision between TokenCluster using
word-level clustering and sentence-level clustering. We
observe that TokenCluster with word-level clustering
outperforms sentence-level clustering.

length penalty term on the relevance score. For
this, we compare TokenCluster with its variant
without length penalty term (in Table 2, 3). On
Amazon, there is a slight performance drop without
the length penalty term. On Space, the ROUGE-1
increases while ROUGE-2 and ROUGE-L drop. In
Table 4, there is a drop in E[NASP ], which sug-
gests that shorter sentences can cover more aspects.
We show the median sentence lengths for the two
datasets in Table 6. It shows that the length penalty
term encourages TokenCluster to select shorter,
and hence more concise sentences as summaries.
Token-level Clustering. To assign aspects for each
sentence, we cluster the aspect-related words (see
Sec. 3.2). Another possible way of assigning
aspects for each sentence is to generate (aspect-
related) sentence representations and cluster them.
In this section, we compare word-level cluster-
ing (TokenCluster’s method) with sentence-level
clustering. The major difference between these two
settings is that a sentence can only contain one as-
pect when using sentence-level clustering while a
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Method R1 R2 RL
Am
az
on

SemAE 32.08 6.03 16.71
TokenCluster 33.40 6.70 17.28

w/ all 32.04 6.17 17.51
w/ aspect 32.32 6.29 17.57
w/ NProot 32.31 5.98 16.86
w/ NN+Adj. 32.81 6.31 17.25
w/ NProot+Adj.+NNP 32.40 6.30 17.27

Sp
ac
e

SemAE 42.75 12.09 24.84
TokenCluster 44.05 12.84 26.36

w/ all 41.45 11.94 24.93
w/ aspect 43.37 12.20 24.78
w/ NProot 43.06 12.18 25.33
w/ NN+Adj. 43.45 12.29 25.83
w/ NProot+Adj.+NNP 42.70 11.96 25.41

Table 8: Comparison of TokenCluster variants us-
ing different aspect-related words. We observe that
TokenCluster using roots of noun phrases and adjec-
tives outperforms the other variants.

sentence can contain multiple aspects using word-
level clustering. We consider 3 types of sentence
representations for clustering:

• BERTASP generates the aspect-related sentence
representation for a sentence by averaging the
BERT contextual embeddings of all aspect-
related words the sentence contains.

• BERTall averages the BERT contextual represen-
tations of all words in a sentence to generate the
final representation.

• SemAE uses representations from SemAE as sen-
tence representations.

We report the results of this experiment in Table
7.2 We observe that TokenCluster outperforms all
sentence-level clustering variants by a significant
margin except for BERTASP on Amazon, where the
performances are comparable. Besides, BERTASP
outperforms BERTall, which suggests that aspect-
related words are more important than all words
when identifying the aspects of sentences. We
also notice that BERTall outperforms SemAE but not
TokenCluster. It shows that the improvement is
not entirely brought by the BERT model. These
results suggest that sentences can contain multi-
ple aspects and explicitly modeling them is more
effective for extractive summarization.
Variants of aspect-related words. We consider
the roots of noun phrases and adjectives excluding
proper nouns as aspect-related words (Sec. 3.2).
In this section, we compare this definition with the
following five variants: TokenCluster (w/ NProot)

2For simplicity, we evaluate TokenCluster without using
sentence ordering in this setting.

TokenCluster

(w/ sent ordering) (w/o sent ordering)

This hotel is wonderful.
The room was comfortable,
the staff was nice and help-
ful. The room was clean
and spacious. The hotel is
in a great location and staff
were efficient and polite.
The restaurant was very
good and reasonably priced
for a hotel restaurant. The
food quality in the restau-
rant was very good. The
front desk staff were also
friendly and helpful with
any requests.

The room was clean and
spacious. The front desk
staff were also friendly and
helpful with any requests.
The hotel is in a great lo-
cation and staff were effi-
cient and polite. The restau-
rant was very good and rea-
sonably priced for a hotel
restaurant. The room was
comfortable, the staff was
nice and helpful. This ho-
tel is wonderful. The food
quality in the restaurant was
very good.

Table 9: Examples of TokenCluster’s summaries with
or without sentence ordering. We observe that sum-
maries with sentence ordering are easier to read.

considers only roots of noun phrases excluding ad-
jectives. TokenCluster (w/ NN+Adj.) includes all
nouns and adjectives as aspect-related words with-
out consideration of noun phrases. TokenCluster
(w/ NProot+Adj.+NNP) additionally includes proper
nouns. TokenCluster (w/ all) uses all words as
aspect-related words. TokenCluster (w/ aspect)
uses the aspect terms extracted by Snippext (Miao
et al., 2020), an Aspect-based Sentiment Analy-
sis model. For Amazon dataset, Snippext is fine-
tuned on the laptop domain. For Space dataset,
Snippext is finetuned on the hotel domain. re-
sults are reported in Table 8. We observe that
(w/ NN+Adj.) and (w/ NProot) outperform SemAE,
which shows our method can provide some im-
provements in summarization with simpler rules
of extracting aspect-related words. We also notice
that the inclusion of proper nouns leads to a sig-
nificant performance drop. The potential reason
is that it could be difficult for the model to relate
the root of proper noun phrases to a certain aspect
when the phrases are long and rare. For example,
the root of the proper noun phrase, ‘Canon 70-200
2.8L’ is ‘2.8L’. It would be difficult to assign this
proper noun phrase into the cluster of lenses or
cameras. Overall, TokenCluster with the original
set of aspect-related words outperforms others.
Sentence Ordering. In this section, we explore
the effect of sentence ordering on the summary
quality in Table 2. We observe that sentence order-
ing could improve the ROUGE-L score of general
summarization on both datasets. However, it leads
to a performance drop on RLASP and aspect sum-
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Dataset Inference R1 R2 RL

Amazon
Mean 32.77 6.33 17.48

Si
mC
SE

SentCluster 32.17 6.29 17.11
TokenCluster 33.03 6.35 17.53

Space
Mean 29.80 4.42 16.57
SentCluster 38.10 9.47 21.36
TokenCluster 40.61 10.98 23.69

QT

Amazon
QT 32.08 5.39 16.08
SentCluster 31.54 5.61 16.86
TokenCluster 33.49 6.75 17.24

Space
QT 37.29 9.12 20.33
SentCluster 32.10 5.14 17.70
TokenCluster 40.89 10.83 24.58

Table 10: Evaluation results using SimCSE and QT for
sentence representation model. TokenCluster achieves
the best performance in all setups.

marization. We believe the reason is that we train
REBART on the reviews, which are more similar to
general summaries than aspect-specific summaries
in terms of content diversity. One example of or-
dered sentences is shown in Figure 9. We observe
that ordering the sentences helps TokenCluster
put general sentences at the beginning (shown in
green) and avoid abrupt context switches between
aspects (shown in red), improving the readability.

Sentence Representation Ablations. As men-
tioned before, TokenCluster is independent of
the sentence representation model. In our imple-
mentation, we used SemAE’s sentence represen-
tation. In this section, we evaluate TokenCluster
using SimCSE (Gao et al., 2021) and QT’s (An-
gelidis et al., 2021) sentence representation. For
SimCSE, we consider two inference methods as
baselines: (i) ‘Mean’ extracts sentences whose rep-
resentations are close to the average sentence repre-
sentation obtained from SimCSE, (ii) ‘SentCluster’
clusters sentence representations and extracts sen-
tences close to the center of each cluster. For QT,
we use the inference method used by Angelidis et al.
(2021). When calculating relevance scores (Equa-
tion 2), we use Euclidean distance for SimCSE
and multi-head cosine similarity for QT. We do not
change other hyperparameters and design choices.
In Table 10, we observe that TokenCluster signif-
icantly outperforms all baseline inference methods
except on the Amazon dataset using SimCSE. The
results show that TokenCluster can improve ex-
tractive summarization performance regardless of
the underlying sentence representation models.

Method Info. Cohe. Con.

SemAE -15.4 -5.3 -38.7
QT 8.0 -16.7 26.7
TokenCluster 7.4 22.0 12.0

Table 11: Human evaluation of general summarization.
TokenCluster outperforms SemAE on all three criteria
and performs the best in coherence.

4.6 Human Evaluation

We perform the human evaluation on 25 general
summaries from the Space dataset using Amazon
Mechanical Turk (AMT). We ask the annotators to
compare generated summaries from QT, SemAE,
and TokenCluster based on three criteria: infor-
mativeness, coherence, and conciseness, in a pair-
wise manner. Each pair of summaries is annotated
by three annotators. We compute the scores us-
ing Best-Worst Scaling (Louviere et al., 2015). In
Table 11, we observe that TokenCluster achieves
the best coherence score, and comparable informa-
tiveness scores with QT. However, it slightly falls
behind QT in terms of conciseness. We observe
that QT often generates short repetitive sentences
with low aspect coverage, which makes it appear
compact. This phenomenon is already captured in
our earlier results in Table 4. We report the human
evaluation results for aspect-specific summariza-
tion in Appendix A.1.

5 Conclusion

We present TokenCluster, a sentence extraction
algorithm to automatically identify aspects of sen-
tences and extract sentences based on their aspects.
The aspect information helps TokenCluster cover
more aspects in summaries. TokenCluster is inde-
pendent of underlying sentence representation mod-
els and shows strong performance on Space and
Amazon datasets using multiple sentence represen-
tation models. Our extensive analysis shows that
our choice of token-based clustering and aspect-
related words is optimal compared to its variants.
Moreover, using sentence ordering, TokenCluster
can generate summaries with better readability.
However, TokenCluster can be sensitive to noisy
data and may not work well when underlying as-
pects are not well represented by unique words.
Future research can focus on improving the robust-
ness of aspect identification in TokenCluster by
incorporating external data and expanding its appli-
cability to diverse domains and languages.
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6 Limitations

We propose TokenCluster, a sentence extraction
algorithm that can automatically identify aspects
in user reviews and leverage that for performing
extractive summarization. Being a data-driven ap-
proach, it is susceptible to noisy data. Therefore,
a limitation of TokenCluster is that the clusters
of aspect-related words can be noisy and imbal-
anced if data is noisy. Future works can focus
on more robust ways of extracting and partition-
ing aspect-related words. This can possibly be
achieved using external data. Another limitation is
that TokenCluster is computationally more expen-
sive compared to more simple sentence extraction
approaches. This is because TokenCluster clus-
ters aspect-related words during inference, which
can be restrictive when the review set is large.

7 Ethical Consideration

We do not expect any ethical risks caused by our
work. The datasets we use are all publicly available.
We do not annotate any data on our own. All our
datasets have user reviews in the English language.
We performed human evaluation experiments on
Amazon Mechanical Turk (AMT). The human an-
notators were compensated at a rate of $15 per hour.
During the evaluation, human annotators were not
exposed to any sensitive or explicit content.
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Method Aspect Inform. Aspect Spec.

SemAE 7.8 1.7
QT -10.0 3.0
TokenCluster 2.2 -4.7

Table 12: Human evaluation results of aspect-specific
summarization. We observe that SemAE produces the
best aspect-specific summaries.

A Appendix

A.1 Human Evaluation

The human annotators are required to be in the
United States, have HIT Approval Rate greater than
98, and be masters. The screenshot of the human
evaluation interface is shown in Figure 4.

We further perform the human evaluation on
150 aspect-specific summaries in the same manner
as human evaluation on general summaries. For
aspect-specific summaries, we conduct human eval-
uation based on two criteria: aspect informative-
ness and aspect specificity. The results are shown
in Table 12. We observe that TokenCluster does
not outperform SemAE and QT on aspect-specific
summarization.

Figure 3 shows the best-worst scaling scores
of TokenCluster and SemAE per aspect.
TokenCluster outperforms SemAE on the loca-
tion and building aspects but performs poorly on
the cleanliness, food, rooms, and service aspects.
We compare the aspect-specific summaries of
these two models and find two potential reasons
for the suboptimal performance on these aspects.
First, for the service aspect and the room aspect,
most sentences containing corresponding aspect
seed words describe the same thing. For example,
the retrieved sentences for the service aspect
repeat ‘The staff are friendly and helpful’. The
extracted sentences of TokenCluster and SemAE
are very similar. Therefore, the clustering-based
extraction strategy becomes less effective. Second,
for the food aspect and the cleanliness aspect, the
aspect seed words are too general when querying
these aspects. Some clusters of aspect-related
words might correspond to irrelevant aspects. For
example, ‘good’ is an aspect-seed word for the
food aspect. Some sentences containing ‘good’ are
not related to the food aspect and might constitute
irrelevant clusters during clustering. The same
problem also exists for the cleanliness aspect since
‘nice’ is an aspect-seed word for the cleanliness
domain. Since clustering-based extraction is less

robust to these unrelated sentences compared to
centroid-based extraction, the generated summaries
of TokenCluster is less specific compared to the
generated summaries of SemAE. On the contrary,
the sentences retrieved by the aspect-seed words of
the building aspect and the location aspect are more
diverse. For example, the retrieved sentences of
the building aspect can describe a pool, balcony, or
lounge. Centroid-based extraction strategy suffers
from repetition in this situation. Besides, for these
two aspects, the corresponding seed words are
more specific and do not include general words
like ‘good’ or ‘nice’. Therefore, TokenCluster
outperforms SemAE on these two aspects.

A.2 Qualitative Examples
Table 13 shows the clusters of aspect-related words
and the summaries generated by TokenCluster.
For general summaries, we observe that most clus-
ters corresponds to certain aspects, which helps
TokenCluster generate summaries cover more as-
pects. For the aspect-specific summary, we observe
that some clusters are not closely related to the
query, which undermines TokenCluster QT’s per-
formance on aspect-specific summarization.
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Figure 3: Best-worst scaling scores of TokenCluster and SemAE per aspect. TokenCluster performs well on the
location and building aspects but performs poorly on the cleanliness, food, rooms, and service aspects.

Space (General) Amazon (General) Space (Aspect: Building)

The hotel is very good and clean. The
rooms were clean and modern, but
quite small. The room was clean and
spacious. Breakfast is served in the
basement room, with a wide range of
food available and I would recommend
it. The location was very good and
within easy walking distance of ev-
erything. The staff were helpful and
friendly, and made me feel very wel-
come. Staff at reception were helpful
and friendly.

I got a great deal on this TomTom.
The screen is small but for the price,
a very nice unit. Sometimes may try to
take you on a weird route. I should’ve
known TomTom has a funny way of
making you forced to update maps, and
in LA a lot of stuff changes so you may
as well not even bother with this thing.
After researching this problem, it ap-
pears there is a known bug that the gps
wakes up by itself and drains all bat-
tery. very easy to set up and use!

The lobby, restautant, bar and pool
looked great at this hotel. However,
I still think this hotel is very nice with
the size of the room, lobby area, swim-
ming pool and the gym. Beautiful com-
mon areas, lounge, lobby, pool.

Cluster 1: location, downstairs, canals. Cluster 1: problem, issue, bug, thing. Cluster 1: area, lounge, loungers, bar.
Cluster 2: food, restaurant, cafe. Cluster 2: maps, route, destination. Cluster 2: friendly, restaurant, people.
Cluster 3: friendly, pleasant, helpful. Cluster 3: lotpleased, help, gift, deal. Cluster 3: room, rooms.
Cluster 4: hotel, hotels, room Cluster 4: thing, system, update. Cluster 4: pool
Cluster 5: room, bedrooms, area, unit Cluster 5: visuals, features, graphics. Cluster 5: lobby, floor, elevators, stairs
Cluster 6: staff, guest, manager. Cluster 6: battery, phone, phones. Cluster 6: hotel, Hilton.

Table 13: Example summaries from TokenCluster on Space and Amazon datasets. In the first row, we showcase
extracted sentences for the summary. The words of the same color are a cluster of aspect-related words. In the
second row, clusters of aspect-related words are shown. The font colors indicate the cluster that particular word was
part of. We observe that the summarizing sentences cover various clusters (or aspects).
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Figure 4: AMT instructions for human evaluation for general summarization (the figure shows the instructions for
coherence measurement). During the evaluation of a certain attribute of a summary (e.g., coherence), we ask the
annotators to judge it only based on the attribute and ignore other criteria.
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