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Abstract

Event skeleton generation, aiming to induce an
event schema skeleton graph with abstracted
event nodes and their temporal relations from
a set of event instance graphs, is a critical
step in the temporal complex event schema
induction task. Existing methods effectively
address this task from a graph generation per-
spective but suffer from noise-sensitive and
error accumulation, e.g., the inability to cor-
rect errors while generating schema. We, there-
fore, propose a novel Diffusion Event Graph
Model (DEGM) to address these issues. Our
DEGM is the first workable diffusion model
for event skeleton generation, where the em-
bedding and rounding techniques with a cus-
tom edge-based loss are introduced to trans-
form a discrete event graph into learnable la-
tent representation. Furthermore, we propose
a denoising training process to maintain the
model’s robustness. Consequently, DEGM
derives the final schema, where error correc-
tion is guaranteed by iteratively refining the
latent representation during the schema gener-
ation process. Experimental results on three
IED bombing datasets demonstrate that our
DEGM achieves better results than other state-
of-the-art baselines. Our code and data are
available at https://github.com/zhufqee/
EventSkeletonGeneration.

1 Introduction

Event schema induction is to identify common pat-
terns and structures in event data, which can ex-
tract high-level representation of the events. Cur-
rent event schema induction tasks mainly focus on
simple event schemas, e.g., templates (Chambers,
2013) and scripts (Chambers and Jurafsky, 2009).
However, real-world events are usually more com-
plex, which include multiple atomic events, entities,
and their relations, which require more advanced
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Figure 1: An illustrated example demonstrates the uti-
lization of multiple instance graphs extracted from news
articles depicting complex events to generate an event
schema skeleton graph for the complex event type Car
bombing. The presented instance graph specifically
represents the complex event known as the Kabul ambu-
lance bombing. A circle symbolizes an atomic event.

techniques to adequately capture and represent the
different aspects and relations involved.

Recently, Li et al. (2021) propose the temporal
complex event schema induction task in order to
understand these complex events. The task seeks
to abstract a general evolution pattern for complex
events from multiple event instance graphs. It is di-
vided into two subtasks: event skeleton generation
and entity-entity relation completion. The first task
focuses on creating the event skeleton, i.e., repre-
senting each atomic event with its associated event
type as an event node and exploring their temporal
relations. The second one is to complete entities
and entity links for the event skeleton. In this pa-
per, we focus on event skeleton generation as it is
a prerequisite yet formidable task in temporal com-
plex event schema induction. Figure 1 illustrates
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an example of instance graphs! and the correspond-
ing abstracted schema. Both include abstract event
types, such as Attack, and their temporal relations,
like Injure happening after Attack.

Event skeleton generation requires a deep un-
derstanding of events and their multi-dimensional
relations. Previous methods employ autoregres-
sive graph generation models to generate a schema,
sequentially generating event nodes from the previ-
ous ones. For example, Li et al. (2021) generate the
event node with its potential arguments and propa-
gates edge-aware information within the temporal
orders. Jin et al. (2022) improves this approach by
applying a Graph Convolutional Network (GCN)
to better capture structural information in instance
graphs and adopting a similar autoregressive gener-
ation approach to generate event graphs. However,
autoregressive generation methods for event skele-
ton generation result in errors accumulating over
time, which may degrade the performance of the
generation model. For instance, as shown in Figure
1, the model may mistakenly generate “Explode”
as “Die”, causing it to fail to generate subsequent
events correctly. Intuitively, as the number of event
nodes increases, the error accumulation becomes
more severe. This comes from two factors. The
first one is error propagation in the autoregressive
graph generation models because they are noise-
sensitive and strongly rely on the correctness of the
generated node. If the model generates an incorrect
node, it will lead to a cascading effect of errors
in generating the schema. Robustness is a serious
issue in autoregressive methods. The second factor
is the model’s inability to correct errors in the gen-
eration procedure. Hence, we need a model, which
can correct the generated event-type nodes during
generating.

To this end, we propose a novel event graph
generation model, dubbed Diffusion Event Graph
Model (DEGM), to address these issues. To battle
the model’s robustness, we propose a diffusion-
based method, inspired by the outstanding perfor-
mance in recent research (Sun et al., 2022; Xiao
et al., 2022). By carefully selecting the amount of
Gaussian noise in the diffusion process, the model
can remove adversarial perturbations, thereby in-
creasing the model’s robustness. However, there
are still two challenges in applying this method di-
rectly to the event graph: (1) mapping the discrete

"For simplicity, we mention “schema” as “event schema

skeleton graph”, “instance graph” as “event instance skeleton
graph”, and “event graph” represents both.

graph structures and event types to a continuous
space, and (2) finding a way to recover the event
graph from the continuous space. We then develop
the denoising stage, including converting the event
graph into a sequence and applying an embedding
technique to project it to the continuous space. Ad-
ditionally, we introduce a custom edge-based loss
function to capture the missing structural informa-
tion during the transformation. To tackle the sec-
ond challenge, we develop a rounding technique to
predict the event types based on their representa-
tion and a pre-trained classifier to predict the event
edges. To address the second issue, we derive the
final schema, which guarantees error correction, by
iteratively refining the latent representation.

We summarize our contributions as follows:

* We propose a novel Diffusion Event Graph
model (DEGM) for event skeleton generation,
in which a denoising training stage guaran-
tees the model’s robustness and the schema
generation process fulfills error correction via
iterative refinement on the latent representa-
tion.

* We are the first to tackle event skeleton gener-
ation via diffusion models, where we convert
an event graph from discrete nodes to latent
variables in a continuous space and train the
model parameters by optimizing the event se-
quence reconstruction and graph structure re-
construction simultaneously.

* Experimental results on the event skeleton
generation task demonstrate that our approach
achieves better results than state-of-the-art
baselines.

2 Preliminaries and Problem Statement

2.1 Diffusion Models in a Continuous Space

A diffusion model typically consists of forward
and reverse processes. Given data xo € R<, the for-
ward process gradually adds noise to X to obtain
a sequence of latent variables in RY, x4, ..., xr,
where x7 is a Gaussian noise. Formally, the for-
ward process can be attained by ¢ (x; | x¢—1) =
N (x¢;v/1T = Bixt—1, 5I), where 3; controls the
noise level at the ¢-th step. Denote oy = 1 — 3
and @ = Y.'_, as, we can directly obtain x;
as q(x¢ | x9) = N (\/ETXO, 1— atI). After the
forward process is completed, the reverse denois-
ing process can be formulated as pg (x;—1 | x¢) =
N (x¢—1; pg (x4, 1) , Xg (x¢,t)) where pg(-) and
Yg(+) can be implemented using a neural network.
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2.2 Diffusion Models in a Discrete Space

For discrete data, e.g., text, Li et al. (2022) employ
embedding and rounding techniques to map the text
to a continuous space, which can also be recovered.

Given the embedding of the text w, EMB(w),
and suppose x( is computed as ¢(xp|lw) =

N (xq; w, BoI), the corresponding training objec-
tive is
T
[';)(26 lml(w ‘xoffe Xt, || ]
orsimpe qu(xo TIw) ;

E [|[EMB(w) —

qp(x0:1|w)

Fo(x1, 1)[[* = log po (wlx0)] -
(¢))
The first expectation is to train the predicted
model fy(xy,t) to fit xg from 2 to 7. Empirically,
it can effectively reduce rounding errors (Li et al.,
2022). The second expectation consists of two
terms: the first item makes the predicted xg, i.e.,
fo(x1, 1), closer to the embedding EMB (w) while
the second item aims to correctly round xg to the
text w.

2.3 Problem Statement

Event skeleton generation is a subtask of temporal
complex event schema induction (Li et al., 2021).
It aims to automatically induce a schema from
instance graphs for a given complex event type,
where a complex event type encompasses multiple
complex events; see an example of car-bombing
shown in Fig. 1. An event schema skeleton consists
of nodes for atomic event types and edges for their
temporal relations. Since event skeleton generation
is a prerequisite yet challenging task in the tempo-
ral complex event schema induction task, we focus
on this task in our work.

Formally, let G = (N, £) be an instance graph
with N = |N| nodes in V and £ be the set of di-
rected edges, one can obtain the corresponding ad-
jacency matrix, A = {a;;} € {0,1}"", where
a;j = 1if edge(i,j) € € and a;; = 0 otherwise.
Due to temporal relations, G is a directed acyclic
graph (DAG), and A is an upper triangular matrix.
Each node n € N\ represents an atomic event and
is assigned with an event type n. € ®, where ®
denotes the set of event types. The type of each
atomic event is abstracted by the DARPA KAIROS
ontology 2 based on its event mention. In prac-
tice, we extract a set of instance graphs G as out-
lined in Sec. 4.1 from news articles, where each
instance graph G € G describes a complex event,

2https ://nlp.jhu.edu/schemas/

e.g., Kabul ambulance bombing as shown Fig. 1.
Given an instance graph set G = {G1,Ga,- -},
our goal is to generate a schema .S that outlines
the underlying evolution pattern of complex events
under the given complex event type.

3 Method

We propose Diffusion Event Graph Model (DEGM)
to tackle the event skeleton generation task. Our
DEGM is capable of generating temporal event
graphs from random noise. Fig. 2 illustrates an
overview of our DEGM.

3.1 Denoising Training

The denoising training stage consists of three steps
to reconstruct the event sequence and graph struc-
ture: 1) mapping the event graph into its embed-
ding representation in a continuous space; 2) per-
forming a forward step to obtain the latent vari-
ables, or representation with various levels of noise;
3) conducting the denoising step to remove the in-
troduced noise from latent representation.

Embedding representation Given an instance
graph (G, we first convert it into a sequence of m
events, £ = [e1, €2, ..., ey, where e; denotes the
event type of node ¢, via topological sorting. We
then project E into its embedding representation in
a continuous embedding space,

e = [EMB,(e1),...,EMB.(ey)] € R™>™, (2)

where d is the representation size. Note that m is
a preset number of nodes to ensure all graphs are
well-aligned. For graphs with less than m nodes,
we pad them by a pre-defined event type: PAD,
which makes the total number of event types, M =
|®| + 1.

Forward Step After obtaining the embedded
event sequence e, we deliver the forward process
in the diffusion framework to acquire a sequence
of latent variables by monotonically increasing the
level of introduced noise. We sample variables of
X0 and x; via

q(xole) = N(xo; e, Bol), (3)
q(x¢|x0) = N (x; Vaixo, (1 —a@)I), (4)
where t = 1,...,T. Moreover, we introduce two

additional embeddings to enhance the expressive-
ness of latent variables, i.e., the absolute position
embedding W 05 € R™*4 and the step embedding
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Figure 2: The procedure of training our DEGM. At the preprocessing step, an instance graph G is converted into
a temporal sequence of events e via topological sorting and the associated adjacency matrix A, which represents
the graph structure. Following that, we perform DEGM accordingly. We first convert the discrete events into their
representation in a continuous space. The forward step and the denoising step are conducted iteratively to reconstruct
the event sequence and the graph structure. Note that we convert the latent variable h}, into three representation in
two levels, i.e., the shared representation h’; and two task-specific representation for the node’s type hiy and the

t

node’s structure h?,,

EMB;(t). They allow us to capture the event’s
temporal order in the obtained event sequence and
specify that it is at the ¢-th diffusion step. Adding
them together, we obtain the latent variables at ¢-th
diffusion step as

hj, = x¢ + Wpos + EMB,(2). 6))

Denoising Step Before optimizing the two ob-
jectives, event sequence reconstruction and graph
structure reconstruction, we first convert the la-
tent variable h’;a into three variables in two levels,
i.e., via a shared encoder Egj, to hgh and two task-
specific encoders, the node’s type encoder Ey, to
hﬁy and the node’s structure encoder Eg; to hi,.
That is,

h};, = Eg(hy,), (6)
h{, = Eyy(h,), (7)
hit = Est(hgh)' ®)

In the following, we outline the procedure of
constructing encoders Ej,, Eyyy, and Eg, each con-
tains [ layer. With a little abuse of notations, we
define h = [hy, ..., h,,] as the input representa-
tion for a layer and the corresponding output as
h' =[h},....h ]

Here, we utilize the graph-attention (Veli¢kovié
et al., 2018) to transform the input representation
into a high-level repres%ntation as follows:

h; = O‘( Z OéijWhj),
j=1

(©))

respectively; see more details in the text.

where W € R%*9 is a weight matrix, o(-) is a non-
linear activation function. Here, cv;; is the attention
weight defined by

exp (LR(a” [Wh;||Wh;]))

. 10)

Q5 =

Ié exp (LR(a” [Wh;|[Why]))

where a € R?? is a weight vector, LR is the
LeakyReLU activation function, and || denotes the
concatenation operation. We compute attention
weights in this way instead of relying on the in-
ner product to prevent higher attention weights
between atomic events of the same event type 3,
which is not appropriate for constructing the event
graph. For instance, the attention weight between
two independent Aftack events should be less than
the weight of one Attack and its successor events.

After attaining hgy,hgt, via By and Eg, respec-
tively, we compute two losses, the event sequence
reconstruction loss .Cﬁy(G) and the graph structure
reconstruction loss L%, (G) at the ¢-th diffusion step
as:

(11)
bt ) —aij)?. (12)

L, (G)=CrossEntropy(h§ng,E'),

m—1 m
Lgt(G):ﬁ > X (MLP(hgti
i=1 j=i+1

The objective of £}, (G) in Eq. (11) is to reduce
the difference between the ground truth E and

3Wu et al. (2022) observe that using the inner product to
calculate attention weights results in higher weights between
nodes of the same type.
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h € R™M which represents the proba-
bllmes of each node belonging to each event type.
It is worth noting that Lf, (G) offers a simplified
version of the training objective outlined in Eq. (1),
and empirically improves the quality of the gener-
ated schemas. Meanwhile, the objective of LL,(G)
in Eq. (12) aims to predict the probability of a
directed edge from node 7 to node j and fit their
adjacency matrix value a;; € A. Finally, we obtain
the model by minimizing the following loss:

L= ZGGQ Z ﬁty

)4+ ALL(G), (13)

where 1" denotes the total diffusion steps and A is
a constant to balance the two objectives. When
training our model, we randomly select a few in-
stance graphs and then sample a diffusion step ¢ for
each of these graphs. We then minimize Eq. (13)
to update the model’s weights until it converges.

3.2 Schema Generation

We start the schema generation procedure from
hT R™*? which are sampled from Gaussian
noise. We then compute its shared representation
ht <, and the node type representation h at the ¢-th
diffusion step reversely:

hsh - Sh(fl]lja +Wp03 +EMB ( ))
hj, = Ey(hl,),hi; ' =h} =T,

(14)
1 (15)

After T' denoising steps, we obtain the final repre-

sentation h?,, hY, , and compute hY, = Est(hsh)
Next, we apply the node type representation h

and the structure representation h? st {0 generate the

schema. First, with h [hty, ..., hfl] e Rmxd,
we obtain each event’s type e; € E by assigning
the event type whose embedding is nearest to hy,
as:

e; = argmin([hy, — EMBc(e;)]).  (16)
e; €d
Second, with hst = [hst, cee ~§'Z] e RM*d e

predict the directed edge from node ¢ to node j
where ¢ < j by using a pre-trained classifier MLP
trained via Eq. (12) as follows:

V)
0, otherwise,

5y = {1 MLP (b, |B,)) >

where 7 is a threshold to determine the final edges
and 3;; € A is the adjacency matrix value of the

generated schema. We generate the schema from
the reconstructed event sequence F and adjacency
matrix A, and remove PAD type events and the
edges associated with them and derive the final
schema S.

4 Experiments

4.1 Datasets

We conduct experiments to evaluate our model in
three IED bombings datasets (Li et al., 2021; Jin
et al., 2022). Each dataset associates with a dis-
tinct complex event type: General IED, Car bomb-
ing IED, and Suicide IED. Taking the complex
event type Car bombing IED as an example, to
construct the corresponding dataset, we need to
build an instance graph set, where each instance
graph describes a complex event, e.g., Kabul ambu-
lance bombing. Li et al. (2021) first identify some
complex events related to the complex event type
based on Wikipedia. Then, each instance graph
is constructed from the reference news articles
in Wikipedia pages related to the complex event.
Specifically, Li et al. (2021) utilized the state-of-
the-art information extraction system RESIN (Wen
et al., 2021) to extract atomic events, represented as
event types, and their temporal relations from news
articles, and finally obtained the instance graph
set. Next, a human curation is performed to en-
sure the soundness of the instance graphs (Jin et al.,
2022). We utilize the released curated datasets
for our experiments and follow previous work (Jin
et al., 2022) to split the data into train, validation,
and test sets. The statistics of the three datasets are
summarized in Table 1.

General-IED

88/11/12
90.8/212.6

Car-IED

75/9/10
146.5/345.7

Suicide-IED

176/22/22
117.4/245.2

Datasets

train/val/test instance graphs
Avg e nodes/ee links per graph

Table 1: The statistics for the three datasets. “e” and
ee” denote event and event-event, respectively.

4.2 Baselines

We compare our method with the following strong
baselines:

» Temporal Event Graph Model (TEGM) (Li
etal.,2021): TEGM is based on an autoregres-
sive method that step-by-step generates event
and edges between newly generated event and
existing events and subsequently uses greedy
decoding to obtain the schema, starting from
a specially predefined START event.
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* Frequency-Based Sampling (FBS) (Jin et al.,
2022): FBS first counts the occurrence fre-
quency of edges between two event types in
the train set. Then the schema is constructed
in which each node corresponds to one event
type, and initially, the schema does not have
any edges. After that, FBS samples one pair
of event types based on the occurrence fre-
quency of edges and adds an edge between
the corresponding nodes into the schema. The
process is repeated until the newly added edge
resulting in a cycle in the schema.

¢ DoubleGAE (Jin et al., 2022): Double-
GAE generates an event graph based on
DVAE (Zhang et al., 2019). They first use
a directed GCN encoder to obtain the mean
and variance of the event graph’s latent vari-
ables, and then according to the sampled la-
tent variables to recover the event graph in
an autoregressive paradigm, similar to TEGM.
Finally, they obtain the schema by feeding
the hidden variables sampled from Gaussian
noise into the model.

4.3 Experimental Setup

Quantitative metrics. We train our model in the
train set for a given dataset and then generate the
schema according to Sec. 3.2. To evaluate the qual-
ity of the schema, we compare the schema with the
instance graphs in the test set using the following
metrics:

(1) Event type match. We compute the set of event
types in the generated schema and the set for a test
instance graph and compute the F1 score between
the two sets to see whether our schema contains
the event types in the real-word complex events.
(2) Event sequence match. We compute the set
of event sequences with a length 2 (or 3) in the
generated schema, as well as the set for a test in-
stance graph, and compute the F1 scores between
the two sets to measure how the schema captures
substructures in the test instance graphs.

Note that we calculate the average values of each
metric above between the generated schema and
each instance graph in the test set as the final results.
We generate a set of candidate schemas and test
their performance on the validation set, and select
the best-performing one as the final schema for the
focused complex event type.

Implementation Details. For our DEGM, the
representation dimension d is 256. The number of

encoder layers, [, is set to 4. The graph structure
reconstruction loss weight A is 1, and the edge clas-
sification threshold 7 is 0.8. The learning rate is
le-4 and the number of training epochs is 100. All
hyperparameters are chosen based on the validation
set. We select the best checkpoint, and the best-
performing schema on the validation set according
to the event type match (F1) metric. The maxi-
mum number of graph nodes m is 50, and the num-
ber of our candidate schema is 500 following Jin
et al. (2022). The event type in DARPA KAIROS
ontology is 67. We define the noise schedule as
a; = 1—/t+ 1/T following Li et al. (2022) and
the total diffusion step 7" is 100. All the experi-
ments are conducted on Tesla A100 GPU with 40G
memory.

Event type Event seq match (F1)

Datasets Methods match (F1) l=2 l—3

TEGM 0.638 0.181 0.065

FBS 0.617 0.149 0.064

GeneralIED | ) b1eGAE | 0.697 0273 0.128
Ours avg | 0.72640.018 | 0.36110.020 0.13710.009
Ours 0-754i0.0[)8 0.41310,[}10 0'153i[].[)16

TEGM 0.588 0.162 0.044

FBS 0.542 0.126 0.038

CarlED | b bleGAE | 0.674 0259 0.081
Ours avg 04754i0,008 0-413i0.010 0-153i0.016
Ours 0-795i0.002 0-48310,030 0-357i0,063

TEGM 0.609 0.174 0.048

.. FBS 0.642 0.164 0.036

Suicide-IED | 1y ipleGAE | 0.709 0.290 0.095
Ours avg 0~744i0.009 0.464i0_[]15 0-195i[].[)52
Ours 0-77510.005 0~534i0.011 0~330i0.033

Table 2: Results of all methods for the three datasets.
Our results include the mean and variance under five
different random seeds, while other methods’ results are
from previous work. The best results are in bold.

4.4 Results and Analysis

Table 2 reports the main results of our model
and shows some notable observations: (1) Our
model has achieved significant progress compared
to the baselines across three datasets and three met-
rics; (2) The average performance of the gener-
ated candidate schemas also performs better than
previous methods. The reasons for the first ob-
servation can be attributed to the ability of our
model to iteratively refine the generated schema,
enabling the node types and edges between nodes
to better match the evolution pattern of the un-
seen complex events, resulting in superior perfor-
mance on the test set. In contrast, Temporal Event
Graph Model (TEGM) can only generate the next
event based on the partially generated event graph
during training and generation. DoubleGAE has
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Figure 3: To investigate the impact of topological sorting, we extend the train set by obtaining multiple (isomorphic
graph number) isomorphic instance graphs sorted from one original train instance graph. We train and test our
model on the extended dataset. All results are mean values under five different random seeds.

mmm Simplified node type objective
Il Original node type objective
Structure-based denoising 0.565

o Suicide-IED Car-IED General-IED

.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
Event type match (F1)

Figure 4: We measure the impact of our simplified node
type objective and a design choice which means we de-
noise the schema based on the structure representation.
We find that both are crucial for improving the event
type match (F1) metric.

improved this problem by utilizing the encoder
structure to capture the global structure of instance
graphs. However, DoubleGAE still employs a sim-
ilar generation procedure as TEGM during schema
generation, resulting in a substantial performance
gap with our method. Meanwhile, the performance
of FBS is much lower than our method, indicating
that the heuristic approach is challenging to gener-
ate such a schema, demonstrating the necessity for
probabilistic modeling for the event graphs.

For the second observation, we claim that our
model is proficient in modeling the distribution
of instance graphs. Also, selecting the best-
performing schema based on the validation set
helps immensely, especially for the event type
match (F1) (1=3) metric. This may be because
this metric is more sensitive to the gap between the
truth distribution of instance graphs and the mod-
eled distribution, and selecting schema based on
the validation set reduces the gap.

4.5 Ablation Studies

We verify the importance of our simplified training
objective and a design choice while generating the
schema through two ablation studies. As shown in
Figure 4, we can observe that our simplified train-
ing objective £j, (G) in Eq. 11 performs signifi-
cantly better than the original one Eq. 1. This may
be due to the fact that the original training objective
includes three optimization objectives, while ours
includes only one. And too many optimization ob-
jectives may lead to a larger loss variance, resulting
in difficulty in convergence and thus degrading the
performance. At the same time, both training objec-
tives share the same goal: to maximize the model’s
ability to reconstruct the original event sequence at
each diffusion step.

Besides, we also investigate an alternative which
we assign hfa_l as h', in Eq. (15) while generating
schema. We aim to explore whether it would be
better to denoise based on the structure represen-
tation h’,. However, this leads to a collapse of
the event type match (F1) metric as in Figure 4.
Probably due to the model is trained based on the
embedded event sequence to reconstruct the event
sequence and its graph structure. Therefore, the
model prefers to denoise based on the node type
representation hfgy.

4.6 Impact of Topological Sorting

Our approach, as well as previous autoregressive
graph generation methods, all require a topologi-
cal sorting of the instance graph to obtain a sorted
version of the graph that is not unique. There-
fore, we want to investigate whether the model’s
performance is affected when we train our model
with multiple isomorphic instance graphs randomly
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sorted from one instance graph. Getting n ran-
domly sorted instance graphs from one instance
graph is equivalent to expanding the training set
n times. We test our model’s performance respec-
tively by setting the n range from 1 to 9. As shown
in Figure 3, however, we observe that training our
model on the expanded training set hardly affects
the model’s performance across all three datasets
and three metrics. Indicating that our model cap-
tures the evolution pattern of the instance graph
based only on one sorted instance graph.

4.7 Error Analysis and Case Study
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Figure 5: A snippet of schema generated by DEGM.

In Figure 5, we present a snippet of the schema
generated by our model. From this, we can ob-
serve two phenomena: (1) The generated schema
contains precise types of atomic events and the
common substructures.(2) The model has a ten-
dency to generate repeated subsequent events and
substructures. The superior performance of our
model is revealed by the first phenomenon, which
demonstrates its ability to accurately generate both
events and substructures. However, the second
phenomenon highlights a drawback of the model,
which is its tendency to produce duplicate substruc-
tures and events. Further analysis revealed that this
repetitive structure is caused by a high number of
repetitive substructures in the training set, due to
the fact that the instance graphs used were extracted
from news articles, which can be noisy. As a result,
the model learns to replicate these patterns.

5 Related Work

According to Jin et al. (2022), event schema induc-
tion can be divided into three categories: (1) atomic
event schema induction (Chambers, 2013; Cheung
et al., 2013; Nguyen et al., 2015; Sha et al., 2016;
Yuan et al., 2018) has focused on inducing an event
template, called atomic event schema, for multi-
ple similar atomic events. The template includes
an abstracted event type and a set of entity roles

shared by all atomic events, while ignoring the re-
lations between events. (2) narrative event schema
induction (Chambers and Jurafsky, 2008, 2009;
Jans et al., 2012; Rudinger et al., 2015; Granroth-
Wilding and Clark, 2016; Zhu et al., 2022; Gao
et al., 2022a,b; Long et al., 2022; Yang et al., 2021),
in contrast, pays attention to the relations between
events. In this task, schema is defined as a narrative-
ordered sequence of events, with each event in-
cluding its entity roles. However, complex events
in real-world scenarios often consists of multiple
events and entities with innerwined relations.

To under such complex events, Li et al. (2020)
incorporate graph structure into schema definition.
However, they only consider the relations between
two events and their entities. (3) temporal complex
event induction task, recently, Li et al. (2021) pro-
pose this task in which a schema consists of events,
entities, the temporal relations between events, rela-
tions between entities, and relations between event
and entity (i.e., argument). Each event and entity is
abstracted as an event type or entity type, and each
event type contains multiple predefined arguments
associated with entities. To address this issue, Li
et al. (2021) generates the schema event by event.
Each time an event is generated, the model links it
to existing events, expands it with predefined argu-
ments and entities, and links the entities to existing
nodes. This approach leads to the entities’ inability
to perceive the events’ position, resulting in entities
cannot distinguish between events of the same type.
Therefore (Jin et al., 2022) divide the task into two
stages: event skeleton generation and entity-entity
relation completion. In the first stage, they em-
ploy an autoregressive directed graph generation
method (Zhang et al., 2019) to generate the schema
skeleton, including events and their relations. In
the second stage, they expand the schema skeleton
with predefined arguments and entities and com-
plete the remaining relations vis a link prediction
method VGAE (Kipf and Welling, 2016).

The above event graph induction methods suf-
fer from error accumulation due to the limitations
of the autoregressive schema generation paradigm.
To address this issue, we propose DEGM which
utilizes a denoising training process to enhance the
model’s robustness to errors and a schema genera-
tiont process to continuously correct the errors in
the generated schema.
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6 Conclusions

We propose Diffusion Event Graph Model, the first
workable diffusion model for event skeleton gen-
eration. A significant breakthrough is to convert
the discrete nodes in event instance graphs into a
continuous space via embedding and rounding tech-
niques and a custom edge-based loss. The denois-
ing training process improves model robustness.
During the schema generation process, we itera-
tively correct the errors in the schema via latent
representation refinement. Experimental results
on the three IED bombing datasets demonstrate
that our approach achieves better results than other
state-of-the-art baselines.

Limitations

Our proposed DEGM for event skeleton generation
still contains some limitations:

* It only considers the problem of event skeleton
generation, a subtask of temporal complex
event schema induction. It is promising to
explore the whole task, which includes entities
and entity-event relations.

* Perspective from errors found that our model
suffers from a tendency to generate correct
duplicate substructures.
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there are no human subjects and informed consent
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