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Abstract

Word alignment has many applications includ-
ing cross-lingual annotation projection, bilin-
gual lexicon extraction, and the evaluation or
analysis of translation outputs. Recent stud-
ies show that using contextualized embeddings
from pre-trained multilingual language mod-
els could give us high quality word alignments
without the need of parallel training data. In
this work, we propose PMI-Align which com-
putes and uses the point-wise mutual informa-
tion between source and target tokens to extract
word alignments, instead of the cosine similar-
ity or dot product which is mostly used in recent
approaches. Our experiments show that our pro-
posed PMI-Align approach could outperform
the rival methods on five out of six language
pairs. Although our approach requires no par-
allel training data, we show that this method
could also benefit the approaches using parallel
data to fine-tune pre-trained language models
on word alignments. Our code and data are
publicly available!.

1 Introduction

Word alignment, as the task of finding the corre-
sponding source and target tokens in a parallel sen-
tence, was well-known as an essential component
of statistical machine translation (SMT) systems.
Despite the dominance of neural machine trans-
lation (NMT) in recent years, word alignment is
still a notable area of research due to its usage in
a wide variety of NLP applications, such as an-
notation projection (Yarowsky et al., 2001; Padé
and Lapata, 2009; Huck et al., 2019; Nicolai and
Yarowsky, 2019), bilingual lexicon extraction (Am-
mar et al., 2016; Shi et al., 2021; Artetxe et al.,
2019), typological analysis (Lewis and Xia, 2008;
Ostling, 2015), guided alignment training of NMT
(Liu et al., 2016; Chen et al., 2016; Alkhouli et al.,
2018), and evaluation and analysis of translation
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Figure 1: Similarity matrix consists of cosine similari-
ties between subword representations (a) vs. PMI matrix
(b) for an English-Persian sentence pair. Both measures
are normalized with min-max normalization to be com-
parable. Red boxes denote the gold alignments.

outputs (Anthony et al., 2019; Neubig et al., 2019;
Wang et al., 2020).

For many years statistical methods such as IBM
models (Brown et al., 1993) and tools implemented
based on them, namely GIZA++ (Och and Ney,
2003) or fast-align (Dyer et al., 2013), were among
the most popular solutions to the word alignment
task. Following the rise of deep neural models, sev-
eral attempts have been made to extract word align-
ments from NMT models and their attention ma-
trices (Peter et al., 2017; Ghader and Monz, 2017,
Zenkel et al., 2020; Zhang and van Genabith, 2021).
However, most of these methods, as well as the
statistical aligners, require a sufficient amount of
parallel training data to produce high quality word
alignments. Recently, Jalili Sabet et al. (2020) have
shown that high quality word alignments could be
achieved using pre-trained multilingual language
models (LMs), like MBERT Devlin et al. (2019)
and XLMR Conneau et al. (2020). Their proposed
method called SimAlign, extracts word alignments
from similarity matrices induced from multilingual
contextualized word embeddings with no need for
parallel training data, which is very useful for low-
resource language pairs. Afterwards, Dou and Neu-
big (2021) and Chi et al. (2021) proposed methods
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called probability thresholding and optimal trans-
port to extract alignments using the similarity ma-
trices derived from pre-trained LMs. They have
also proposed some word alignment objectives to
fine-tune the pre-trained models over parallel cor-
pora.

In this paper, we follow the work done by
Jalili Sabet et al. (2020) to extract alignments from
pre-trained LMs without requiring any parallel
training data and propose PMI-Align. Our main
contribution is proposing to compute the point-wise
mutual information (PMI) between source and tar-
get tokens and using the PMI matrices instead of
similarity matrices made of cosine similarities be-
tween the representation vectors of each source
and target tokens, to align words. We argue that
our proposed PMI-based method could align better
as it considers the total alignment probability of
each source or target token, as well as the joint
alignment probabilities (equivalent to cosine simi-
larities). This could alleviate the so-called hubness
problem (Radovanovic et al., 2010) in high dimen-
sional spaces, where some token’s representation
is close to many others (see _went in Figure 1).
We perform experiments on six different language
pairs and show that our method could surpass other
alignment methods on five of them. We also con-
duct our experiments on different pre-trained LMs
to show that PMI-Align could be advantageous
regardless of the pre-trained model used.

2 Proposed Method

In this section, we first discuss how we define and
compute the PMI matrix for each sentence pair and
then we describe our alignment extraction method
using the PMI matrix.

2.1 Point-Wise Mutual Information

Point-wise mutual information (PMI) is a well-
known measure of association in information the-
ory and NLP and it shows the probability of two
events x and y occurring together, compared to what
this probability would be if they were independent
(Fano, 1961). It is computed as follows:

<Mﬂ@yy:bg£gﬁL (1)

p(x)p(y)

In the context of word alignments, we define the
PMI for a source and target token in a sentence pair
as how more probable two tokens are to be aligned
than if they are aligned randomly. Given a sentence

x =< X1,...,X, > in the source language and its
corresponding target sentence y =< yi,...,Vmm >,
the joint alignment probability of two tokens, x;
and y;, could be computed as:
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where h,, is the contextualized embedding vector
of x; extracted from a pre-trained multilingual lan-
guage model and sim(.) is the cosine similarity
measure. The total alignment probability of x; and
yj, i.e., p(x;) and p(y;), could also be computed
according to the total probability rule as follows:

Y plxiy)) A3)
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By calculating the PMI for each source and tar-
get token in a parallel sentence, we obtain the PMI
matrix for that sentence pair, that could be used to
extract alignments instead of similarity matrix in
SimAlign (Jalili Sabet et al., 2020). The advantage
of using PMI to align words is that it also consid-
ers the total alignment probability of each source
and target token in addition to their joint alignment
probability, which is equivalent to the similarity
measure. This leads to reduce the probability to
align the token pairs that one of them has high
similarities to many other tokens, and thus could
alleviate the so-called hubness problem in high di-
mensional spaces where some data points called
hubs are the nearest neighbors of many others.

2.2 Extracting Alignments

To extract word alignments, we follow the sim-
ple Argmax method proposed in Jalili Sabet et al.
(2020). Thus, we first obtain the source to target
and target to source alignment matrices using the
argmax over each row and each column of the PMI
matrix, respectively. Next, we intersect these two
matrices to get the final word alignment matrix. In
other words, the final alignment matrix A;; = 1 iff
i = argmaxi(PMIy;) and j = argmaxy(PMI).

Since the above method would extract align-
ments on the subword level, we follow the heuris-
tic used in previous work to obtain the word-level
alignments by considering two words to be aligned
if any of their subwords are aligned (Jalili Sabet
et al., 2020; Zenkel et al., 2020; Dou and Neubig,
2021).
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3 Experiments and Results

3.1 Datasets

We perform our experiments on six public datasets,
as in (Jalili Sabet et al., 2020), consists of English-
Czech (En-Cs), German-English (De-En), English-
Persian (En-Fa), English-French (En-Fr), English-
Hindi (En-Hi) and Romanian-English (Ro-En) lan-
guage pairs. The statistics and URLs of these
datasets are available in Table 2 in Appendix A.

3.2 Models and baselines

We compare our method with the following three
state-of-the-art methods proposed to extract align-
ments from pre-trained multilingual LMs without
using parallel training data. For all these methods
default parameters were used in our experiments.

SimAlign® (Jalili Sabet et al., 2020): They pro-
pose three methods to extract alignments from
similarity matrices, called Argmax, Itermax
and Match. Although Itermax and Match
methods could not make significant improve-
ments over Argmax and the Argmax method
had better AER results for most of language
pairs while using the XLMR-base model, they
have argued that the Itermax method, which
tries to apply Argmax iteratively, could be ben-
eficial for more distant language pairs. Thus,
we report both Argmax and Itermax results in
our experiments to compare with our method.

Probability Thresholding® (Dou and Neubig,
2021): In this method they apply a normal-
ization function, i.e., softmax, to convert the
similarity matrix of tokens into source to tar-
get and target to source alignment probability
matrices. Afterwards, they extract the aligned
words as the words that their alignment prob-
abilities in both matrices exceed a particular
threshold.

Optimal Transport* (Chi et al., 2021): This
method was proposed in both Dou and Neu-
big (2021) and Chi et al. (2021), and tried to
model the word alignment task as the known
optimal transport problem (Cuturi, 2013). Us-
ing the similarity matrix, this method at-
tempted to find the alignment probability ma-
trix that maximizes the sentence pair similar-

Zhttps://github.com/cisnlp/simalign
3https ://github.com/neulab/awesome-align
*https://github.com/CZWin32768/XLM-Align

ity. In our experiments, we use the method
proposed by Chi et al. (2021) that utilizes the
regularized variant of the optimal transport
problem (Peyré et al., 2019), as it reported
better results.

There are also many attempts made to improve
the pre-trained LMs by fine-tuning on some par-
allel corpora to better align words. However, as
our approach is irrelevant to the pre-trained model
and our focus is on the alignment extraction in-
stead of the model, we do not include those meth-
ods in our experiments. To demonstrate the effec-
tiveness of our PMI-based alignment regardless of
the utilized pre-trained multilingual LM, we con-
duct our experiments on M-BERT (Devlin et al.,
2019), XLMR-Base (Conneau et al., 2020) and
XLM-Align (Chi et al., 2021) which is fine-tuned
on a word-alignment task, to show that our method
could also be advantageous on more cross-lingually
aligned models. All these models are publicly avail-
able in the Hugging Face platform (Wolf et al.,
2020).

3.3 Results

Table 1 shows the results of our alignment tech-
nique compared to previous methods while using
different pre-trained LMs. Following the previous
work (Jalili Sabet et al., 2020; Dou and Neubig,
2021; Chi et al., 2021), we use the 8th layer’s rep-
resentations of each pre-trained model to compute
the similarity or PMI matrices. We also use the
alignment error rate (AER) (Och and Ney, 2003)
as the evaluation metric.

As Table 1 shows, our PMI-Align method could
consistently outperform the other methods in all
language pairs except En-Fr, regardless of the pre-
trained model used. Compared to Argmax, our
method performs better for about 1% or more in
AER, while using the XLMR-Base model (except
for En-Fr), which exclusively shows the benefits of
using the PMI matrix instead of the similarity ma-
trix. We also see that the PMI-Align could surpass
the Itermax method for more distant language pairs
such as En-Fa and En-Hi, where it was claimed
to have the most advantage. Results show that
our method could also be beneficial while using a
model pre-trained on a word alignment task, i.e.,
XLM-align, which is expected to have more cross-
lingually aligned representations, and less hubness
problem.

The only language pair that our method could
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Aignment Error Rate

Pretrained Model Alignment method En-Cs De-En En-Fa En-Fr En-Hi Ro-En Ave
SimAlign - Argmax 128 185 371 58 441 344 255

VLBERT SimAlign - Itermax 150 190 338 9.0 413 312 249
Probability Thresholding  12.6 174 339 56 412 321 238

Optimal Transport 12.9 17.8 33.9 6.0 40.9 317 239

PMI-Align 11.8 170 328 57 393 309 229

SimAlign - Argmax 125 189 302 64 388 282 225

SimAlign - Ttermax 150 202 291 100 387 274 234

XIMR-Base o bability Thresholding 174 23.1 350 92 426 320 266
Optimal Transport 12.3 17.7 29.0 7.5 379 275 220

PMI-Align 117 174 281 73 375 268 215

SimAlign - Argmax 107 166 284 56 346 277 206

. SimAlign - Ttermax 141 189 276 103 338 271 220
XLM-Align o bability Thresholding 137 185 296 7.9 352 284 222
Optimal Transport 11.1 16.6 28.0 6.6 34.0 27.0 20.6

PMI-Align 104 160 267 62 334 263 198

Table 1: AER results of our PMI-Align method compared to the other alignment extraction methods on 6 language

pairs, while using different pre-trained models. The overall best results are in bold.

not outperform prior methods is En-Fr. This could
be due to the closeness of these two languages, as
they have many shared subwords and similar word
orderings. As a result, pre-trained models for this
language pair are better trained and could strongly
produce similar representations for aligned words,
which reduces the hubness problem to a great ex-
tent. Thus, using PMI instead of the similarity
matrix could not help. However, our method’s
performance while using the M-BERT model is
comparable to the best results, with about 0.1%
difference in AER. Several samples are shown in
Appendix B, to better intuitively compare PMI-
Align and Argmax, which could better show the
benefits of using the PMI matrix instead of the
cosine similarities.

4 Related Work

Statistical aligners based on IBM models (Brown
et al., 1993), such as Giza++ (Och and Ney, 2003)
and fast align (Dyer et al., 2013) were the most
dominant tools for word alignment until the late
2010s. With the rise of neural machine transla-
tion models, several attempts made to extract align-
ments from them (Ghader and Monz, 2017; Garg
et al., 2019; Li et al., 2019; Zenkel et al., 2020;
Chen et al., 2021; Zhang and van Genabith, 2021).
However, all these models need parallel training

data and could not utilize pre-trained contextu-
alized embeddings. Recently, Jalili Sabet et al.
(2020) have proposed methods to extract align-
ments from similarity matrices induced from multi-
lingual LMs without the need for training on par-
allel data. Following this work, we propose a PMI
measure to score and align words in each sentence
pair, instead of cosine similarity. Some other align-
ment extraction methods using multilingual LMs
were also provided by Dou and Neubig (2021) and
Chi et al. (2021). They both also proposed several
training objectives related to word alignments to
fine-tune multilingual LMs on parallel data, as in
some other recent works (Cao et al., 2020; Wu and
Dredze, 2020; Lai et al., 2022).

5 Conclusions

This paper presents a word alignment extraction
method based on the PMI matrices derived from
cross-lingual contextualized embeddings, instead
of just the similarity matrices. We proposed a way
to compute the PMI matrix for each sentence pair
and argued that using this PMI measure would be
beneficial since for each source-target word pair,
it considers not only their similarity to each other
but also their similarity values to the other tokens
of the sentence, that could mitigate the hubness
problem.
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Experimental results show that our PMI-Align
method could outperform the previous alignment
extraction methods in five out of six language pairs,
regardless of the base pre-trained language model
used to derive word embeddings. Although our
method does not require any parallel training data,
our experiments show that it could also benefit the
approaches using such data to fine-tune the pre-
trained models for better word alignments. In fu-
ture work, the proposed PMI matrix could be inves-
tigated in other cross-lingual or even monolingual
applications, like the translation quality estimation
or the evaluation of text generation tasks, instead
of the similarity matrix.

Limitations

Although our proposed aligner has surpassed the
existing LM-based alignment extraction methods
in most of the datasets, it could not make any im-
provement for the En-Fr language pair, as shown
in Table 1. This suggests that our proposed method
might be only beneficial for more distant languages.
On the other hand, for similar languages, it not only
cannot add any information to the similarity matrix,
but also its estimation for the alignment probabil-
ities might add noise to the alignment extraction
method. Thus, investigating ways to more effec-
tively estimate the alignment probabilities of source
and target tokens might be helpful in future work.

Another limitation of our method, as well as
other LM-based aligners, is that they first extract
subword-level alignments, and then heuristically
map them to word-level. By observing the aligner
outputs, we realize that many errors occur when the
pre-trained LM can not efficiently split words into
meaningful subwords. This happens more often
for low-resource languages or far languages from
English (like Persian or Hindi). Thus, achieving
better subword tokenization in pre-trained LMs
or applicable methods to convert subword-level
representations into word-level could help improve
the quality of LM-based aligners.
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A Data Statistics

Table 2 shows the number of sentences and the
download links of the test datasets we used in our
experiments.

B Alignment Examples

Figures 2 and 3 illustrate some sentence pair exam-
ples comparing our PMI-Align method to SimA-
lign. They clearly show the advantages of using the
PMI matrix over the similarity matrix. Both matri-
ces are normalized with min-max normalization to
be comparable.

C Number of Parameters and Runtimes

We use 3 pre-trained models in our experiments:

MBERT (Devlin et al., 2019), which is pre-trained
with masked language modeling (MLM) and
next sentence prediction on Wikipedia of 104
languages.

XLMR-base (Conneau et al., 2020), pre-trained
with MLM on large-scale CommonCraw] data
for 100 languages.

XLM-align (Chi et al., 2021), pre-trained with
translation language modeling (TLM) and
denoising word alignment (DWA) for 14
English-centric language pairs, along with
MLM for 94 languages.

Our method has no parameters itself. However,
considering the parameters of the used pre-trained
LM, MBERT has about 170 million parameters,
while XLMR-base and XL.M-align both have about
270 million parameters.

Since our word aligner is simple and efficient,
we did all our experiments on an Intel(R) Core(TM)
i7-6700 CPU with 32GB memory and it just took
about 0.1 seconds on average to align each parallel
sentence in our whole dataset, while using XLMR-
base model.

Table 2: Statistics and links for test datasets (Jalili Sabet et al., 2020)

Language pair

‘ # of sentences ‘ Link

En-Cs (Marecek, 2008) 2500
En-De 508
En-Fa (Tavakoli and Faili, 2014) 400
En-Fr (Och and Ney, 2000) 447

En-Hi 90
En-Ro (Mihalcea and Pedersen, 2003) 203

http
http
http
http
http
http

://ufal.mff.cuni.cz/czech-english-manual-word-alignment
://www-1i6.informatik.rwth-aachen.de/goldAlignment
://eceold.ut.ac.ir/en/node/940
://web.eecs.umich.edu/~mihalcea/wpt
://web.eecs.umich.edu/~mihalcea/wpt@5

://web.eecs.umich.edu/~mihalcea/wpt@5
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Figure 2: Similarity matrices (left) vs. PMI matrices (right) along with the word-level alignments extracted using
SimAlign vs. PMI-Align for some parallel sentence pairs. Red boxes indicate the gold alignments, whereas red
ovals show the aligners’ outputs.
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