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Abstract

Few-shot fine-tuning and in-context learning
are two alternative strategies for task adapta-
tion of pre-trained language models. Recently,
in-context learning has gained popularity over
fine-tuning due to its simplicity and improved
out-of-domain generalization, and because ex-
tensive evidence shows that fine-tuned models
pick up on spurious correlations. Unfortunately,
previous comparisons of the two approaches
were done using models of different sizes. This
raises the question of whether the observed
weaker out-of-domain generalization of fine-
tuned models is an inherent property of fine-
tuning or a limitation of the experimental setup.
In this paper, we compare the generalization
of few-shot fine-tuning and in-context learn-
ing to challenge datasets, while controlling for
the models used, the number of examples, and
the number of parameters, ranging from 125M
to 30B. Our results show that fine-tuned lan-
guage models can in fact generalize well out-
of-domain. We find that both approaches gen-
eralize similarly; they exhibit large variation
and depend on properties such as model size
and the number of examples, highlighting that
robust task adaptation remains a challenge. '

1 Introduction

Adapting a pre-trained language model to a target
task is of high practical importance to the natural
language processing (NLP) community (as seen
in Peters et al., 2018; Howard and Ruder, 2018;
Devlin et al., 2019; Brown et al., 2020, inter
alia). Among the commonly used fask adaptation
strategies, two stand out: fine-tuning (FT) and
in-context learning (ICL).2

'Code available at: https://github.com/uds-Isv/IImft.

2We describe both these strategies in further detail in Sec-
tion §2. In short, fine-tuning a model involves a supervised
learning setup on a target dataset; while ICL involves prompt-
ing a model with a series of input—label pairs, without updating
the model’s parameters.
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Figure 1: In-domain (RTE) and out-of-domain perfor-
mance (HANS) for in-context learning (ICL) and fine-
tuning (FT) with OPT models of various sizes. We
fine-tune models using pattern-based fine-tuning. We
report results using 10 different data seeds. When using
16 samples, ICL’s performance with a 30B model is
comparable to that of FT with smaller models (6.7B)
and for most model sizes, FT outperforms ICL (see Ta-
ble 1a for significance tests). — in the x- and y-axes
indicates majority class accuracy.

Both approaches come with pros and cons: ICL
reuses a single pre-trained model for various down-
stream tasks, allows specifying the desired behav-
ior via natural language, and has recently shown
impressive results on challenging reasoning tasks
(Brown et al., 2020; Wei et al., 2022; Press et al.,
2022b). However, the model’s context size lim-
its the number of demonstrations that can be used.
For instance, using 32 randomly selected examples
from the RTE dataset (Dagan et al., 2006) already
exceeds the context size of OPT models (Zhang
et al., 2022).% In addition, ICL is highly sensitive
to the format and order of its inputs (Lu et al., 2022;
Min et al., 2022). FT, on the other hand, typically
results in a single specialized model per task,* and
can be applied to training sets of arbitrary size.
However, such models are sensitive to initialization

3While GPT-3 and OPT both have a context size of 2048
tokens, more recent models such as GPT-4 (OpenAl, 2023) —
which has been developed concurrently to this work — support
larger contexts of up to 8192 tokens.

*Parameter-efficient FT methods (e.g. Ben Zaken et al.
(2022); Hu et al. (2022)) address this issue and allow to re-use
most of the pre-trained weights across tasks.
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(Dodge et al., 2020) and can suffer from instability
during training (Mosbach et al., 2021).

For text classification tasks, where both strate-
gies often lead to similar performance on in-domain
data (when using the same amount of data), recent
works have argued that ICL leads to better out-
of-domain (OOD) generalization (Si et al., 2023;
Awadalla et al., 2022). However, these compar-
isons of generalization abilities were not conducted
under equal conditions. Most studies compare the
ICL abilities of large models (e.g. GPT-3, 175B;
Brown et al., 2020) to the FT abilities of much
smaller models (e.g. RoBERTa-large, 350M; Liu
et al., 2019). These comparisons raise the ques-
tion of whether FT indeed leads to weaker OOD
generalization than ICL, or whether this is just a
byproduct of the experimental setup. In Figure 1,
we show this is indeed the case: when given only
16 examples, fine-tuning a 6.7B parameters model
already achieves similar results to ICL with a 30B
model, and FT performance keeps improving with
larger models.’> Moreover, we show in Section 4.1
that fine-tuning performance improves even further
when training on more data.

In this paper, we compare ICL and FT on an
equal footing (§3). We compare both strategies
using the same model (OPT; Zhang et al., 2022),
the same number of parameters (from 125M to
30B), and the same number of examples. Our re-
sults and analyses (§4) show that both approaches
often achieve comparable results. Both methods
are unstable and can perform badly on in-domain
and OOD data due to training instability, or prompt
choice. We also find that both approaches improve
as we increase model size, and that, for the models
and datasets we consider, FT often generalizes
even better than ICL. Notably, this is in contrast to
prior work (§7), highlighting the need for fair com-
parisons of task adaptation strategies. Based on our
findings, we discuss the strengths and limitations
of FT and ICL (§6), which can inform when to use
and how to get the most out of each method.

2 Background

2.1 Fine-tuning

Fattern-based fine-tuning (PBFT) is a recently pro-
posed FT approach that uses the pre-trained lan-
guage modeling head® instead of a randomly ini-

STable 1a presents significance tests for these results.
®In the case of encoder-only masked language models,
such as BERT, this is usually an MLP layer. In the case of

tialized classifier (as used in standard fine-tuning;
Howard and Ruder 2018; Devlin et al. 2019),
to obtain predictions (Schick and Schiitze, 2021;
Gao et al., 2021b, inter alia). Compared to
vanilla FT, we have to specify an input pattern
(to cast the task as a language modeling prob-
lem) and define a verbalizer (which maps tokens
in the pre-trained model’s vocabulary to labels;
Schick et al., 2020). For example, a NLI pattern
might look as follows: {premise} Question:
{hypothesis} Yes or No?, and the verbal-
izer will use Yes and No as tokens. Given these
inputs and targets, model parameters are fine-tuned
as usual. This method has been shown to be effi-
cient for few-shot learning despite having no advan-
tage over vanilla FT when the number of examples
is large (Tam et al., 2021; Logan IV et al., 2022).

2.2 In-context learning

In-context learning (ICL) is a task adaptation strat-
egy that does not update the weights of the pre-
trained model (Brown et al., 2020); instead, ICL
adapts a model to a task by conditioning it on
a sequence of demonstrations. A demonstration
typically refers to an input x accompanied by its
ground-truth label y, both of which have been con-
verted to a specific format using a pattern and a
verbalizer (similar to PBFT). ICL thus feeds the
model a sequence of such demonstrations, followed
by the test input (modified by applying the pattern
transformation). The language model is then ex-
pected to predict the label of this final data point.’
Recent work has argued that ICL leads to better
out-of-domain performance, when compared to FT
(Si et al., 2023; Awadalla et al., 2022). We show
that this often does not hold.

3 A fair comparison of FT and ICL

We perform a fair comparison of task adaptation
via FT and ICL, focusing on in-domain and OOD
generalization. We compare them in the few-shot
setting using the same models. In the following
paragraphs, we provide details about our setup.

In-domain generalization We measure in-
domain generalization by measuring accuracy on
the validation set of each dataset. This is a common
practice in analysis works, and used in previous
work (Utama et al., 2021; Bandel et al., 2022).
decoder-only models, such as OPT, this is a linear projection.
"The evaluation only considers the probabilities assigned to

the verbalizer tokens, ignoring any probability mass assigned
to other tokens. See §3 for details.
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Out-of-domain generalization We consider
OOD generalization under covariate shift (Hupkes
et al., 2022). Specifically, we focus on generaliza-
tion to challenge datasets, designed to test whether
models adopt a particular heuristic, or make predic-
tions based on spurious correlations during infer-
ence (McCoy et al., 2019; Elazar et al., 2021).

Models We run all our experiments using 7
different OPT models (Zhang et al., 2022) ranging
from 125 million to 30 billion parameters, all
of which have been trained on the same data.
This allows us to study the effect of model size
on performance without the confound of using
different training data.®

Tasks and datasets We focus on two classifica-
tion tasks in English: natural language inference
(NLI) and paraphrase identification. For NLI, we
use MNLI (Williams et al., 2018) and RTE (Da-
gan et al., 2006) as in-domain datasets, and evaluate
OOD generalization on the lexical overlap subset of
HANS (McCoy et al., 2019).° We binarize MNLI
by removing the neutral examples'® which allows
us to better compare MNLI with RTE (which only
has two labels). For paraphrase identification, we
train on QQP (Sharma et al., 2019) and evaluate
OQOD generalization on PAWS-QQP (Zhang et al.,
2019). Given the large size of the QQP validation
set (more than 300k examples), we randomly select
1000 validation examples.

Few-shot setup We follow the same procedure
for both approaches. We randomly sample n €
{2, 16, 32,64, 128} examples from the in-domain
training set of a given dataset (unless stated oth-
erwise).!! Due to the high sensitivity of both ap-
proaches to the used pattern, as well as to the or-
dering of the demonstrations in ICL (Webson and
Pavlick, 2022; Lu et al., 2022), we sample 10 dif-
ferent sets of examples for each n. We also ex-
periment with 3 different patterns, resulting in 30
runs per n and adaption method.'? Table 5 in Ap-
pendix A.3 provides an overview of the patterns
and verbalizers for each task.

8OPT 30B is the largest model we were able to fit given
our resources.

°Due to similar trends on different HANS subsets in pre-
liminary experiments, we focus on the lexical overlap subset.

%We compare this to merging the neutral and contradiction
classes in Appendix B.3, and obtain very similar results.

"'We sample an equal number of examples per label.

]zExcept for QQP, where we experiment with only 2 pat-
terns, as one of the patterns is not applicable.

FT setup We perform few-shot PBFT using a
minimal pattern (Logan IV et al., 2022), which
simply adds a question mark at the end of ev-
ery example. For the NLI verbalizer, we use
Yes and No, which we map to the task’s labels
entailment and not—-entailment respec-
tively. For QQP, we also use Yes and No and map
them to not-duplicate and duplicate.!?
We follow the recommendations of Mosbach et al.
(2021) and fine-tune all models for 40 epochs us-
ing a learning rate of 10~° which increases linearly
(warmup) for the first 10% of the training steps
and is kept constant afterward. Details of all hyper-
parameters are provided in Appendix A.5.

ICL setup Given OPT’s fixed context size of
2048 tokens we are limited in the number of exam-
ples used for demonstration. Our main experiments
focus on 16 demonstrations, but we also present ad-
ditional experiments using 2 and 32 demonstrations
in Appendix B.'*. We consider a prediction to be
correct if the probability assigned to the verbalizer
token of the ground-truth label is larger than the
probability of the other verbalizer token. We use
the same verbalizer tokens as for fine-tuning.

4 Results

We present the results for in-domain and OOD
model performance in Figure 2, comparing both
ICL and FT. We perform task adaptation using 16
examples for both strategies. For ICL, we provide
additional results that demonstrate the importance
of choosing the right pattern and number of
demonstrations in Appendix B.2. For FT, we
provide more details, ablations and discussion of
various choices later in this section.

In-domain performance For MNLI and RTE,
both ICL and FT exhibit in-domain performance
above the majority baseline for most model sizes.
Focusing on ICL, MNLI and RTE in-domain perfor-
mance improves as model size increases. On MNLI
the largest model (30B) obtains an average perfor-
mance of 71.4% and a maximum performance of
74.9%. On RTE, ICL with the same model achieves
an average and maximum performance of 61.7%
and 66.8% respectively. On QQP, the trend of
improved performance with increasing model size

BPreliminary experiments showed that Yes and No is a
strong verbalizer for binary classification tasks. This is consis-
tent with previous findings (Webson and Pavlick, 2022).

!4With the exception of RTE, where 32 examples do not fit
OPT’s context size
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Figure 2: ICL and FT results for OPT models of various sizes. For each approach, we use 16 examples and perform
model selection according to OOD performance. We plot 10 runs per model size which differ only in the data seed.

— in the x- and y-axis indicates majority class accuracy.

FT FT
125M  350M 1.3B 2.7B 6.7B 13B 30B 125M  350M 1.3B 2.7B 6.7B 13B 30B
125M  —-0.00 0.01 0.02 0.03 0.12 0.14 0.09 125M  —0.00 0.00 0.02 0.01 0.10 0.11 0.07
350M —0.00 0.01 0.02 0.03 0.12 0.14 0.09 350M —0.00 0.00 0.02 0.01 0.10 0.11 0.07
1.3B —0.00 0.01 0.02 0.03 0.12 0.14 0.09 1.3B —0.01 —-0.00 0.01 0.01 0.10 0.11 0.07
5 2.7B —0.00 0.01 0.02 0.03 0.12 0.14 0.09 d 2.7B —0.01 —-0.00 0.01 0.01 0.09 0.10 0.07
= 6.7B —0.00 0.01 0.02 0.03 0.12 0.14 0.09 = 6.7B —0.01 -0.01 0.01 0.00 0.09 0.10 0.06
13B —-0.04 —-0.02 -0.01 —0.00 0.09 0.11 0.05 13B —0.03 —0.03 —-0.02 -0.02 0.07 0.08 0.04
30B —0.11 —-0.09 -0.08 —0.08 0.02 0.03 —-0.02 30B —0.07 —-0.07 -0.05 —0.06 0.03 0.04 0.00
(a) RTE (b) MNLI

Table 1: Difference between average out-of-domain performance of ICL and FT on RTE (a) and MNLI (b) across
model sizes. We use 16 examples and 10 random seeds for both approaches. For ICL, we use the gpt —3 pattern.
For FT, we use pattern-based fine-tuning (PBFT) and select checkpoints according to in-domain performance.

We perform a Welch’s t-test and color cells according to whether:

, FT

performs significantly better than ICL. For cells without color, there is no significant difference.

is less clear and most models perform worse than
the majority baseline. Table 6 (in Appendix A.4)
compares our ICL results with previous work.

For FT, we similarly observe that in-domain
performance increases with model size. Moreover,
across all datasets and model sizes, FT with just 16
examples leads to similar in-domain performance
as ICL (see Tables 8 and 9 in Appendix B.1 for
statistical tests comparing in-domain performance
of FT and ICL on RTE and MNLI). On QQP, we
again observe no clear relationship between model
size and performance. Only 10 out of 70 models
perform better than the majority baseline.

Out-of-domain performance Turning to OOD
performance, we find that for MNLI and QQP most

of the ICL models perform close to the majority
baseline. On MNLLI, only the largest model (30B)
shows good OOD generalization for 4 out of 10
runs. On RTE, in-domain and OOD performance of
the 30B model mostly overlap, which is consistent
with the findings of Si et al. (2023). In particular,
when comparing the relationship between the in-
domain and OOD performance of the 30B model to
the smallest fine-tuned models (125M and 350M)
one might conclude that ICL leads to better OOD
performance; for FT on MNLI and RTE, indeed,
the smallest models have poor OOD performance.

However, as model size increases, OOD perfor-
mance increases as well, demonstrating that even
in the challenging few-shot setting, fine-tuned mod-
els can generalize OOD. Focusing on the largest
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Figure 3: Comparing model selection strategies in FT. The first and second rows show results for MNLI and RTE
respectively. We train on 16 examples and plot results for 10 runs for each model size. — in the x- and y-axes

indicates majority class accuracy.

models (6.7B, 13B, and 30B) fine-tuned on MNLI,
we find that for most runs, OOD performance is
on par or even better than in-domain performance.
On RTE, the trend is even stronger. Even with the
1.3B model, we observe good in-domain and OOD
performance, and both improve as the models get
larger. Notably, for many models, OOD perfor-
mance is even better than in-domain performance.
In summary, our comparison shows that fine-
tuned language models can generalize OOD as
well or even better than models adapted via ICL
(see statistical tests comparing them in Table 1).
This highlights the importance of comparing adap-
tation approaches using models of the same size.

4.1 A closer look at FT generalization

Having established that few-shot FT can also lead
to strong in-domain and OOD performance, we
now focus on better understanding the individ-
ual choices that impact the in-domain and out-of-
domain performance of FT. Given that on QQP,
most models achieve close to majority accuracy,
we focus on MNLI and RTE in the following and
present results for QQP in Appendix B.

The role of model selection Our FT results in
Figure 2 show that many fine-tuned models lead
to good out-of-domain generalization. But what
is the role of model selection in identifying these
checkpoints? To answer this question, we compare
selecting the model (a) with the best in-domain

performance, (b) at the end of fine-tuning, and (c)
with the best out-of-domain performance. Figure 3
shows the results when fine-tuning on 16 examples.
Results for additional sample sizes are shown in
Figures 11 to 13 in Appendix B.3.

Our results show that when performing model se-
lection according to in-domain performance, only
the largest models achieve good OOD performance.
On the other hand, when performing model se-
lection according to OOD performance, smaller
models can also generalize well (e.g. for the 2.7B
model on RTE, 7 out of 10 models have equal or
even better OOD than in-domain performance), and
this trend persists as model size increases. Inter-
estingly, on RTE, we also observe models with a
strong OOD performance when selecting the last
checkpoint, which typically leads to poor OOD
performance on MNLI.

Training on more data In contrast to ICL, where
the maximum number of demonstrations is limited
by the context size of a model, FT allows us to
perform task adaptation using arbitrary amounts
of data. Here, we analyze how the relationship
between in-domain and OOD performance is im-
pacted by training on more data. Figure 4 shows
the results for MNLI and RTE, and results for QQP
are provided in Figure 13 in Appendix B.3. For the
smallest models, we find that while in-domain per-
formance increases with more training data, OOD
performance remains low, which is consistent with
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Figure 4: Exploring the effect of increasing training examples on FT. The first and second rows show results for
MNLI and RTE respectively. We plot results for 10 runs for each model size and perform model selection according
to out-of-domain performance. — in the x- and y-axes indicates majority class accuracy.

previous work (Utama et al., 2021). However, for
larger models, OOD performance improves as the
amount of training data increases and the same
trend can be observed when performing model se-
lection according to in-domain performance (see
Figures 11 to 13 in Appendix B.3).

How much OOD data is needed? In the experi-
ments so far, we evaluated the models on the full
evaluation set (unless mentioned otherwise). Fur-
ther, we selected FT models based on this eval-
uation; choosing the best model according to its
in-domain or OOD performance in this entire set.
This setup is not realistic, since in such a scenario
where large amounts of data are available for eval-
uation, it can be used more effectively for training
(Zhu et al., 2023). Hence, in this experiment, we
quantify the ability to estimate a model’s perfor-
mance on OOD data using smaller evaluation sets.
We fine-tune OPT 13B on MNLI using 128 exam-
ples using three different data seeds and plot the
OOD generalization in Figure 5. Our results show
that using just 50 randomly selected examples is
sufficient to distinguish checkpoints that generalize
well from those that do not, which would allow
us to select, with only these 50 examples, the best
OOD checkpoint in a model’s training run. This
is also reflected in the Pearson correlation of the
OOD performance during FT when evaluating it
on all vs. 50 examples, which is very high: 0.99.

4.2 Comparing fine-tuning approaches

Lastly, we investigate the importance of perform-
ing pattern-based FT instead of vanilla FT by fine-
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Figure 5: Estimating OOD performance using less data.
We compare OOD performance estimated using all vs.
50 examples when fine-tuning OPT 13B on RTE. Each
color corresponds to a run with a different data seed.

tuning a model with a randomly initialized clas-
sification head (Howard and Ruder, 2018; Devlin
et al., 2019). Further, as an extra fine-tuning strat-
egy, we also apply LoRA (Hu et al., 2022) — a
recently proposed approach for parameter-efficient
fine-tuning — on top of pattern-based FT for com-
parison. This makes adaptation via FT more sim-
ilar to adaptation via ICL as it allows the re-use
of a large fraction of the weights of a pre-trained
language model across tasks.'> We fine-tune all
models on 16 examples from RTE and present the
results in Figure 6. For all FT approaches, we
observe a clear improvement in both in-domain
and OOD performance as models become larger.
Compared to vanilla FT, pattern-based FT leads to
better overall performance. When combined with

SWe provide more details on both approaches in Ap-
pendix A.S.
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Figure 7: ICL and FT results for Pythia models on RTE.
We fine-tune models using PBFT. For each approach, we
use 16 examples and perform model selection according
to in-domain performance. We plot 10 runs per model
size which differ only in the data seed. — in the x- and
y-axes indicates majority class accuracy.

LoRA, pattern-based FT leads to very similar per-
formance as training all parameters. These results
demonstrate the generality of our findings beyond
a specific FT method.

4.3 Our findings generalize beyond OPT

Figure 7 provides a comparison of ICL and FT
using Pythia models'® of different sizes ranging
from 410M to 12B parameters (Biderman et al.,
2023). The corresponding significance tests for
OOD performance are shown in Table 2 (signifi-
cance tests for in-domain performance are in Ap-
pendix C). Similar to OPT, all Pythia models have
been trained on the same data, and in the same or-
der. We fine-tune using PBFT and select models
according to in-domain performance. The results
for additional patterns, model selection strategies,
and sample sizes are discussed in Appendix C.
Similarly to OPT, we observe a clear effect of
model size on both in-domain and OOD perfor-
mance. For most model sizes, FT leads to signifi-
cantly better OOD performance than ICL and both

1We use the non-deduped models.

FT
410M 14B 28B 69B 12B

410M 002 006 005 0.09 0.11
1.4B 001 005 0.04 008 0.10
5 28B 003 001l -000 0.04 0.06
~ 69B 0.01 005 0.04 008 0.10
2B —0.03 0.01 -0.00 0.04 0.06

Table 2: Difference between average out-of-domain
performance of ICL and FT with Pythia models on
RTE. We use 16 examples and 10 random seeds for
both approaches. For ICL, we use the gpt —3 pattern.
For FT, we use pattern-based fine-tuning (PBFT) and
select checkpoints according to in-domain performance.
We perform a Welch’s t-test and color cells according
to whether: s
FT performs significantly better than ICL. For cells
without color, there is no significant difference.

the in-domain and OOD performance of Pythia
models improve drastically as we fine-tune on
more data (see Figure 16). This demonstrates the
generality of our findings beyond a single model.

5 Discussion

Our findings in the previous section demonstrate
that fine-tuned language models can generalize
OOD too, highlighting the importance of compar-
ing adaptation approaches fairly. In this section,
we present further insights from our experiments
and provide a high-level comparison of the pros
and cons of adaptation via ICL and FT.

What signal to learn from? Both our ICL
and FT results exhibit a large variance in both
in-domain and OOD performance. Our results
show different OOD behavior during FT when
varying only the data seed. In addition, as previous
work has shown, the choice of patterns and ver-
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balizers impact both ICL and PBFT performance
in unintuitive ways. For instance, Webson and
Pavlick (2022) find that pattern-based fine-tuned
models perform well even when using misleading
patterns. Here, we find that ICL’s generalization
is heavily dependent on the choice of pattern and
verbalizer. This shows the importance of the choice
of training data and patterns for task adaptation.

Advances in task adaptation The success of
ICL led to the development of new methods for
improving on it further, such as calibration (Zhao
et al., 2021), and chain-of-thought prompting (Wei
et al., 2022). In this work, we focus on the ‘vanilla’
version of ICL and the fine-tuning approach most
similar to it — pattern-based fine-tuning. Our results
suggest that these two approaches are more similar
than previously thought, as they achieve similar
performance both in-domain and OOD. As such,
new methods for ICL can also be applied to PBFT,
and we expect them to achieve similar results.

Analyzing the fine-tuning loss surface Looking
at the OOD generalization curves throughout
fine-tuning (in Figure 5 and additional plots in
Appendix D), we observe that for some runs,
OOD performance fluctuates heavily and models
change their generalization ‘strategy’ during FT.
In Figure 5, we can see that some fine-tuning runs
undergo a dramatic change in OOD performance
after 75 steps. We leave it to future work to further
study this behavior and the relationship between
the FT loss surface and OOD generalization
(Shwartz-Ziv et al., 2022; Juneja et al., 2023).

6 Comparing FT and ICL

This section examines the key features for task
adaptation and compares FT and ICL. We summa-
rize our findings in Table 3. We begin by discussing
features related to user interaction, which can be
found in the first part of the table. FT requires
expertise in model training, whereas ICL only
requires natural language, i.e., non-experts can
use this approach more easily. ICL is also highly
reusable as it does not modify the pre-trained
model and hence, the same model can be used
for many tasks; FT, however, is not as reusable
(with the exception of parameter-efficient methods)
and typically results in a specialized model per
task. Unfortunately, despite its user-friendliness
and reusability, ICL does not work out of the box
for some tasks which require more sophisticated

Feature FT ICL

Users Experts Experts &
Non-experts

Interaction Pre-defined Textual

Reusability Medium High

Applicability to High Limited

low-resource languages

Requires training Yes No

Inference time |test example| est examp l.e |+
|demonstrations|

|Demonstrations| Unlimited <100

Variance High High

SOTA Yes Yes

Size scaling Standard Standard

|Demonstrations| scaling ~ Standard Limited

Invented 2018 2020

Well understood No No

Table 3: A high-level comparison between key features
of fine-tuning and in-context learning.

prompting (Wei et al., 2022).

ICL requires large models to work in contrast
to FT, which works well even with small models
(Devlin et al., 2019). This hinders the applicability
of ICL to models developed for low-resource
languages, as training billion parameter-scale
models requires huge amounts of training data,
which are simply unavailable for many languages.
As such, FT is still the dominating adaptation
approach in this setting (Pfeiffer et al., 2022; Alabi
et al., 2022, inter alia).

Next, we compare technical details regarding
the training and inference of such approaches.
While FT requires training (which when dealing
with large models can become expensive), ICL
does not. On the other hand, the inference time of
fine-tuned models is much smaller than ICL, since
it only includes the time that it takes to process
the minimal pattern and the test instance. When
using ICL, each test instance has to include all
of the demonstrations as well, which increases
the inference time. The fixed context size of the
model also limits the number of demonstrations
that can be used!’, while FT allows for unlimited
training examples. We show in this work that both
methods can achieve strong performance on both
in-domain and OOD datasets. Both approaches
improve with model size, but FT benefits more
from additional samples than ICL does, as was
also shown in previous work (Min et al., 2022).

Finally, we highlight that both methods are

"Note that some methods allow an infinite context (e.g.

Press et al., 2022a; Martins et al., 2022). Most current suc-
cessful LMs, however, have limited context sizes.
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relatively recent: vanilla FT was invented in
2018 (Howard and Ruder, 2018) and ICL in 2020
(Brown et al., 2020).'® As such, these methods
are still poorly understood, and more research is
required on both approaches to better understand
their strengths and weaknesses.

7 Related work

Brown et al. (2020) compare GPT-3’s few-shot in-
context learning performance with fine-tuned lan-
guage models trained in the fully supervised setting,
finding that both approaches lead to similar results
in question answering. However, the fine-tuned
models they compare ICL to are smaller models,
making the task adaptation comparison unfair. For
SuperGLUE, while using smaller models, they find
that FT largely outperforms ICL. This is consistent
with our findings. Even in the few-shot setting, fine-
tuned language models can outperform ICL when
comparing models of the same size. Recently, Liu
et al. (2022) compared parameter-efficient few-shot
FT of TO (Sanh et al., 2022) to ICL with GPT-3,
finding that their parameter-efficient FT approach
outperforms ICL. This is consistent with our find-
ings; however, unlike our work, they only consider
in-domain performance.

Focusing on OOD performance, Si et al. (2023)
investigate the generalization of GPT-3 along vari-
ous axes, including generalization under covariate
shift — as we do. However, they compare models
of different sizes, i.e., RoOBERTa-large and GPT-3
(which has 500 times the number of parameters),
and different training settings, i.e., fully supervised
for FT vs. few-shot for ICL. They observe much
better OOD performance for ICL than FT, conclud-
ing that ICL with GPT-3 is more robust than FT
using BERT or RoBERTa. While this conclusion is
valid, it holds for specific models, rather than the
methods in general. We show how important it is
to compare methods fairly. Based on our compa-
rable results, fine-tuning language models results
in similar or even better OOD generalization. An-
other work that compares the OOD generalization
of different adaptation approaches is Awadalla et al.
(2022). Unlike our choice of MNLI and RTE, they
investigate the robustness of question answering
models under various types of distribution shifts
and find that ICL is more robust to distribution
shifts than FT. Moreover, they argue that for FT,

SPBFT was also invented in 2020 (Schick and Schiitze,
2021).

increasing model size does not have a strong im-
pact on generalization. However, they don’t scale
beyond 1.5B parameters. Our findings suggest that
the relationship between in-domain and OOD per-
formance does depend on model size.

While we focus on the task adaptation of
decoder-only models, Utama et al. (2021) inves-
tigate the OOD generalization of encoder-only
models adapted via pattern-based few-shot FT.
For MNLI and HANS, they find that these models
adopt similar inference heuristics to those trained
with vanilla FT and hence perform poorly OOD.
They observe that models rely even more on
heuristics when fine-tuned on more data. This
is in contrast to our results where we find that
pattern-based few-shot FT can lead to good OOD
generalization, and OOD generalization improves
as we train on more data. We attribute this to the
fact that they experiment with a smaller model
(RoBERTa-large; 350M).!° Lastly, Bandel et al.
(2022) show that masked language models can
generalize well on HANS if fine-tuned for a
sufficient number of steps. While they focus on
fine-tuning on the entire dataset, their findings
provide additional evidence that fine-tuned
language models can generalize well OOD.

8 Conclusion

We perform a fair comparison between in-domain
and OOD generalization of two alternative task
adaptation strategies: Few-shot ICL and FT.
We compare OPT models (Zhang et al., 2022)
ranging from 125M to 30B parameters on three
classification datasets across two tasks. We find
that for both approaches, performance improves
as models become larger. For the largest models
we experiment with (OPT-30B), we find that FT
outperforms ICL on both in-domain and OOD per-
formance and even improves further as we train on
more data. However, our results also demonstrate
that the performance of both FT and ICL exhibits
high variance, highlighting that truly robust task
adaptation remains an open challenge. We end by
providing a high-level comparison between the
two approaches, listing the benefits and limitations
of each, and discussing some future directions.

9This is also related to Warstadt et al.’s (2020) results, who
show that better pre-trained models are less prone to rely on
superficial (and potentially spurious) features for predictions.
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9 Limitations

In this work, we focus on a specific type of OOD
generalization, namely, covariate shift (Hupkes
et al., 2022). Under this setup, we refer to OOD as
the specific challenge datasets we use. As such, dif-
ferent conclusions might be reached by repeating
the experiments and evaluating different datasets.

We focus specifically on OPT decoder-only mod-
els as the goal of our work is to compare the gen-
eralization of adaptation via fine-tuning vs. in-
context learning using the same pre-trained model.
To the best of our knowledge, existing encoder-
only models do not have strong in-context learning
abilities. For encoder—decoder models such as TS,
only recent variants such as Flan-T5 (Chung et al.,
2022) demonstrate the ability to respond well to
instructions. However, these models require an ad-
ditional supervised fine-tuning step on instruction
data. This makes it challenging to attribute gener-
alization abilities (or the lack thereof) to specific
adaptation techniques (fine-tuning vs in-context
learning). Hence, we focus on decoder-only mod-
els pre-trained exclusively with a language model-
ing objective.

Many recent papers that experiment with in-
context learning use GPT-3. While fine-tuning
GPT-3 is possible via an API, it is unclear what
fine-tuning approach is used behind that API. Since
this makes a fair comparison difficult, we chose not
to experiment with GPT-3.

While similarly large models (e.g. OPT-175B)
are publicly available, we do not have the computa-
tional resources to run such models. While we ex-
pect the trends we observe in this work to hold with
larger models, we are not able to empirically test
that. Moreover, we only experiment with English
language models as, to the best of our knowledge,
there are no publicly available models which are
similar to OPT (decoder-only models of various
sizes trained on the same data) for other languages.

Finally, we only experiment with basic FT and
ICL methods. However, for both approaches there
exist more advanced techniques which we do not
consider (e.g. calibration; Zhao et al., 2021). We
note that such techniques can typically be applied
for both adaptation approaches. Hence we expect
an improvement for one method to improve the
other as well.
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A Experimental details

We access all models via huggingface transformers (Wolf et al., 2020) and use its DeepSpeed (Rasley
et al., 2020) integration for efficient distributed training and evaluation.

A.1 Hardware
We run our experiments on 8x A100 GPUs with 80GB of memory.

A.2 Label distribution

Table 4 shows the accuracy of the majority class label on each of the datasets. Note that MNLI (when
merging the neutral and contradiction classes) and PAWS-QQP are highly unbalanced.

Dataset Majority class
MNLI (remove neutral) 0.512
MNLI (merge neutral and contradiction) 0.645
RTE 0.527
QQP 0.632
HANS 0.500
PAWS-QQP 0.718

Table 4: Accuracy of the majority class label for each dataset.

A.3 In-context learning: Additional details

Patterns We present the patterns used for ICL in Table 5. We obtain the GP T—-3 pattern from Brown
et al. (2020). The eval-harness pattern is based on Gao et al. (2021a).

Dataset(s)  Pattern Text Answer prefix Target tokens
MNLI, RTE minimal {premise} {hypothesis} ? - Yes, No
MNLI, RTE gpt-3 {premise} question: {hypothesis} Yes or No? answer: Yes, No
MNLIL RTE eval-harness {premise} \n Question: {hypothesis} True or False? \n Answer: True, False
QQP minimal {question 1} {question 2} ? - Yes, No

QQP oval-harness Question 1: {question 1} \n Question 2:{question 2} Answer: Yes, No

\n Question: Do both questions ask the same thing?

Table 5: Patterns used for ICL. The minimal patterns are used for PBFT as well.

A.4 In-context learning: Comparison with previous work

Table 6 compares our ICL results to results from previous work. On RTE and MNLI we achieve
comparable performance to previous work. On QQP, our ICL results are much worse (and very close
to the majority class classifier). We hypothesize that this is due to the difference in model size (GPT-3
with 175B parameters vs. OPT with 30B parameters) and hence focus on MNLI and RTE for most of our
experiments.

A.5 Fine-tuning: Additional details

Vanilla FT Vanilla FT (Howard and Ruder, 2018; Devlin et al., 2019) is one of the most commonly
used task adaptation approaches for pre-trained language models. During FT we typically: (i) replace the
model’s language modeling head with a new randomly initialized classification head; (ii) update all model
parameters, as well as the new head’s, on the downstream task’s training data.”’’ When trained on entire
datasets, fine-tuned language models dominate academic leaderboards, such as GLUE (Wang et al., 2018)
and SuperGLUE (Wang et al., 2019). However, despite their strong in-domain performance, fine-tuned

2We will refer to any FT approach that uses a randomly initialized classifier as vanilla FT.
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Model Dataset In-domain Out-of-domain

GPT-3175B MNLI 77.6 75.3
OPT 30B RTE 62.0 -
GPT-3175B QQP 83.5 73.7

OPT 30B MNLI 71.4 (74.9) 56.7 (72.3)
OPT 30B RTE 61.7 (66.8) 60.5 (65.4)
OPT 30B QQP 42.0 (63.1) 49.8 (53.3)

Table 6: Comparing ICL results from previous work (first three rows) with ours (last three rows). In our results we
report average and maximum performance (in parentheses) of the largest model. Previous results are from Si et al.
(2023) for GPT-3 and Zhang et al. (2022) for OPT.

language models tend to generalize poorly OOD, which is often attributed to adopting inference heuristics
during FT (McCoy et al., 2019; Elazar et al., 2021).

Parameter-efficient FT Parameter-efficient FT methods update only a small number of parameters
relative to the total number of parameters of the pre-trained model (Houlsby et al., 2019; Ben Zaken et al.,
2022; Hu et al., 2022, inter alia). Such approaches can be applied to either vanilla or prompt-based FT
and are appealing since they allow large parts of a model to be re-used across tasks.

Hyperparameter Value

Optimizer AdamW

Learning rate 1075

Learning rate schedule linear warmup then constant
Warmup ratio 10% of total steps

Weight decay 0.0

Dropout 0.1

Batch size 32

Epochs 40

Total steps :jfcrﬁf;ﬁse * epochs

Table 7: FT hyperparameters.

Hyperparameters Table 7 provides an overview of all hyperparameters used during FT.

B Additional results for OPT models

B.1 Significance tests

Tables 1 and 8 to 10 show the results of a Welch’s t-test comparing the average in-domain and out-of-
domain performance of ICL and PBFT on RTE and MNLI. We use 16 samples and 10 different seeds
for each approach and consider a p-value of 0.05 to be statistically significant. For FT, we compare
two different approaches of model selection: (1) based on in-domain performance and (2) based on
out-of-domain performance (note that these are the same models as those shown in the first row of
Figure 1).

For RTE, our results show that ICL outperforms FT only when comparing large models to smaller
models. However, when comparing models of the same size, FT performs at least equally well to ICL,
and in some cases even significantly better. For MNLI, for larger models (6.7B onwards) ICL outperforms
FT in terms of in-domain performance. Looking at OOD performance, however, we again see that ICL.
only outperforms FT when comparing large models to much smaller models.
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FT FT

125M 350M 1.3B 2.7B 6.7B 13B 30B 125M  350M 1.3B 2.7B 6.7B 13B 30B
125M 0.03 0.04 0.08 0.11 0.10 0.09 0.10 125M 0.07 0.09 0.13 0.14 0.12 0.17 0.13
350M 0.03 0.05 0.08 0.11 0.10 0.10 0.10 350M 0.05 0.07 0.11 0.13 0.11 0.16 0.11
1.3B 0.03 0.04 0.08 0.10 0.10 0.09 0.09 1.3B —0.02 -0.00 0.03 0.05 0.03 0.08 0.03
s 2.7B 0.00 0.02 0.05 0.08 0.07 0.07 0.07 d 2.7B 0.01 0.03 0.07 0.08 0.06 0.11 0.06
= 6.7B —0.06 —0.04 —-0.01 0.02 0.01 0.01 0.01 = 6.7B —0.06 —0.04 —0.00 0.01 -0.01 0.04 —0.00
13B —0.06 —0.05 —0.01 0.02 0.01 0.00 0.01 13B —0.13 —-0.11 -0.07 -0.06 —-0.08 —0.03 —0.08
30B —0.06 —0.04 -0.01 0.02 0.01 0.01 0.01 30B —0.11 —-0.09 -0.05 -0.04 —-0.06 —0.01 —0.06
(a) RTE (b) MNLI

Table 8: Difference between average in-domain performance of ICL and FT on RTE (a) and MNLI (b) across
model sizes. We use 16 examples and 10 random seeds for both approaches. For ICL, we use the gpt -3 pattern.
For FT, we use pattern-based fine-tuning (PBFT) and select checkpoints according to in-domain performance. We
perform a Welch’s t-test and color cells according to whether: , FT
performs significantly better than ICL. For cells without color, there is no significant difference between ICL and FT.

FT FT
125M 350M 1.3B 2.7B 6.7B 13B 30B 125M  350M 1.3B 2.7B 6.7B 13B 30B
125M  —-0.01 0.02 0.05 0.05 0.07 0.07 0.07 125M 0.03 0.05 0.09 0.10 0.07 0.13 0.08
350M —0.01 0.02 0.05 0.05 0.08 0.08 0.07 350M 0.01 0.03 0.07 0.09 0.05 0.12 0.06
1.3B —0.01 0.01 0.04 0.04 0.07 0.07 0.06 1.3B —0.07 —-0.04 —-0.01 0.01 -0.02 0.04 —-0.01
d 2.7B —0.04 -0.01 0.02 0.02 0.05 0.05 0.04 d 2.7B —0.03 —0.01 0.02 0.04 0.01 0.07 0.02
= 67B —-0.09 —-0.07 -0.04 -0.04 -0.01 -0.01 -0.02 = 6.7B —0.10 —-0.08 —0.04 —-0.03 —0.06 0.00 —0.05
13B —0.10 —-0.07 —-0.04 -0.04 -—-0.02 -—-0.02 -0.02 13B -0.17 -0.15 -0.11 -0.10 -0.13 -0.07 -0.12
30B —0.10 -0.07 -0.04 -0.04 -0.01 -0.01 -0.02 30B —-0.16 -0.13 -0.10 -0.08 -—-0.11 -0.05 -—-0.10
(a) RTE (b) MNLI

Table 9: Difference between average in-domain performance of ICL and FT on RTE (a) and MNLI (b) across
model sizes. We use 16 examples and 10 random seeds for both approaches. For ICL, we use the gpt -3 pattern.
For FT, we use pattern-based fine-tuning (PBFT) and select checkpoints according to out-of-domain performance.
We perform a Welch’s t-test and color cells according to whether: , FT
performs significantly better than ICL. For cells without color, there is no significant difference between ICL and FT.

FT FT
125M 350M 1.3B 2.7B 6.7B 13B 30B 125M  350M 1.3B 2.7B 6.7B 13B 30B
125M 0.01 0.02 0.03 0.11 0.16 0.18 0.16 125M 0.00 0.01 0.05 0.04 0.13 0.14 0.17
350M 0.01 0.02 0.03 0.11 0.16 0.18 0.16 350M 0.00 0.01 0.05 0.04 0.13 0.14 0.17
1.3B 0.01 0.02 0.03 0.11 0.16 0.18 0.16 1.3B 0.00 0.01 0.05 0.04 0.13 0.14 0.16
d 2.7B 0.00 0.02 0.03 0.11 0.15 0.18 0.16 s 2.7B 0.00 0.01 0.05 0.04 0.13 0.14 0.16
= 67B 0.01 0.02 0.03 0.11 0.15 0.18 0.16 = 6.7B —0.01 -0.00 0.04 0.03 0.12 0.13 0.16
13B —0.03 —0.01 0.00 0.08 0.12 0.14 0.13 13B —0.03 —0.02 0.02 0.01 0.10 0.11 0.13
30B —0.10 —-0.08 —0.07 0.01 0.05 0.07 0.06 30B —0.06 —0.06 —0.01 —0.02 0.06 0.08 0.10
(a) RTE (b) MNLI

Table 10: Difference between average out-of-domain performance of ICL and FT on RTE (a) and MNLI (b) across
model sizes. We use 16 examples and 10 random seeds for both approaches. For ICL, we use the gpt -3 pattern.
For FT, we use pattern-based fine-tuning (PBFT) and select checkpoints according to out-of-domain performance.
We perform a Welch’s t-test and color cells according to whether: ,FT
performs significantly better than ICL. For cells without color, there is no significant difference between ICL and FT.
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B.2 In-context learning

Figures 8, 9, and 10 show ICL results on MNLI, RTE, and QQP for all OPT model sizes grouped by
number of demonstrations and patterns.

Sensitivity to pattern choice and number of examples On MNLI and RTE, we find that only the
largest model benefits from the instructive gpt -3 and eval-harness patterns. Moreover, on all
datasets and for all patterns, models are sensitive to the number of demonstrations and do not necessarily
improve with more demonstrations.
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Figure 8: Relationship between in-domain and out-of-domain performance of ICL on MNLI for OPT models
of various sizes. Rows vary amount of training data. Columns vary input pattern. Colors indicate model size. We
run 10 models per setting varying only the data seed. — in the x- and y-axis indicates the performance of the
majority class label.

B.3 Fine-tuning

We provide all FT results in Figures 11, 12, and 13. When comparing results across rows, we see the
impact of the number of training examples on the results. Comparing results across columns demonstrates
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Figure 9: Relationship between in-domain and out-of-domain performance of ICL on RTE for OPT models of
various sizes. Rows vary amount of training data. Columns vary input pattern. Colors indicate model size. We run
10 models per setting varying only the data seed. — in the x- and y-axis indicates the performance of the majority
class label.

the importance of model selection for in-domain and out-of-domain performance.

Figures 14 and 15 show a comparison between two different ways of binarizing MNLI. For our main
experiments, we remove the neutral class entirely. Merging it with the contradiction class instead leads to
an even better relationship between in-domain and OOD performance.

C Additional results for Pythia models

Figure 16 compares FT and ICL of Pythia models ranging from 410M to 12B parameters (Biderman et al.,
2023). Similar to OPT, the Pythia models differ only in their size and have all been trained on exactly the
same data (even in the exact same order). We focus on RTE and report results using 16 examples. For
ICL, we use three different patterns (minimal, gpt-3, eval-harness). For FT, we report results
using 16 and 128 examples and three different model selection strategies (best in-domain, last checkpoint,
best out-of-domain). Significance tests are provided in Tables 2 and 11 to 13.

For ICL, all models perform poorly when using the minimal pattern. With the gpt -3 pattern, we
can observe a clear impact of model size on in-domain and out-of-domain performance. On the other
hand, with the eval-harness pattern, for Pythia models, only in-domain performance improves with
model size.

For FT, when using 16 samples and selecting checkpoints according to out-of-domain performance,
almost all checkpoints lead to better out-of-domain than in-domain performance. Moreover, almost all
fine-tuned models perform significantly better OOD than models adapted via ICL. When fine-tuning
with 128 examples, we can see a very clear effect of model size on both in-domain and out-of-domain
performance. In particular, when selecting checkpoints according to out-of-domain performance, almost
all models perform better out-of-domain than in-domain.
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FT
410M 14B 28B 69B 12B

410M | 0.05 0.06 0.06 0.09 0.07
1.4B 0.03 0.04 0.04 0.07 0.05
28B —-0.02 -0.00 -0.01 0.02 0.01
69B —-0.03 -0.02 -0.02 0.01 —-0.01
12B —-0.04 -0.03 -0.03 —-0.00 -—-0.02

ICL

Table 11: Difference between average in-domain performance of ICL and FT with Pythia models on RTE. We
use 16 examples and 10 random seeds for both approaches. For ICL, we use the gpt -3 pattern. For FT, we
use pattern-based fine-tuning (PBFT) and select checkpoints according to in-domain performance. We perform
a Welch’s t-test and color cells according to whether: , FT performs
significantly better than ICL. For cells without color, there is no significant difference between ICL and FT.

FT
410M 14B 28B 69B 12B

410M —0.00 | 0.04 0.02 0.06 0.06
14B —-0.02 0.02 0.00 0.04 0.04
28B —-0.06 -0.03 -0.04 -0.01 -—-0.01
69B —-0.08 —-0.04 -0.06 —-0.02 —-0.02
12B -0.09 -0.05 -0.07 —-0.03 —0.03

ICL

Table 12: Difference between average in-domain performance of ICL and FT with Pythia models on RTE. We
use 16 examples and 10 random seeds for both approaches. For ICL, we use the gpt -3 pattern. For FT, we use
pattern-based fine-tuning (PBFT) and select checkpoints according to out-of-domain performance. We perform
a Welch’s t-test and color cells according to whether: , FT performs
significantly better than ICL. For cells without color, there is no significant difference between ICL and FT.

FT
410M 14B 2.8B 69B 12B

410M 0.05 0.08 0.13 0.15 0.14
1.4B 0.04 0.07r 0.12 0.14 0.13
28B —0.00 0.03 0.08 0.10 0.09
6.9B 0.04 0.0r 0.12 0.14 0.13
12B 0.00 0.03 0.08 0.10 0.09

ICL

Table 13: Difference between average out-of-domain performance of ICL and FT with Pythia models on RTE.
We use 16 examples and 10 random seeds for both approaches. For ICL, we use the gpt -3 pattern. For FT, we
use pattern-based fine-tuning (PBFT) and select checkpoints according to out-of-domain performance. We perform
a Welch’s t-test and color cells according to whether: , FT performs
significantly better than ICL. For cells without color, there is no significant difference between ICL and FT.
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D Analyzing individual OPT fine-tuning runs

Looking at the in-domain and out-of-domain performance for individual checkpoints does not reveal the
generalization behavior of individual FT runs during training. In particular, this view does not tell us how
stable the generalization of individual runs is during FT. Therefore, in Figures 17 and 18 we visualize both
in-domain and out-of-domain performance throughout FT on MNLI and RTE when using 128 examples.
We observe that out-of-domain performance varies considerably across seeds and even during fine-tuning.
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Figure 10: Relationship between in-domain and out-of-domain performance of ICL on QQP for OPT models
of various sizes. Rows vary amount of training data. Columns vary input pattern. Colors indicate model size. We
run 10 models per setting varying only the data seed. — in the x- and y-axis indicates the performance of the
majority class label.
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Figure 12: Relationship between in-domain and out-of-domain performance of PBFT on RTE for OPT models
of various sizes. Rows vary amount of training data. Columns vary model selection strategy. Colors indicate model
size. We fine-tune 10 models per setting varying only the data seed. — in the x- and y-axis indicates the performance
of the majority class label.
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Figure 16: ICL and FT results for Pythia models of different size. For ICL, we report results using 16 examples
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Figure 17: Generalization throughout PBFT on MNLI for OPT models of various sizes. We train on 128
examples. Colors denote different data seeds. First column shows in-domain, second column out-of-domain

performance.
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