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Abstract
Previous approaches to turn-taking and re-
sponse generation in conversational systems
have treated it as a two-stage process: First,
the end of a turn is detected (based on conver-
sation history), then the system generates an
appropriate response. Humans, however, do
not take the turn just because it is likely, but
also consider whether what they want to say
fits the position. In this paper, we present a
model (an extension of TurnGPT) that condi-
tions the end-of-turn prediction on both conver-
sation history and what the next speaker wants
to say. We find that our model consistently
outperforms the baseline model on a variety of
metrics. The improvement is most prominent in
two scenarios where turn predictions can be am-
biguous solely from the conversation history:
1) when the current utterance contains a state-
ment followed by a question; 2) when the end
of the current utterance semantically matches
the response. Treating the turn-prediction and
response-ranking as a one-stage process, our
findings suggest that our model can be used as
an incremental response ranker, which can be
applied in various settings.

1 Introduction

A fundamental component of spoken dialogue sys-
tem (SDS) is turn-taking, i.e., the decision of when
to take turns at appropriate places, without causing
long response delays or interrupting the user. In
other words, the system must be able to correctly
identify when the user is yielding the turn, and it is
appropriate to make a response, and when the user
is simply making a mid-utterance pause (Skantze,
2021). Traditionally, this has been done using a
simple silence threshold. However, silence is not
a very good indicator of turn-shifts and more mod-
ern approaches instead use various cues known to
be important in human-human turn-taking, such as
lexico-syntactic cues, prosody, or gaze (Gravano
and Hirschberg, 2011; Ishii et al., 2016; Lala et al.,
2019; Ekstedt and Skantze, 2022).
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Figure 1: Response-conditioned turn-taking prediction
(bottom) compared to traditional turn-taking prediction
(top), in a dialogue system using a response ranker.

Ekstedt and Skantze (2020) proposed TurnGPT,
a transformer-based language model that incremen-
tally processes words in the user’s utterance and
predicts the probability of a turn-shift after each
word. This is similar to the notion of syntactic or
pragmatic completion points that have been identi-
fied in conversation analysis (Ford and Thompson,
1996). In their analysis of TurnGPT, Ekstedt and
Skantze (2020) found that the 20% of the model’s
attention is directed towards utterances earlier than
the current one, indicating that it is sensitive to
pragmatic aspects of dialogue.

While such models are indeed a step forward,
there is a still an important component missing that
we will address in this paper. When humans make
a decision to take the turn, it is not just based on
whether there are enough turn-yielding cues in the
interlocutor’s utterance. Sacks et al. (1974) use
the notion of transition-relevant places, or TRP,
for places where a transition could potentially take
place (but does not have to). Thus, many places for
turn-shifts are highly optional. To partly address
this problem, Ishii et al. (2022) annotated the will-
ingness of the next speaker to take the turn, and
built a model that could predict this willingness
based on multimodal cues.

Whether a turn-shift takes place or not also de-
pends on the intention of the next speaker, and what
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they want to say. For dialogue systems, this means
that the system should not automatically take the
turn once the transition-probability passes a certain
threshold, and only then decide what it should re-
spond. Instead, the system should take the potential
response into account when deciding whether it is
appropriate to take the turn or not.

We call this response-conditioned turn-taking
prediction, illustrated in Figure 1. We present a
model called RC-TurnGPT, which is an extension
of TurnGPT. Note that the current study does not
intend to address how and when the next speaker
comes up with what they would like to say. This
depends of course on the exact implementation of
the dialogue system, which could for example be
response-ranking (Gao et al., 2020) or an intent-
based planning approach (FAIR et al., 2022). In
Figure 1, we have assumed that a response ranker
is used. If so, a traditional system would first use
a model like TurnGPT to decide when to take the
turn, and then ask the response ranker which re-
sponse would fit best. In such a setting, it might
be the case that none of the candidates would be
a good fit from the system’s perspective, but the
system would produce a response anyway. In such
a setting, RC-TurnGPT could instead be used to
incrementally rank or score potential responses to
see whether they fit well from a turn-taking per-
spective, or pass taking the turn if none of them has
a high enough utility.

In this paper, we take a first step towards such an
approach, and investigate to what extent and under
what scenarios such response-conditioning would
help to predict turn-shifts. Similar to TurnGPT, we
do not model acoustic information, as our focus
is to investigate how the semantic and pragmatic
aspects of the dialogue affect turn-shift prediction.
Instead, we use written dialogues as a stand-in for
audio for incremental end-of-turn prediction. We
leave the incorporation of acoustic information (cf.
Ekstedt and Skantze 2022) for future work.

2 Methods

TurnGPT is a unidirectional transformer-based
language model (LM) optimized through cross-
entropy to predict the next token in a sequence. It
is a pre-trained GPT-2 (base) model (Radford et al.,
2019), finetuned on unpunctuated dialogue corpora,
with a special turn-shift token (TS) that delimits
consecutive turns. RC-TurnGPT is an extension of
this model, by also conditioning the prediction on

the response.
While the RC-TurnGPT model is architecturally

equivalent to TurnGPT, it differs in the training ob-
jective through a simple data transformation. This
transformation permutes the ordering of turns in a
similar approach as the FIM pre-training objective
of Bavarian et al. (2022). We consider turn-based
dialogue sequences to consist of three parts: the
context/history (H), the current utterance (CU) and
the next response (R). The task is to correctly pre-
dict the location of the turn-shift token in the cur-
rent utterance, CUi, given the history, Hi, and the
next response, Ri, over all samples i in the dataset,
D. The samples i ∈ DI are extracted by applying
a turn-based sliding window approach with a step
size of 1 and a window size of 3 turns.

However, instead of the uniform left-to-right
next token prediction task of regular LMs, the RC-
TurnGPT model train on ordered sequences of {R,
H, CU}, masking the loss over R and H to solely
learn over the CU turns. This enables the model to
use information of both H and R while keeping the
original left-to-right next token prediction setup.

Finally, the TurnGPT model utilized three spe-
cial tokens in addition to the original GPT-2 vo-
cabulary, the aforementioned TS token and two
speaker tokens. The speaker tokens are similar to
positional embeddings and are added to the word
embeddings to encode the speaker identity over
each word. Because of the permuted ordering of
the RC-TurnGPT setup we also include a fourth
special response-token that are added to the words
of the response to distinguish them from the actual
context. Both the base model and the datasets were
implemented using Huggingface (Wolf et al., 2020;
Lhoest et al., 2021).

2.1 Data

We train RC-TurnGPT and the baseline TurnGPT
on two types of data sets based on Ekstedt
and Skantze (2020): Assistant and Written
Social. The former constitutes of three task-
oriented dialogue corpora: Taskmaster (Byrne
et al., 2019), MetaLWOZ (Lee et al., 2019), and
MultiWoz (Zang et al., 2020). The latter includes
two corpora constructed by human-human writ-
ten dialogues: CuriosityDialogs (Rodriguez et al.,
2020) and DailyDialog (Li et al., 2017). All
datasets are written dialogues with clearly defined
turns. The resulting full dataset contains 106,830
dialogues for training, 9,362 for validation, and
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7,897 for test, with an average number of turns
being 13.69.

2.2 Evaluation

To evaluate the models, we propose five turn-level
based metrics that measures the turn-shift perfor-
mance in various ways. The models are considered
to make a turn-shift prediction when the probability
exceeds a certain threshold optimized for perfor-
mance over the validation split, for each model
independently.

First, we define turn-level accuracy (TL-Acc)
to be the percentage of turns where the turn-shift
probability exceeds the threshold at, and only at, the
ground-truth end of turn. Second, the no response
rate (NRR) is the percentage of turns where the
threshold is never exceeded and the model fails to
make a response. The third metric is defined to
measure the barge-in rate (BR), the percentage of
turns where the models would make a turn-shift
prediction before the actual turn-shift.

We also investigate instances where the two mod-
els make different turn-taking decisions to see how
well the response would fit, using perplexity as a
measure. We use the TurnGPT model to calculate
the average perplexity over the response (R-PPL).

Lastly, we define the ordinal spike rate (OSR) to
be the percentage of turns where the probability is
the greatest at the end of the turn. This metric does
not consider a threshold but simply measures how
many times the highest probability is located at the
correct turn-shift location.

3 Results

3.1 Aggregate results

Table 1 shows that RC-TurnGPT performs better in
all evaluations metrics, although the improvement
is not large overall. While 55.77% turn-level accu-
racy may not seem very high, it should be noted
that even predictions different from ground-truth
turn-shift can also be valid in everyday conversa-
tions, especially in long utterances where several
completion points are likely. While the threshold-
based binary metric is low, the probability-based
OSR is much higher, indicating that the model is
indeed able to detect end of turn reflected by as-
signing the highest probability. Furthermore, the
perplexity of the response also decreases, showing
that when one or both of the two models make a
mistake, the response fits better with the context
for the turn-shifts RC-TurnGPT takes.

Metric Turn-GPT RC-TurnGPT
TL-Acc ↑ 53.93% 55.77%
NRR ↓ 20.90% 19.23%
BR ↓ 25.17% 24.75%
R-PPL ↓ 1.923 1.918
OSR ↑ 88.57% 89.17%

Table 1: The turn-level accuracy (TL-Acc), no response
rate (NRR), barge-in rate (BR), response perplexity (R-
PPL) and the ordinal spike rate (OSR) performance for
TurnGPT and RC-TurnGPT. Best performance are bold.

3.2 Model analysis
In order to better understand when conditioning on
the response helps turn-shift prediction and when it
does not, we proceed to analyse cases where only
RC-TurnGPT makes the correct prediction, and
where both models are successful.

We extract all turns in the test set where
TurnGPT makes a pre-mature turn-shift prediction
but RC-TurnGPT correctly predicts the end of the
turn. We sort the turns by the difference in proba-
bility assigned by the two models at the TurnGPT-
predicted turn-shift. We then investigate the differ-
ence between the top and bottom 1000 cases. By
comparing these two subsets, we can better under-
stand when conditioning on the response makes
the biggest difference. We identified two scenar-
ios which we hypothesized would be important: 1)
statement to question; 2) semantic matching.

Statement to question refers to cases where the
current utterance consists of at least one statement
and ends with a question. As there are more than
one natural completion point, TurnGPT will be
greedy while RC-TurnGPT will take the response
into consideration and choose a later completion
point as turn shift. Consider the following dialogue
in Figure 2 (Current Utterance plotted, Response
in caption):

Figure 2 shows that without conditioning on the
response, TurnGPT spikes at an early completion
point interrupting the current speaker. However,
as the response clearly corresponds to an answer
to a request, RC-TurnGPT waits until the speaker
finishes their request.

In order to quantify this effect, we use punc-
tuations to calculate how often TurnGPT makes
a mistake by missing a question. We use the
top/bottom subsets and ask GPT31 (Brown et al.,

1Model version: “text-curie-001”
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Figure 2: Different turn-taking predictions: TurnGPT
predicts the turn-shift at the end of a statement; RC-
TurnGPT predicts the end of a question. Response:
sure first of all it’s very important for you
not to be late

2020) to insert punctuation over the ground truth
turns (advice in this example) and the incomplete
TurnGPT predicted turns (week in this example).
We then calculate the ratio of cases where the for-
mer ends with a question mark while the latter does
not. The top cases contain 36.3% statements to
questions and the bottom 11.7%. The higher ra-
tio in the top cases indicates that the RC-TurnGPT
model recognizes this pattern and uses the response
conditioning to wait for the appropriate moment to
take the turn.

Semantic matching refers to cases where the
response semantically corresponds to the specifica-
tion made in the later parts of the current utterance.
Consider the dialogue in Figure 3:

Figure 3: Different turn-taking predictions: RC-
TurnGPT’s prediction allows closer semantic match-
ing between current utterance and response. Response:
sure vietnam achieved an 8% gdp growth between
1990 and 1997

As the response clearly addresses the topic of
economy, Figure 3 shows that RC-TurnGPT would
spike only after economy is specified, whereas
TurnGPT has two spikes at both places and would
predict the turn shift after v-iet-nam. It is impor-
tant to note that while the response has no lexical

overlap, the model still manages to find the seman-
tic correlation.

In order to investigate whether RC-TurnGPT
consitently recognizes such pattern, we use
Sentence-Bert (Reimers and Gurevych, 2019) to
measure the Semantic Textual Similarity between
the Response and the last part of the actual turns
missed by TurnGPT (here, ’s economy). The aver-
age cosine distance for the top and bottom subsets
are 0.293 and 0.209 respectively. This indicates
that where RC-TurnGPT outperforms TurnGPT, it
does consider the semantic content of the response
and delays predicting a turn-shift until the relevant
semantic information has been stated.

Non-ambiguous turn-completions. In addition,
there are also a large number of cases where the
current utterance has a fairly simple structure and
hence it is not ambiguous where to take the turn.In
those cases, conditioning on the next response obvi-
ously makes a very small difference. As illustrated
in Figure 4, given that there is only one completion
point, both models predict the turn shift correctly.
This also explains why there are no drastic improve-
ments for RC-TurnGPT when looking at aggregate
results on the whole test set, as most of the task-
oriented dialogues contain such simple utterances,
which TurnGPT can perform well on.

Figure 4: Similar turn-taking predictions for a simple
utterance. Response: it is the capital of france

4 Discussion and conclusion

In this study, we examined how turn-taking pre-
diction can be improved when conditioned on the
response. We found that the response condition-
ing is particularly helpful under two circumstances,
mainly by preventing greedy turn-taking at ear-
lier completion point: 1) when the current utter-
ance contains statements followed by questions; 2)
when the end of the current utterance semantically
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matches the response. However, for simple utter-
ances with fewer completion points, TurnGPT is
already capable of predicting the correct turn shift,
and there is no additional help from conditioning
on the response.

We should again stress that this paper does not
address the question of how and when the system
comes up with a potential response. However, our
analysis shows that it is indeed possible to find
a more suitable transition-point, when condition-
ing on the response. As we have suggested, the
decision what to say and when to say it should be
considered as a joint decision rather than a two-step
process. We acknowledge the fact that this would
be problematic if one assume a system using a re-
sponse generator such as GPT (Brown et al., 2020),
as such models generate responses conditioned on
a turn-shift already being decided.

However, the RC-TurnGPT model could be used
as an incremental response ranker, which does not
only consider different responses at each step, but
which can also decide not to respond and wait for
more input. For instance, it can be applied in an
interview setting where the model (interviewer)
asks questions (ranking from a list of interview
questions) and take the turn at appropriate places.
For future work, it would also be interesting to
involve the utility of the candidate responses (from
the system’s perspective). In the interview scenario,
this could for example mean that the system can
find moments where certain important questions
can be asked, and which also fit well from a turn-
taking perspective.

Limitations

As mentioned above, the current study is limited to
the question of whether (and when) conditioning
turn-taking prediction on the response improves the
performance. It does not yet show how the model
could be incorporated in a spoken dialogue system.
Moreover, this study focuses only on written con-
versations without incorporating spoken dialogues.
Thus, the interpretations can be limited to dialogues
that are relatively ‘formal’ without hesitations, rep-
etitions, etc. Note also that we only analyse lexical
cues to turn-taking (just like with TurnGPT), and
leave out other modalities for future work.

Ethics Statement

The current study does not involve any human
subjects and we do not foresee any ethical con-

sequences.
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number of examples in train / validation / test splits, as these provide necessary context for a reader
to understand experimental results. For example, small differences in accuracy on large test sets may
be significant, while on small test sets they may not be.
No response.

C �3 Did you run computational experiments?
2. methods; 3. results

�7 C1. Did you report the number of parameters in the models used, the total computational budget
(e.g., GPU hours), and computing infrastructure used?
Our model is fine-tuned based on GPT2, a widely-used model, so there is no need to further specify
those information.

The Responsible NLP Checklist used at ACL 2023 is adopted from NAACL 2022, with the addition of a question on AI writing
assistance.
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�3 C2. Did you discuss the experimental setup, including hyperparameter search and best-found
hyperparameter values?
2. methods

�3 C3. Did you report descriptive statistics about your results (e.g., error bars around results, summary
statistics from sets of experiments), and is it transparent whether you are reporting the max, mean,
etc. or just a single run?
3. results.

�3 C4. If you used existing packages (e.g., for preprocessing, for normalization, or for evaluation), did
you report the implementation, model, and parameter settings used (e.g., NLTK, Spacy, ROUGE,
etc.)?
2. methods.

D �7 Did you use human annotators (e.g., crowdworkers) or research with human participants?
Left blank.

� D1. Did you report the full text of instructions given to participants, including e.g., screenshots,
disclaimers of any risks to participants or annotators, etc.?
No response.

� D2. Did you report information about how you recruited (e.g., crowdsourcing platform, students)
and paid participants, and discuss if such payment is adequate given the participants’ demographic
(e.g., country of residence)?
No response.

� D3. Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? For example, if you collected data via crowdsourcing, did your instructions to
crowdworkers explain how the data would be used?
No response.

� D4. Was the data collection protocol approved (or determined exempt) by an ethics review board?
No response.

� D5. Did you report the basic demographic and geographic characteristics of the annotator population
that is the source of the data?
No response.
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