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Abstract
The machine reading comprehension (MRC)
of user manuals has huge potential in customer
service. However, current methods have trou-
ble answering complex questions. Therefore,
we introduce the Knowing-how & Knowing-
that task that requires the model to answer
factoid-style, procedure-style, and inconsistent
questions about user manuals. We resolve this
task by jointly representing the sTeps and fActs
in a gRAph (TARA), which supports a uni-
fied inference of various questions. Towards
a systematical benchmarking study, we design
a heuristic method to automatically parse user
manuals into TARAs and build an annotated
dataset to test the model’s ability in answering
real-world questions. Empirical results demon-
strate that representing user manuals as TARAs
is a desired solution for the MRC of user manu-
als. An in-depth investigation of TARA further
sheds light on the issues and broader impacts
of future representations of user manuals. We
hope our work can move the MRC of user man-
uals to a more complex and realistic stage.

1 Introduction

User manuals are supposed to be helpful in us-
ing products, getting involved in promotions, or
other goals of interest (Ryle, 2009; Chu et al., 2017;
Bombieri et al., 2021). Though well-designed and
instructive, they are seldom read by users because
“Life is too short to read manuals” (Blackler et al.,
2016). Towards high user satisfaction, professional
customer service representatives (CSRs) are hired
to do the reading and answer user questions about
the manuals. The machine reading comprehen-
sion (MRC) of user manuals thus has huge poten-
tial, as it would not only reduce high labor costs
but enable the service ready for customers 24/7.

Let’s see how a CSR approaches various ques-
tions given the user manual1 in Figure 1. Specifi-

∗ Corresponding author
1We make a few modifications (e.g., removing the applica-

tion name) to this real-world user manual for anonymity.

Figure 1: A user manual and three QA cases about it

cally, she can answer Q1 by looking up the argu-
ments of facts, i.e., the value ( 100% ) of the hit
rate. For Q2, she needs to reason about the steps in
the procedure as the answer is not explicitly exhib-
ited in the user manual — the user manual directs
the user to “Sign in” and “Scan”, and eventually
to the “payment page”. After that, the subsequent
description does not direct the user anywhere else.
A user can infer from the procedure that one can
scratch the card after immediately getting it on the
payment page. Therefore, the location to scratch
the card is on the payment page . The most dif-
ficult one is Q3, which raises a case inconsistent
with the descriptions in the user manual — going
along with the user manual (S-4), the user didn’t
get the scratch card. We call this type of question
an inconsistent question. A possible response to
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the inconsistent question may be an answer (R1)
or a high-utility question leading to an answer (R2-
R4). Towards such responses, the CSR needs to
reason about not only the steps but the facts bind-
ing the steps — the inconsistency may be caused
by incorrect operations in the previous step (e.g.,
the user didn’t pay by scanning the QR code ) or
unsatisfiable constraints in the facts (e.g., the user
already had 10 scratch cards ). Therefore, aligned
with the CSR, a practical MRC model must also be
able to draw a unified inference across steps and
facts to properly answer various user questions.

With a splendid library of studies (Rajpurkar
et al., 2016; Zhu et al., 2020), current MRC models
have shown strong power to answer factoid-style
questions (e.g., Q1). More recent studies (Tandon
et al., 2020; Goyal et al., 2021; Zhang et al., 2021)
have mitigated the weakness of factoid-style MRC
on procedure-style questions. However, these stud-
ies mainly focus on questions about the states of
entities that can be answered by single spans. They
have trouble answering more complex procedure-
style questions with multiple-span answers or about
the dynamics of actions (e.g., Q2), let alone incon-
sistent questions like Q3. We also notice that ex-
isting models are only designed for single types of
questions. This doesn’t meet the real-world scenar-
ios where factoid-style, procedure-style, and incon-
sistent questions are all involved (cf., Table 4).

To address these limitations, we propose the
Knowing-how & Knowing-that task2 — given
a user manual, the model is required to answer
factoid-style, procedure-style or inconsistent ques-
tions about it. We resolve this task by jointly rep-
resenting the sTePs and fActs in a heterogeneous
gRAph (TARA), cf., Figure 2. This representation
allows us to make the unified inference of various
questions. We further benchmark the proposed task
with a Heuristic method (HUM) to automatically
represent User Manuals as TARAs and a densely-
annotated dataset (OHO) to test the model’s ability
in answering real-world questions. Specifically,
HUM is designed to be independent of labelled
data with the ultimate goal of building industry-
scale applications and particular attention to low
costs and good generalization capability. The an-
notated dataset (OHO) is derived from Online Help
dOcuments and real-world user questions from an

2We name it after Gilbert Ryle’s thought that the pos-
session of Knowing-how (i.e., procedural knowledge) and
Knowing-that (i.e., factoid knowledge) is “a mark of intelli-
gence” (Ryle, 2009).

e-commerce company. We provide the gold an-
swers to user questions and gold TARAs of user
manuals. Experiments demonstrate the superior-
ity of TARA, the efficiency of HUM, and the sig-
nificant challenges of OHO. With an in-depth in-
vestigation of TARA, we discuss the issues and
broader impact. We expect our work can advance
the MRC of user manuals and inspire future re-
search on smart customer service. We highlight our
work as follows:
• We introduce a new task and take the primary step

to the MRC of user manuals in a more realistic
setting, where various questions are involved.

• We resolve the task by jointly representing steps
and facts in a graph. We also benchmark the task
with an efficient method and densely annotate a
testing set derived from real-world scenarios.

• The experiment reveals the superiority of the
proposed representation and the significant chal-
lenges of the new task.

• We will release the dataset and codes to assist
further studies once this paper is accepted.

2 Related Work

MRC for user manuals Earlier studies on the
MRC of user manuals focus on factoid-style com-
prehension (Zhang et al., 2012; Mysore et al., 2019;
Jiang et al., 2020; Nabizadeh et al., 2020). Re-
cent research pays attention to the procedure-style
comprehension of user manuals and aims to track
the state values of pre-defined entities (Bosselut
et al., 2017; Amini et al., 2020; Tandon et al.,
2020; Goyal et al., 2021; Zhang et al., 2021). Al-
though such models may answer some procedure-
style questions, they are in trouble answering more
complex questions like inconsistent ones. Several
studies design structured representations for user
manuals (Kiddon et al., 2015; Maeta et al., 2015;
Vaucher et al., 2020; Kuniyoshi et al., 2020). How-
ever, they only represent the steps in user manuals.
This largely limits the model’s ability to answer
questions that need inference about both steps and
facts. Contrary to the above research, we study the
MRC of user manuals that are suitable for factoid-
style, procedure-style, and inconsistent questions
and design a heterogeneous graph to represent both
steps and facts. The representation supports the
unified inference of various questions and can be
constructed automatically by a heuristic method.

Datasets for user manuals We have done a thor-
ough survey (cf., Table 1) about existing datasets
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Dataset Types of user manuals Number of user manuals Number of annotations QA pairs
Zhang et al. (2012) recipes, technical manuals 74 1,979 ✗

Mori et al. (2014) recipes 266 19,939 ✗

Kiddon et al. (2015) recipes 133 Not Avaliable ✗

Yamakata et al. (2020) recipes 300 Not Avaliable ✗

Jiang et al. (2020) recipes 260 15,203 ✗

Nabizadeh et al. (2020) technical manuals 1,497 Not Avaliable ✗

Goyal et al. (2021) technical manuals 1,351 6,350 ✗

Zhong et al. (2020) technical manuals 400 (sentences) 2,400 ✗

Mysore et al. (2019) scientific experiment 230 19,281 ✗

Vaucher et al. (2020) scientific experiment 1,764 ∼4,755 ✗

Kuniyoshi et al. (2020) scientific experiment 243 23,082 ✗

OHO e-commercial helping documents 2,000 24,474 ✓

Table 1: Comparisons between OHO with off-the-shelf datasets based on the statistics reported in the original paper
Term Category Explanation
Action node the action of a step performed by the user, presented as a verb, e.g., “pay”.
Entity node the concepts in the user manual, e.g., “scratch card”. Each user manual has a user Entity by default.

Action-ARG argument
the modifier (MOD), time (TIME), location (LOC), and manner (MANN) arguments associated with an
Action node.

Entity-ARG argument
the arguments associated with an Entity node — footnote argument (FN), offering extra details; attribute
argument (ATT), describing a specific aspect (e.g., the hit rate of the scratch card); state argument (STATE),
describing a changeable state (e.g., the “have” state of the same user).

ARG-ARG argument
the arguments associated with an Entity-ARG. The arguments of ATT are the same as Entity-ARG and
the arguments of STATE is the same as Action-ARG.

NEXT relation
the directed edge between two Action nodes, indicating the end action is the next step of the start one. It
determines the order of the actions performed by the user.

AGT relation the directed edge from the user Entity to an Action, indicating the action is performed by the user.
PAT relation the directed edge from an Action to an Entity, indicating the action is performed on the entity.
SUB relation the directed edge between two Entity nodes, indicating the start entity is a sub-entity of the end one.
PATA relation the directed edge from a STATE to an Entity, indicating the entity is affected by the changing of STATE.

Table 2: Explanations about the nodes, relations, and arguments of TARA

for user manuals. The types of user manuals in-
clude recipes (Zhang et al., 2012; Mori et al., 2014;
Kiddon et al., 2015; Yamakata et al., 2020; Jiang
et al., 2020), technical manuals (e.g., device main-
tenance, surgical practices) (Zhang et al., 2012;
Nabizadeh et al., 2020; Goyal et al., 2021; Zhong
et al., 2020), and scientific experiment (Mysore
et al., 2019; Vaucher et al., 2020; Kuniyoshi et al.,
2020). There is a lack of a dataset about e-
commerce scenarios where the MRC of user manu-
als is urgently needed due to the high labor costs for
customer service. Besides, we have noticed that ex-
isting annotations are all about user manuals. None
of them has offered real-world QA pairs to test the
practical performance of MRC models. To address
these limitations, we collect the OHO dataset with
online helping documents from an e-commerce
company. We then contribute annotations for data-
driven evaluations of the model’s ability to answer
real-world questions and represent user manuals.

3 Representation of user manuals

Definitions We wish to design a representation
for user manuals that supports the unified inference
of various questions. It can be reduced to two fun-

damental tasks: how to extract actions (entities)
and their arguments from the user manual, and
what is the relation between an action and an en-
tity (two actions or two entities). This motivates us
to propose the TARA representation, which jointly
describes steps and facts in a heterogeneous graph
with two sets of nodes, three sets of arguments, and
five sets of relations, as defined in Table 2. In this
way, the user manual in Figure 1 is represented as
a graph3, part of which is displayed in Figure 2.

Unified inference We use TARA to represent Q1,
Q2, and Q3, as shown in Figure 2. The inference of
answers can be divided into two stages. First, we
extract a sub-graph from the representation of the
user manual that is most similar to the structure of
the question. Second, we identify the answers by
directly inferring the conflict arguments between
the sub-graph and the question4. Specifically, if the

3Although the STATE of Entity shares the same arguments
with an Action node, it cannot be upgraded into a node because
it doesn’t refer to an action and cannot be linked to other
Action nodes. Similarly, the ATT of an Entity node cannot
be a node because it can’t be linked to other Entity nodes
except for the parent one. Meanwhile, as the user dominates
the whole user manual, it cannot be the target of any STATE.

4This operation reduces the cognition loads to identify
Wh-word (e.g., when, what) and its variants in user questions.
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Figure 2: Screenshot of the graph of the user manual and the graphs of Q1, Q2, and Q3. The representation of a
question and its most similar sub-graph are bounded in the same color and the conflict arguments are marked in red.

conflict is caused by the values of arguments, the
answer is the value from the sub-graph. For exam-
ple, the answer for Q1 is the FN value (“100%”) of
the hit rate. If the conflict is caused by the existence
of Action-ARG, the answer is inferred from the
nearest Action node, the same argument of which
is not null, that can walk to the current Action node
via NEXT relations. For example, the answer to
Q2 is located in the LOC argument of the “get”
node, which is linked to “scratch” via NEXT. The
third type of conflict is the inconsistency of MOD
arguments, namely, the Action node of the question
has a MOD argument valued “negation”. The an-
swer is inferred from the nearest Action node and
Entity nodes pointed to the sub-graph. For exam-
ple, all possible responses to Q3 are obtained from
the “pay” node, the “user” node, and the “scratch
card” node. In summary, TARA allows the unified
inference of factoid-style, procedure-style, and in-
consistent questions by jointly representing steps
and actions in the same graph.

4 The HUM Method

Towards practical industry-scale applications, it
requires extra attention to labor costs and gener-
alization. Thus, we choose to design an efficient
method based on pre-trained semantic dependency
parsing tools and domain-independent heuristics.

First, we segment the user manual sentence by
sentence and feed the sentences into a pre-trained
semantic dependence parsing tool. If a sentence
is imperative, we leverage “user” as the subject
of the sentence. For instance, “Sign in the APP”
is modified as “User sign in the APP”. Then, we

Figure 3: Modifications for the semantic dependency
tree parsed from S-3. Red and green vertices are the
eliminated and newly added vertices, respectively.

eliminate the vertices to compose more meaningful
phrases — the offsprings of a predicate’s child are
eliminated and combined with the child. An exam-
ple5 is shown in Figure 3. In addition, to maintain
the leading role of the user, if the user is the patient
of a predicate, we change its role with the agent
and mark the predicate as “reverse”.

Second, we use the active verbs, whose agents
are the user, as the Action nodes. These nodes are
linked with the “NEXT” relations based on their
order in the user manual and semantic dependen-
cies. Besides the user node created by default, other
Entity nodes are initialized as the unique patients
with the user as agents6. The relation from the
user Node to any Action node is “AGT”. We also
add an edge with the “PAT” relation from an Ac-
tion node to the Entity node, whose value serves
as the patient of the Action node. Particularly, if
an entity has attributives, we create a new entity
with the “SUB” relation to it by combining the at-
tributives. The “same user” node is created in this

5To save space, some examples are only in one language.
6As the “scratch card” and “card” share the same semantics,

we treat both of them as the “scratch card” entity. In addition,
although “limit” is not an active verb, its patient (“promotion”)
is treated as an Entity node as its agent is the user.
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ARGs Tags

MOD
mDEPD, mTime, mRang, mDegr, mFreq, mDir,
mNEG, mMod

TIME Time, Tini, Tfin, Tdur, Trang
LOC Loc, Lini, Lfin, Lthru, Dir
MANN Mann, Tool, Matl, Accd
FN LINK, Clas

Table 3: Alignment rules between the arguments and
the tags from the semantic dependency parsing tools

Figure 4: Annotation of the answer to Q3

way. Most of Action-ARG, Entity-ARG, and ARG-
ARG are generated by the alignment with the tags
from off-the-shelf tools like LTP (Che et al., 2021),
HanLP (He and Choi, 2020), etc. The alignment
rules are defined in Table 3. Besides, if an entity
acts as an attribute to an agent, we use the agent
as an ATT argument to the entity. For example,
“total number” is an ATT argument to the “scratch
card” entity. We also use a predicate as the STATE
argument of its agent when the agent is the user,
but the predicate is a state verb ( e.g., “have”) or
when the agent is not the user.

Automated Inference for QA To infer the an-
swers to user questions, we leverage the HUM
method to represent the user manual and user ques-
tion, simultaneously. Then, we extract the sub-
graph that is most similar to the representation of
the user question via the sub-graph matching al-
gorithm (Zou et al., 2011). The extraction only
considers the nodes in the graph. The similarity
score between two nodes (x and y) is computed by

S(x, y) = 1−D(x, y)/max(|x|, |y|), (1)
where D computes the Levenshtein distance, and
| ∗ | is the length of ∗. After getting the sub-graph
matched to the user question, we do the inference
described in Section 3 to get the answer.

5 The OHO dataset

We gather the frequently asked questions (FAQs)
summarized by the customer service department
of an e-commerce company. We remove FAQs
that aren’t attached to any documents and that are
attached to documents with only images. Finally,

Type Number Question
Words

Answer
spans

Factoid-style 955 (47.75%) 11.86 1.17
Procedure-style 483 (24.35%) 12.07 1.14
Inconsistent 562 (28.10%) 11.36 1.16
All 2000 11.77 1.16

Table 4: The number (percentage) of questions, the av-
erage number of words in the question, and the average
number of text spans in the answer

B1: What are the actions that should be performed by the user
in the manual? (Action node)
B2: What are the entities in the user manual? (Entity node)
B3: What are arguments (modifier, time, location and manner)
of the action? (Action-ARG)
B4: What are arguments (footnote, attribute and state) of the
entity? (Entity-ARG)
B5: What are the arguments of the attribute/state? (ARG-ARG)
B6: Is Action-2 in the next step of Action-2? (NEXT)
B7: Does the entity act as the patient of the action? (PAT)
B8: Is Entity-2 a sub-entity of Entity-1? (SUB)
B9: Does the entity act as the patient of the state (PATA)

Table 5: Basic questions for representation annotation

we get a dataset of 2000 user manuals, each of
which has an FAQ.

Answer annotation Each annotator is shown an
FAQ and its attached user manual, which is dis-
played sentence by sentence. A toy example for
the annotation of Q3 is shown in Figure 4. The an-
notator is required to select which sentences in the
user manual can be possible responses to the ques-
tion and then select the type of the question. Each
sentence is treated as a text span in the answer. The
statistics of the annotations are described in Table 4.
It reveals that the procedure-style and inconsistent
questions take up more than half part (52.45%) of
the real-world user questions about user manuals.

Representation annotation This annotation is
done on 200 user manuals of OHO. As some user
manuals describe more than one task, there are 346
graphs that need to be annotated. It is not practical
for the annotator to draw a heterogeneous graph for
each user manual. Following Dalvi et al. (2018),
we reduce the task as the annotation of answers
to nine basic questions derived from Table 2. The
basic questions are defined in Table 5. Specifically,
the annotations of B1 and B2 are completed first.
This is because the annotations of B3-B4 and B6-
B8 depend on the results of B1-B2. Similarly, the
annotations of B5 and B9 are completed last as they
depend on B4. The statistics are shown in Table 6.
Although the basic questions are factoid-style ques-
tions, we can use them and gold answers to roughly
estimate the maximum potential of models — if a
model can correctly answer these basic questions,
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Average Minimum Maximum
Sentences / user manual 7.73 2 33
Words / sentence 40.91 10 205
Graphs / user manual 1.73 1 8
Actions / graph 3.47 2 14
Entities nodes / graph 2.95 1 6
Action-ARG / Action 1.13 0 3
Entity-ARG / Entity 1.40 0 3
ARG-ARG / graph 0.86 0 3
NEXT / graph 2.47 1 13
PAT / graph 0.80 0 2
SUB / graph 2.22 0 8
PATA / graph 0.63 0 2

Table 6: Statistics of the representation annotation

it can construct TARA for user manuals and thus
have a chance to answer higher-level (procedure-
style, inconsistent or more) questions via unified
inferences.

Quality control We employ three CSRs with at
least one-year working experience from the same
department that summarizes the FAQs. We give a
training session to the workers to help them fully
understand our annotation requirements. The anno-
tation tasks are released to the workers via an online
annotation platform managed by the e-commerce
company. On average, it takes about 3 minutes for
an annotator to annotate the answer to an FAQ and
about 2.8 hours to annotate all answers to basic
questions of a user manual. An annotated result is
accepted only if all three workers agree; otherwise,
we invite two experts (one is the manager of the
customer service department and the other is a post-
doc working on computational linguistics) to make
the final decision. The experts closely discuss with
each other to ensure the consistency of results.

6 Experiments

To systematically benchmark the Knowing-how
&Knowing-that task evaluation, we perform two ex-
periments based on the OHO dataset. First, with the
help of answer annotations, we compare the perfor-
mances of HUM with seven baselines in answering
real-world user questions, i.e., the FAQ-answering
task. Second, with the help of representation an-
notations, we investigate the maximum potential
of HUM, i.e., the B-answering task. Specifically,
we use the LTP tool (Che et al., 2021) for word
segmentation and semantic dependency parsing.

6.1 Experiment I: FAQ-answering Task

Baselines We compare HUM with seven base-
lines: 1) QA pattern matching (Peng et al., 2010;
Jain and Dodiya, 2014), which utilizes a number of

Method P / P@1 R / R@1 F1 / F1@1
QA pattern matching 0.77 0.18 0.30
Lexical matching 0.45 / 0.50 0.56 / 0.46 0.50 / 0.48
Semantic matching 0.36 / 0.38 0.60 / 0.36 0.45 / 0.37
Keyword matching 0.45 / 0.54 0.74 / 0.41 0.56 / 0.52
Pre-trained LM 0.24 0.24 0.24
Self-supervised LM 0.41 0.34 0.37
Fine-tuned LM 0.57 / 0.64 0.26 / 0.23 0.36 / 0.34
HUM 0.89 / 0.87 0.67 / 0.61 0.76 / 0.72
HUM-oracle 0.97 / 0.98 0.93 / 0.73 0.95 / 0.83

Table 7: Results of the FAQ-answering task. The values
indicating the best performance and the worst perfor-
mance are colored in green and red, respectively.

QA patterns written by experts; 2) lexical match-
ing (Alfonseca et al., 2001; Yang et al., 2018),
which computes the lexical similarity scores be-
tween the FAQ and candidate sentence via EQ (1);
3) semantic matching, which computes similarity
scores of user questions and candidate sentences
based on BERT embeddings (Devlin et al., 2018);
4) keyword matching (Moldovan et al., 2000),
which measures the similarity between the key-
words of the user question and candidate sentence;
5) pre-trained LM (i.e., PERT) (Cui et al., 2022),
which has been trained with MRC tasks on other
corpora; 6) self-supervised LM (Nie et al., 2022),
which leverages the self-supervised strategy to train
the LM with more than 360000 user manuals7 with
interrogative masks (Lewis et al., 2019); 7) fine-
tuned LM, which fine-tunes the PERT models us-
ing a subset of OHO, the results are obtained from
two-fold cross-validation. We also create a variant
of HUM with oracle TARAs, named HUM-oracle.
This method is tested on the 200 FAQs with user
manuals that have gold TARAs.

Evaluation metrics We use the precision (P),
recall (R), and F1 scores to measure the perfor-
mances. To make fair comparisons with meth-
ods designed for one-span answers (i.e., QA pat-
tern matching, pre-trained LM, and self-supervised
LM), we also report P@1, R@1, and F1@1 values.

Results Table 7 shows the performance of HUM
and baselines on the FAQ-answering task. We can
see that HUM-oracle significantly outperforms oth-
ers on all metrics. This demonstrates that represent-
ing user manuals as TARAs is a desired resolution
to answer various user questions. We also make the
following observations. 1) The keyword matching
method gets a higher recall score than HUM, but its

7They are online helping documents from the e-commerce
company without FAQs and annotations.
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Figure 5: F1 scores w.r.t. different types of user questions and different number of answer spans

Basic Question Biaffine MFVI HanLP LTP Human
B1 0.23 / 0.40 / 0.29 0.27 / 0.53 / 0.36 0.31 / 0.57 / 0.40 0.34 / 0.70 / 0.46 1.00 / 0.98 / 0.99
B2 0.10 / 0.08 / 0.09 0.20 / 0.16 / 0.18 0.17 / 0.15 / 0.16 0.24 / 0.25 / 0.25 0.90 / 0.98 / 0.94
B3 0.09 / 0.08 / 0.08 0.19 / 0.19 / 0.19 0.19 / 0.21 / 0.20 0.24 / 0.41 / 0.30 0.95 / 0.89 / 0.92
B4 0.04 / 0.02 / 0.03 0.08 / 0.09 / 0.09 0.06 / 0.06 / 0.06 0.12 / 0.16 / 0.14 0.88 / 0.80 / 0.84
B5 0.07 / 0.02 / 0.03 0.12 / 0.03 / 0.05 0.08 / 0.03 / 0.05 0.18 / 0.14 / 0.16 0.85 / 0.82 / 0.83
B6 0.05 / 0.08 / 0.06 0.13 / 0.21 / 0.16 0.14 / 0.22 / 0.17 0.18 / 0.35 / 0.24 0.98 / 0.98 / 0.98
B7 0.16 / 0.14 / 0.15 0.26 / 0.35 / 0.30 0.22 / 0.28 / 0.25 0.29 / 0.39 / 0.33 0.95 / 0.88 / 0.91
B8 0.04 / 0.06 / 0.05 0.09 / 0.11 / 0.10 0.06 / 0.08 / 0.07 0.08 / 0.13 / 0.10 0.95 / 0.88 / 0.91
B9 0.25 / 0.06 / 0.10 0.34 / 0.13 / 0.19 0.24 / 0.05 / 0.09 0.28 / 0.17 / 0.21 0.79 / 0.70 / 0.74

Average 0.11/ 0.10 / 0.10 0.19 / 0.20 / 0.18 0.16 / 0.18 / 0.16 0.22 / 0.30 / 0.24 0.92 / 0.88 / 0.90

Table 8: Performance of HUM using different semantic parsing tools and human w.r.t. the basic questions. For
B1-B5, we report the P† / R† / F1† values. For B6-B9, we report the P / R / F1 values.

precision score is about half HUM. The matching
of keywords between the user question and the user
manual is similar to the extraction of the sub-graph
from the heterogeneous graph of the user manual.
So, this method can find all related spans to the user
question. However, without the unified inference
on TARA, it cannot reject the noise spans and thus
get low precision scores. Similar results can also
be found in the other matching methods. 2) The
QA pattern matching has a high precision score be-
cause of sophisticated QA patterns (covering more
than 80% of FAQs) but the worst recall score due
to the high flexibility of answer expressions. 3) We
are not surprised that the pre-trained LM and self-
supervised LM rank last, as they are only exposed
to factoid-style questions during the training phase
thus they are insufficient to answer procedure-style
and inconsistent questions. 4) The results of fine-
tuned LM are slightly better than that of pre-trained
LM and self-supervised LM but are still far behind
HUM. We conjecture this is because of the lack
of massive annotated data and the lack of unified
inference. 5) After carefully checking HUM, we
notice that about 5% of FAQs are not answered
because HUM can’t extract sub-graphs from user
manuals. This suggests a possible future work is to
eliminate such errors via more sub-graph matching
algorithms, etc. 6) Except for HUM-oracle, the

best F1 score is only 0.76, indicating the intrinsic
challenge of the Knowing-how & Knowing-that
task and there is substantial room for a model to
represent user manuals as TARAs like an expert.

Auxiliary results We conduct a further study
about methods that can produce multiple-span an-
swers. As shown in Figure 5, in most cases, the
performances decrease with the increase of answer
spans. This suggests that it is more difficult to pre-
dict answers with more spans than answers with
fewer spans. Compared with other methods, the
fine-tuned LM rank last on all metrics and has
poorer robustness when answering different types
of user questions — the performance for incon-
sistent questions is significantly worse than that
for procedure-style and factoid-style questions. It
indicates that, despite the achievement of state-of-
the-art results on many NLP tasks, the popular fine-
tuned LM is not suitable for industry-scale MRC
of user manuals without spending huge costs to an-
notate massive data. Notably, for all types of user
questions, the F1 scores of HUM surpass other
methods by a large margin on one-span and two-
span answers and are slightly lower than the best
value on three-span answers. This reveals the suf-
ficiency and robustness of HUM to cope with the
challenges raised by various types of user questions
and multiple-span answers.
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6.2 Experiment II: B-answering Task
We take a close look at HUM to investigate its abil-
ity to represent user manuals as TARAs and its
maximum potential to answer higher-level ques-
tions. We create variants of HUM by replacing
the backbone semantic parsing tool (i.e., LTP) with
Biaffine (Dozat and Manning, 2018), MFVI (Wang
et al., 2019), and HanLP (He and Choi, 2020).
In addition, we employ five postgraduate students
who major in computer science as annotators. They
are asked to annotate the answers to basic ques-
tions. Before starting the annotation work, they are
shown 10 samples annotated by experts without at-
tending the training session. In this way, we obtain
human (non-expert) upper bounds for this task.

Evaluation metrics Inspired by the evaluation
of information extraction, we employ the precision,
recall, and F1 scores based on BLEU scores (de-
noted as P†, R†, and F1†, respectively) (Tandon
et al., 2020) to measure the performances of HUM
on B1-B5. For B6-B9, we report the standard pre-
cision, recall, and F1 scores.

Results The results are reported in Table 8. The
last column reports the human upper bounds. Al-
though we have tried four state-of-the-art seman-
tic parsing tools, the best-performing method only
reaches ∼0.24 F1 scores, indicating the significant
challenges to automatically constructing TARAs
for user manuals. Specifically, the results of B6
are lower than that of B1, including the human re-
sults. This is because a worker’s annotations to
B6 are based on his annotations to B1, namely, the
accumulative errors issue. The values of the hu-
man upper bound (∼0.92 precision score, ∼0.88
recall score and ∼0.90 F1 score) demonstrate that
the task is feasible, well-defined and leaves plenty
of room for more advanced semantic dependency
parsing tools, more efficient heuristics, etc.

Issues and broader impact of TARA After in-
vestigating the bad cases, we find that, in addition
to the accumulative errors, there are issues with
co-reference problems, complex discourse parsing
beyond sentences, etc. We leave the resolutions to
these issues as future work. We observe that the
performances of HUM on the B-answering task are
much worse than that on the FAQ-answering task.
Although the basic questions are factoid-style ques-
tions, they can compose all possible higher-level
questions besides procedure-style and inconsistent
ones. For example, Q2 can be decomposed into a

combination of B1, B3, and B6. The FAQs in the
B-answering task only take a small part of the ques-
tions composed from the basic questions. Thus, the
B-answering task is much more challenging than
the FAQ-answering task. This observation also
strongly demonstrates that better performance on
the B-answering task will largely improve HUM’s
ability to answer real-world questions. Besides,
we’d like to talk about other potential benefits that
can be gained from the TARAs. In addition to
the unified inference of various questions, the joint
representation of dynamic actions and entities also
sheds light on the reasoning and planning of new
tasks. Possible applications involve the arrange-
ment of unordered actions, error detection of the
draft user manuals, the automated composition of
user questions, task-oriented information seeking,
etc. The model, with the ability to correctly answer
basic questions, can further be applied in down-
stream scenarios other than QA. For example, it
is beneficial to build an intelligent training bot for
new staff from customer service departments.

7 Conclusion and Future work

We propose the Knowing-how & Knowing-that task
that requires the model to answer various questions
about a user manual. We resolve it by represent-
ing the steps and facts of a user manual in a uni-
fied graph (TARA). To benchmark it, we design
an efficient method and annotate a testing set de-
rived from real-world customer service scenarios.
Experiments reveal the superiority of TARA, the
efficiency of HUM, and the significant challenges
of OHO and the new task.

We take the primary step to study the MRC of
user manuals in a more challenging setting, where
various questions are involved. We hope our work
can benefit further research on smart customer ser-
vice. There are several directions for further work.
First, to improve the performance of HUM, we
will research resolutions to accumulative errors,
co-reference problems, complex discourse pars-
ing beyond sentences, etc. Second, to explore the
potential of the proposed representation, we will
introduce it to other tasks that need better inter-
pretability, like task-oriented information seeking.
Third, we will investigate the potential of unified
inference for more complex user manuals, e.g., user
manuals with multiple agents. Lastly, we plan to
deploy HUM to online customer service to gain
more insights for further improvements.
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8 Limitations

We now explain the limitations and potential risks
of our work. First, it seems the Knowing-how &
Knowing-that task is a bit unfriendly to supervised
learning methods as we only annotate the testing
set. However, towards practical industry-scale ap-
plications, we encourage future work to utilize the
current annotations and contribute to more efficient
heuristic, unsupervised, self-supervised, or weakly
supervised methods, etc. Second, each user manual
in OHO only contains one user (agent). However,
there are a number of user manuals involving more
than one agent, e.g., “invite your friend as a new
user and get cash back”. This motivates us to ex-
plore multi-agent user manuals in our future work.
Third, in addition to the textual content, many user
manuals contain visual information like images
and GIFs. Hence, it will be more desirable to add
such user manuals and study the Knowing-how &
Knowing-that task in multi-modal settings.

9 Ethics Statement

This paper presents a new task for machine compre-
hension of user manuals. Although the user man-
uals and FAQs involved in the task are collected
from an e-commerce company, they are designed
for normal users and have been widely used by
the public for some time. We also have carefully
checked these data to make sure they don’t contain
any personally identifiable information or sensi-
tive personally identifiable information. Thus, we
believe there are no privacy concerns.

All user manuals and FAQs are reviewed at least
three times by the company’s staff before being
released to the public. Besides, we have been au-
thorized by the company to make OHO publicly
available for academic research. Thus, we believe
the dataset doesn’t contain any harmful information
and is qualified for distribution.

The annotators of OHO consist of CSRs, a post-
doc, and undergraduate students. As the dataset is
about user manuals and the job is to answer ques-
tions about the user manuals, we believe there are
no physical or mental risks to the annotators.
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A Settings of the baselines for the
FAQ-answering task

The detailed settings of the baselines models of the
FAQ-answering task are as follows.

• QA pattern matching (Peng et al., 2010; Jain and
Dodiya, 2014) uses handwritten rules to match
questions and answers with corresponding syn-
tactic formats (Ravichandran and Hovy, 2002;
Soubbotin and Soubbotin, 2001; Greenwood and
Gaizauskas, 2003). For example, given Q1 follow-
ing the pattern of what be <entity>?, the answer
is the sentence in the user manual following the
pattern of <entity> be <value>.

• Lexical matching (Alfonseca et al., 2001; Yang
et al., 2018). We use EQ (1) to calculate the
lexical similarity between question and candidate
sentence (Coates and Breitinger, 2022). Then we
choose the top two sentences with the highest
score as the final answer.

• Semantic matching (Devlin et al., 2018). We rep-
resent a sentence by averaging the token embed-
dings in this sentence. Then we compute the co-
sine similarity between question representation
and candidate representation. The top two sen-
tences with the highest score are used as the final
answers.

• Keyword matching (Moldovan et al., 2000). We
use the TF-IDF algorithm to extract ten keywords
for each user manual. Meanwhile, we use the
keywords extraction API of the iFLYTEK open
platform to obtain the keywords of the question
text. We calculate the matching score between
each candidate answer and question according to
the following formula:

S =16× |KQ|+ 16× |KA|+ 16× |KQ ∩KA|+
16× |ΓKQ ∩ ΓKA | − 4×

√
Dmax(K{Q})

(2)

where |KQ| represents the number of candidate
answer keywords existing in the question text,
|KA| represents the number of question keywords
existing in the candidate answers, |KQ∩KA| rep-
resents the number of words that are both question
keywords and answer keywords, ΓKQ

∩ ΓKA
rep-

resents how many question keywords are on the
same sub_tree of the candidate answer parsing
tree, where the parsing tree of the candidate an-
swer is obtained from the semantic dependency
parsing of LTP (Che et al., 2021), Dmax(K{Q})
represents the distance between the two question
keywords that are farthest apart in the candidate
answer text.

• Pre-trained LM. We use the Chinese machine
reading comprehension model based on PERT-
large (Cui et al., 2022), which has been fine-tuned
on a mixture of Chinese MRC datasets. It is
highly competitive in many tasks of machine read-
ing comprehension and sequence labeling. It ob-
tained 90.8, 95.7, and 79.3 F1-score on CMRC
2018 Dev, DRCD Dev, and SQUAD-Zen Dev
(Answerable) data set respectively. We concate-
nate the question text and the user manual and
then feed it to the model to predict the start and
end positions of answer spans.

• Self-supervised LM (Nie et al., 2022). Self-
supervised learning is the approach that trains
the model using the constructed data sets of po-
tential QA data mined from a large amount of
corpus (Baral). It can obtain a quantity of data
without manual annotation to fine-tune the pre-
training model. Inspired by previous work (Lewis
et al., 2019), we mask actions, entities, and cor-
responding arguments and relations in the source
user manuals and replace them with interrogative
words (when, where, why, how, etc.) to construct
QA data. We finally constructed 800,000 QA
pairs from 360,000 user manuals as the training
dataset. For model training, we still choose the
PERT-large model, whose pre-training paradigm
is also self-supervised learning. Following the
pre-training paradigm, we concatenate the ques-
tion text and the original user manual as the in-
put of the model and then predict the start and
end positions of the answer span. We choose the
AdamW (Loshchilov and Hutter, 2017) as the op-
timizer, the learning rate is set to 1e-5, and a total
of three epochs are trained.

• Fine-tuned LM. The labelled dataset OHO is di-
vided into two parts. We fine-tune the pre-training
model on half of the data and then evaluate the
performance of the model on the other half of the
data. To ensure that the model can output multi-
ple possible answer spans for each question, we
splice the question text and candidate sentences
in the source user manual into the model in turn
and then predict whether each candidate sentence
is the answer to the question, and we still choose
PERT-large as the pre-training model. The GPU
we used for model training is Tesla P100, the max
length of the model input is set to 512, the batch
size is set to 4, the learning rate is set to 1e-5, and
a total of six epochs are trained. The results are
obtained from two-fold cross-validation.
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B Case Study of the B-answering task

We here discuss the issues of HUM in generating
TARAs for user manuals. Figure 6 presents a bad
case caused by the co-reference problem — the
model fails to identify that “they” refers to “real-
name authentication users”, leading to a missing
STATE argument of the “real-name authentication
users” node. Figure 7 presents a bad case caused by
accumulative errors — the model generates noise
relations in TARA after it wrongly treats “pass” as
an Action node.

Figure 6: Bad case caused by the co-reference issue

Figure 7: Bad case caused by accumulative errors
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