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Abstract

Keyphrase extraction aims to extract a set of
keyphrases with the central idea of the docu-
ment. In a structured document, there are cer-
tain locations (e.g., the title or the first sentence)
where a keyphrase is most likely to appear.
However, when extracting keyphrases from the
document, most existing embedding-based un-
supervised keyphrase extraction models ignore
the indicative role of the highlights in certain
locations, leading to wrong keyphrases extrac-
tion. In this paper, we propose a new Highlight-
Guided Unsupervised Keyphrase Extraction
model (HGUKE) to address the above issue.
Specifically, HGUKE first models the phrase-
document relevance via the highlights of the
documents. Next, HGUKE calculates the cross-
phrase relevance between all candidate phrases.
Finally, HGUKE aggregates the above two rele-
vance as the importance score of each candidate
to rank and extract keyphrases. The experimen-
tal results on three benchmarks demonstrate
that HGUKE outperforms the state-of-the-art
unsupervised keyphrase extraction baselines.

1 Introduction

Keyphrase extraction is the fundamental task of au-
tomatically extracting a set of salient phrases from
a document that concisely describes its primary
content (Hasan and Ng, 2014; Song et al., 2023a).
Figure 1 shows an example of the source document
and its corresponding keyphrases.

Recent developments in pre-trained language
models (Devlin et al., 2019) have heightened the
need for utilizing pre-trained embeddings on natu-
ral language processing tasks, which significantly
improves the performance of embedding-based un-
supervised keyphrase extraction models (Sun et al.,
2020; Liang et al., 2021; Zhang et al., 2022). Ex-
isting embedding-based models mainly consist of
two components: candidate keyphrase extraction
and keyphrase importance estimation (Hasan and
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Title:
Measuring keyboard response delays by comparing keyboard and joystick inputs
Abstract:
The response characteristics of PC keyboards have to be identified when they are 
used as response devices in psychological experiments. In the past, the proposed 
method has been to check the characteristics independently by means of external 
measurement equipment. However, with the availability of different PC models and 
the rapid pace of model change, there is an urgent need for the development of 
convenient and accurate methods of checking. The method proposed consists of 
raising the precision of the PC’s clock to the microsecond level and using a joystick 
connected to the MIDI terminal of a sound board to give the PC an independent 
timing function. Statistical processing of the data provided by this method makes it 
possible to estimate accurately the keyboard scanning interval time and the average 
keyboard delay time…
Keyphrases:
keyboard response delay measurement, joystick input, keyboard input, pc keyboard, 
psychological experiment, model change, check, pc clock precision, midi terminal, 
sound board, independent timing function, statistical data process, keyboard scan 
interval time, average keyboard delay time    

Figure 1: Randomly sampled document with its cor-
responding keyphrases from the benchmark keyphrase
extraction dataset Inspec. Bold orange represents the
content related to the title, and underlined indicates the
content related to the first sentence.

Ng, 2014; Song et al., 2021, 2022a). The former
extracts continuous words from the document as
candidate keyphrases through heuristic rules, and
the latter estimates the importance of candidate
phrases by matching similarity with their corre-
sponding document.

Generally, the source document has both salient
information and noises (redundant content). Hence,
there may be a deviation when directly using the
phrase-document relevance as the importance score
of each candidate to select keyphrases. For many
specific-domain documents (e.g., news or scientific
articles), the highlights (the title or the first sen-
tence) typically contains the central information
of the source document (as shown in Figure 1),
which has more significant guidance for extracting
keyphrases. However, the recent embedding-based
unsupervised keyphrase extraction models ignore
the effect of the highlight information, leading to
extract wrong keyphrases.

Motivated by the above issues, we propose a new
Highlight-Guided Unsupervised Keyphrase Extrac-
tion model (HGUKE), which estimates the impor-
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Figure 2: The model architecture of HGUKE.

tance score of each candidate phrase by jointly
considering the global and local relevance between
candidate phrases and their corresponding docu-
ment. Concretely, HGUKE first calculates the
global relevance by leveraging the highlights rather
than the whole document and then locally com-
putes the cross-phrase relevance between all can-
didate keyphrases, as illustrated in Figure 2. Fi-
nally, HGUKE aggregates the global and local
relevance as the importance score of each candi-
date keyphrase to rank and extract keyphrases. Ex-
perimental results demonstrate that the proposed
model HGUKE outperforms the recent state-of-
the-art embedding-based unsupervised keyphrase
extraction baselines on three benchmark keyphrase
extraction datasets.

2 Methodology

2.1 Candidate Keyphrase Extraction

To extract candidate keyphrases from the source
document, we follow the previous studies (Liang
et al., 2021; Song et al., 2022b; Ding and Luo,
2021) and leverage Stanford CoreNLP Tools1 for
tokenizing, part-of-speech tagging and noun phrase
chunking. Concretely, in our model, the regular
expression {< NN. ∗ |JJ > ∗ < NN.∗ >} is
designed to extract noun phrases as the candidate
keyphrases via the python package NLTK2.

2.2 Phrase and Document Encoding

After constructing a set of candidate keyphrases
P = {p1, ..., pi, ..., p|P|} for the source document
via the above method, we adopt the pre-trained
language model BERT (Devlin et al., 2019) as the
embedding layer to obtain pre-trained word embed-
dings H = {h1, ..., hm, ..., h|D|} for the source
document D = {w1, ..., wm, ..., w|D|} where hm
indicates the m-th word in the document.

1https://stanfordnlp.github.io/CoreNLP/
2https://github.com/nltk

Next, we leverage word embeddings to obtain
candidate keyphrase representations. To capture
the central semantics of the candidate keyphrases,
we obtain candidate keyphrase representations by
leveraging the max pooling operation, which is a
simple and effective parameter-free approach and
can be calculated as follows,

hpi = Max-Pooling({h1, ..., hk, ..., h|pi|}), (1)

where hpi is the representation of the i-th candi-
date keyphrase and |pi| indicates the length of pi.
Specifically, hk represents the word in the docu-
ment associated with the candidate keyphrase pi.
At the same time, we use the mean pooling opera-
tion to obtain the highlight representation hs of the
document.

2.3 Phrase-Document Relevance
To obtain more relevant candidates, we model the
similarity between candidate phrases and the corre-
sponding document as follows,

phi =
1

||hs − hpi ||1
, (2)

where phi denotes the phrase-document relevance
of i-th candidate keyphrases and ||·||1 indicates the
Manhattan Distance.

For news and scientific articles, keyphrases of-
ten appear at the beginning or front position (Flo-
rescu and Caragea, 2017a,b), which means that
the position information is important and indica-
tive for extracting keyphrases. For example, the
word appearing at 2-th, 5-th and 10-th, has a weight
ρi = 1/2+1/5+1/10 = 0.8. Inspired by the pre-
vious work (Florescu and Caragea, 2017b; Liang
et al., 2021), we adopt a position regularization
as follows, ρi = softmax(e1/i), where ρi is the
position regularization factor of the i-th candidate
phrase. Then, the weighted phrase-document rele-
vance p̂hi can be re-calculated as follows,

p̂hi = phi · ρi, (3)

Here, we finally employ p̂hi to estimate the phrase-
document relevance of the i-th candidate phrase.

2.4 Cross-Phrase Relevance
Generally, the phrase-document relevance is calcu-
lated between the highlight information and each
candidate independently, and consequently, it can-
not determine which candidates are better than the
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Model
DUC2001 Inspec SemEval2010

F1@5 F1@10 F1@15 F1@5 F1@10 F1@15 F1@5 F1@10 F1@15

Statistical Keyphrase Extraction Models

TF-IDF (Jones, 2004) 9.21 10.63 11.06 11.28 13.88 13.83 2.81 3.48 3.91

YAKE (Campos et al., 2018) 12.27 14.37 14.76 18.08 19.62 20.11 11.76 14.4 15.19

Graph-based Keyphrase Extraction Models

TextRank (Mihalcea and Tarau, 2004) 11.80 18.28 20.22 27.04 25.08 36.65 3.80 5.38 7.65

SingleRank (Wan and Xiao, 2008) 20.43 25.59 25.70 27.79 34.46 36.05 5.90 9.02 10.58

TopicRank (Bougouin et al., 2013) 21.56 23.12 20.87 25.38 28.46 29.49 12.12 12.90 13.54

PositionRank (Florescu and Caragea, 2017b) 23.35 28.57 28.60 28.12 32.87 33.32 9.84 13.34 14.33

MultipartiteRank (Boudin, 2018) 23.20 25.00 25.24 25.96 29.57 30.85 12.13 13.79 14.92

Embedding-based Keyphrase Extraction Models

EmbedRankd2v (Bennani-Smires et al., 2018) 24.02 28.12 28.82 31.51 37.94 37.96 3.02 5.08 7.23

KeyGames (Saxena et al., 2020) 24.42 28.28 29.77 32.12 40.48 40.94 11.93 14.35 14.62

SIFRank (Sun et al., 2020) 24.27 27.43 27.86 29.11 38.80 39.59 - - -

JointGL (Liang et al., 2021) 28.62 35.52 36.29 32.61 40.17 41.09 13.02 19.35 21.72

MDERank (Zhang et al., 2022) 23.31 26.65 26.42 27.85 34.36 36.40 13.05 18.27 20.35

HGUKE 31.31 37.24 38.31 34.18 41.05 42.16 14.07 20.52 23.10

Table 1: Performance of the selected baselines and our model on DUC2001, Inspec and SemEval2010 test sets. F1
scores on the top 5, 10, and 15 keyphrases are reported. The best results are bolded in the table.

others. To determine which candidate phrases are
more salient than the others, we sum the semantic
relatedness between the i-th candidate phrases and
all candidates as the cross-phrase relevance. Thus,
it calculates the local relevance as follows,

ppi =
∑

j=1,j 6=i

(hpih
>
pj − λδi). (4)

where δi = Mean(
∑

j=1,j 6=i hpih
>
pj ). Here, we

treat δi as a de-noisy factor to filter the noises,
which is far different from the i-th candidate
keyphrase in the document.

2.5 Relevance Aggregation

We aggregate the phrase-document relevance and
the cross-phrase relevance into a whole score as the
importance score of each candidate via a simple
multiplication,

ri = p̂hi · ppi (5)

where ri indicates the importance score of the i-th
candidate phrase. Then, we rank all candidates with
their importance score ri and extract top-ranked k
phrases as keyphrases of the source document.

3 Experiments and Results

3.1 Experimental Settings

This paper conducts experiments on three bench-
mark and popular used keyphrase datasets, which
includes DUC2001 (Wan and Xiao, 2008), Inspec
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Figure 3: The results of calculating the phrase-document
relevance via the whole document and the highlights.

(Hulth, 2003), and SemEval2010 (Kim et al., 2010).
Due to page limits, please refer to the correspond-
ing articles for the details of the three datasets.

Following the previous work (Liang et al., 2021;
Ding and Luo, 2021; Song et al., 2023b), we use
the standard practice and evaluate the performance
of our model in terms of f-measure at the top-K
keyphrases (F1@K) and adopt stemming to both ex-
tracted keyphrases and gold truth. Concretely, we
report F1@5, F1@10, and F1@15 of each model
on three benchmark datasets.

We adopt the pre-trained language model BERT
(Devlin et al., 2019) as the backbone of our model,
initialized from their pre-trained weights. In our
experiments, λ is set to 0.9 for three benchmark
datasets.

3.2 Overall Performance
Table 1 shows the performance of baselines and our
model on three benchmark datasets (DUC2001, In-
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Pooling Methods
DUC2001 Inspec SemEval2010

F1@5 F1@10 F1@15 F1@5 F1@10 F1@15 F1@5 F1@10 F1@15

Max-Pooling 25.43 33.24 36.10 33.95 41.21 42.12 9.92 17.20 21.54

Mean-Pooling 31.31 37.24 38.31 34.18 41.05 42.16 14.07 20.52 23.10

Table 2: The results of different pooling methods for document embedding.

Different Similarity Measures
DUC2001 Inspec SemEval2010

F1@5 F1@10 F1@15 F1@5 F1@10 F1@15 F1@5 F1@10 F1@15

Cosine Similarity 30.26 36.14 37.19 33.70 40.51 41.53 13.15 20.78 23.26

Euclidean Distance 30.67 36.65 37.95 34.04 41.02 42.24 13.43 20.18 23.44
Manhattan Distance 31.31 37.24 38.31 34.18 41.05 42.16 14.07 20.52 23.10

Table 3: The results of different similarity measure methods for the phrase-document relevance.

spec, and SemEval2010). The results show that our
method significantly improves over state-of-the-art
unsupervised keyphrase extraction baselines. Com-
pared with the current state-of-the-art models, our
model achieves significantly better performance
on F1@5, F1@10, and F1@15 evaluation metrics,
demonstrating the effectiveness of estimating the
importance of candidate phrases by leveraging the
highlights to calculate the relevance.

Compared with EmbedRank (Bennani-Smires
et al., 2018), KeyGames (Saxena et al., 2020), and
SIFRank (Sun et al., 2020), HGUKE achieves sig-
nificant improvement, which benefits from using
the highlights to calculate the importance score
of each candidate keyphrase. Compared with the
best baseline JointGL, our model achieves better
performance on several benchmark keyphrase ex-
traction datasets in all evaluation metrics. The main
reason for this improvement is that we use the high-
lights as the guidance information instead of the
whole document when estimating the importance
of keyphrases.

3.3 Ablation Test

The ablation experiments on three benchmark
keyphrase extraction datasets are shown in Fig-
ure 3. It can be seen from the results that using
the highlight information can significantly improve
the performance of keyphrase extraction, which
benefits from estimating the importance score of
each candidate by using its corresponding high-
light information rather than the whole document.
We consider the main reason is that the title or the
first sentence of the document usually has a strong
guidance for extracting keyphrases.

3.4 Impact of Pooling Methods
In this section, we study different pooling methods,
including mean- and max-pooling operations. For
all pooling methods, HGUKE using the last BERT
layer achieves the best results, demonstrating that
HGUKE benefits from stronger contextualized se-
mantic representations. We can see the results in
Table 2 that the document encoded via the mean-
pooling operation obtains the best performance.

3.5 Impact of Different Similarity Measures
Our model adopts Manhattan Distance to measure
the textual similarity between candidate phrases
and the highlight information. Furthermore, we
attempt to employ different measures to estimate
the phrase-document relevance. The results of dif-
ferent similarity measures are shown in Table 3,
and we can see that the advantage of Manhattan
Distance is obvious.

4 Related Work

Most existing unsupervised keyphrase extraction
methods can be mainly divided into four categories:
statistics-based, topic-based, graph-based, and
embedding-based models. Specifically, statistics-
based models (Salton and Buckley, 1988; Witten
et al., 1999) usually extract keyphrases by estimat-
ing the importance of candidate phrases with dif-
ferent statistic features, such as word frequency
feature, phrase position feature, linguistic features
of natural language, etc. Topic-based models (Liu
et al., 2009, 2010) typically utilize topic informa-
tion to determine whether a candidate phrase is
a keyphrase. Graph-based models (Mihalcea and
Tarau, 2004; Grineva et al., 2009) represent the
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document as a graph and rank candidate phrases by
graph-based similarities.

Embedding-based models usually adopt the pre-
trained embeddings to obtain document and can-
didate phrase representations and calculate the im-
portance score of each candidate depending on the
obtained representations. Benefiting from the de-
velopment of transformer-based pre-trained lan-
guage models (Devlin et al., 2019) in the natu-
ral language processing field, embedding-based
models (Bennani-Smires et al., 2018; Sun et al.,
2020; Liang et al., 2021) have achieved outstand-
ing performance. Concretely, embedding-based
models mainly consist of two procedures: candi-
date keyphrase representation and keyphrase im-
portance estimation (Hasan and Ng, 2014; Song
et al., 2023a). The first procedure utilizes natu-
ral language linguistic features to construct candi-
date keyphrases and represents them by pre-trained
embedding approaches (e.g., BERT (Devlin et al.,
2019) and RoBERTa (Liu et al., 2019)). The second
procedure estimates the importance of candidate
phrases from different perspectives to determine
whether a candidate phrase is a keyphrase.

Unlike the existing unsupervised keyphrase ex-
traction models, we use the highlight information
of the document to calculate the phrase-document
relevance instead the whole document.

5 Conclusion and Future Work

In this paper, we incorporate structural information
to improve the performance of embedding-based
unsupervised keyphrase extraction. Specifically, in
this paper, we propose a new Highlight-Guided Un-
supervised Keyphrase Extraction model (HGUKE),
which calculates the phrase-document relevance
via the highlight information instead of the whole
document to select relevant candidate phrases. Ex-
tensive experiments demonstrate that HGUKE out-
performs the state-of-the-art unsupervised base-
lines. Future research may investigate adopting
different structural information of the source docu-
ment to improve the performance of unsupervised
keyphrase extraction.
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7 Limitations

There are still some limitations of our work. In
the future, we plan to enhance the procedure of ex-
tracting candidate keyphrase, to improve the upper
bound of the performance of keyphrase extraction.
One possible way is to generate candidate phrases
of the document by utilizing the high-level seman-
tic relatedness (e.g., attention weights) instead of
using the surface-or syntactic-level information.
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