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Abstract

Distantly-supervised named entity recognition
(NER) aims at training networks with distantly-
labeled data, which is automatically obtained
by matching entity mentions in the raw text
with entity types in a knowledge base. Dis-
tant supervision may induce incomplete and
noisy labels, so recent state-of-the-art methods
employ sample selection mechanism to sepa-
rate clean data from noisy data based on the
model’s prediction scores. However, they ig-
nore the noise distribution change caused by
data selection, and they simply excludes noisy
data during training, resulting in information
loss. We propose to (1) use a dynamic loss func-
tion to better adapt to the changing noise during
the training process, and (2) incorporate token
level contrastive learning to fully utilize the
noisy data as well as facilitate feature learning
without relying on labels. We conduct exten-
sive experiments on multiple datasets and our
method obtains 4.3%, 1.5%, 0.9% F1 score im-
provements over the current state-of-the-art on
Wikigold, CoNLLO03 and OntoNotes5.0.

1 Introduction

Named entity recognition (NER) is a fundamental
task in natural language processing, which aims at
locating entity mentions in a given sentence and
assign them to certain types, and it has a wide
range of applications (Khalid et al., 2008; Etzioni
et al., 2005; Aramaki et al., 2009; Bowden et al.,
2018). In recent years, deep neural networks have
achieved great performance on NER due to their
strong ability to learn from large amount of labeled
data. However, the acquisition of abundant high-
quality human annotated data is costly and difficult.
A major solution to this problem is distant supervi-
sion, a method for automatic generation of entity
labels, the common practice of which is to match
entity mentions in an unlabeled dataset with typed
entities in external gazetteers or knowledge bases.
Unfortunately, this method inevitably introduces

noise while generating labeled dataset, leading to a
deterioration of the NER models’ performance.

There are many works that try to improve the per-
formance of NER networks on distantly supervised
dataset with the existence of such noise. Some
studies use training tricks like applying early stop-
ping (Liang et al., 2020) and labeling entities with
multiple types (Shang et al., 2018) to handle the
noise, and some studies build an additional clas-
sification model to distinguish noisy labels from
the ground truth labels (Onoe and Durrett, 2019)
relying on additional labeled data. Sample separa-
tion (Li et al., 2020; Yu et al., 2019) is a dominant
method in noise-robust learning, trying to filter out
the noisy samples from the clean ones based on
the small-loss criterion (Li et al., 2020). RoSTER
(Meng et al., 2021) applies sample separation to
distantly-supervised NER, and they also uses gen-
eralized cross entropy (GCE) (Ghosh et al., 2017)
loss for noise-robust training.

In this paper, we also use the framework of sam-
ple separation and propose a distantly-supervised
NER training scheme that uses dynamic GCE loss
to optimize the model training, and we incorpo-
rate contrastive learning to lower the risk of noisy
label overfitting and fully utilize the data with un-
trusted labels. The contributions of this paper are
as follows:

1. We propose to use dynamic GCE loss during
training with sample separation steps, and we ad-
just the loss function automatically based on the
prediction entropy, which benefits the training pro-
cess with changing noise distribution.

2. We propose to apply contrastive learning to
facilitate feature learning without relying on labels,
so that the risk of noisy label overfitting can be
mitigated and the noisy data can be fully utilized.

3. We conduct experiments on three bench-
mark datasets and our method outperforms existing
distantly-supervised NER approaches by signifi-
cant margins.
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2 Methodology

In this section, we (1) briefly describe how to ob-
tain distantly-labeled data, (2) introduce our noise-
robust learning scheme with dynamic GCE loss and
(3) present how to incorporate contrastive learn-
ing into our framework. We use the pre-trained
RoBERTza (Liu et al., 2019) as our backbone model,
but our proposed methods can be integrated with
other architectures as well. The overall framework
of our noise-robust training is showed in Figure 1.

2.1 Distant Label Generation

Distant labels can be obtained by matching entities
in an unlabeled corpus with those in external knowl-
edge bases or gazetteers with typing information.
In this work, instead of introducing new distant
label generation methods, we follow the previous
work (Liang et al., 2020; Meng et al., 2021) for
these steps: (1) potential entities are determined via
POS tagging and hand-crafted rules, (2) their types
are acquired by querying Wikidata using SPARQL
(Vrandecic and Krotzsch, 2014), and (3) additional
gazetteers from multiple online resources are used
for matching more entities in the corpus.

2.2 Noise-Robust Learning with Dynamic
GCE loss

We apply sample separation steps to remove wrong
labels and handle noise. Specifically, we decide
which labels are eliminated based on the model
prediction: At first, all tokens participate in the
training process; later, those tokens whose distant
label does not agree with the model prediction (i.e.,
fiy:(x;60) <= 7 where f;,, is the model’s pre-
dicted probability of token x; belonging to the label
class, 6 is the model parameter and 7 is a threshold
value) will be excluded from the training set.

GCE loss. The purpose of NER is to classify
each token in a sentence to a tag, and cross en-
tropy (CE) loss is most commonly used for such a
purpose:

Log ==Y _logfiy(z,0) (1)

=1

The logarithmic function in CE loss makes the to-
kens on which the model’s prediction is less con-
gruent with the provided labels be weighted more
during the gradient update. This mechanism grants
better model convergence, but also brings more
attention to noisy labels when the dataset is not
clean. The mean absolute error (MAE) loss has

Figure 1: The overall framework of our method.

been shown inherently noise-tolerant when used
for classification (Ghosh et al., 2017) and is defined
as follows

n

Lyvap =Y (1= fiy(z,0)) 2

i=1

However, MAE loss treats every token equally for
gradient update, and this mechanism is not suitable
for deep learning, causing lower convergence effi-
ciency and suboptimal model performance. (Zhang
and Sabuncu, 2018) proposes generalized cross
entropy (GCE) loss to balance between model con-
vergence and noise-robustness, which is defined as
follows

=1

Lacr =

where
0<gxl1

is a hyperparameter: When ¢ — 1, Lgc g approx-
imates Lysag; when ¢ — 0, Lgo g approximates
Lcog (using L’Hopital’s rule). RoSTER (Meng
et al., 2021) is the first to use GCE loss in distantly-
supervised NER and it fixes ¢ during training.
Dynamic GCE loss. However, we argue that
the static GCE loss is not suitable for a training
process with change of noise distribution caused
by sample selection, so we propose to use dynamic
GCE loss in our training scheme. We perform
noisy sample removal certain times during train-
ing. At first, all tokens along with their distant
labels are used in the model training, bringing a
lot of noise. Later, the training set is dynamically
adjusted according to the consistency of tokens’
distant labels and their prediction scores, and noise
labels are gradually discarded from the training
set as training progresses. Therefore, the balance
between noise-robustness and model convergence
is constantly changing, and the GCE loss should
also be adjusted accordingly. Specifically, the GCE
loss should approximates MAE loss first as the
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noise is greatest at the beginning of the training
process; then it should gradually change towards
the CE loss as our noisy sample removal strategy
decreases noisy labels. In practice, we can make
the hyperparameter g drop stepwise from 1 to 0,
but we propose a more flexible method that dynam-
ically adjusts ¢ based on the prediction entropy.

The model’s prediction of a token’s label is a
probability distribution, and the entropy of this dis-
tribution reflects the uncertainty of the model pre-
diction. We average this entropy over all data to get
the prediction entropy of the model on this dataset.
The prediction entropy gradually decreases during
the training process as the model tends to be more
and more confident of its predictions. We let ¢ vary
according to the following formula

InE — InEy
N

where qq is the initial value of ¢ which we set to 1
in our experiments, E is the prediction entropy, Ey
is the initial value of F, and NN is the total number
of entity types. Practically, ¢ will decrease along
with E, and the loss function will trend from higher
noise robustness to better model convergence.

q=qo+ 4)

2.3 Noise-Robust Contrastive Learning

Generally, a noise-robust learning scheme using
sample separation treats samples with untrusted la-
bels as unlabeled data. The unlabeled data may be
excluded during training, or pseudo-labels can be
generated for the data. But pseudo-labels introduce
new noise into the training set, and simply ignoring
the unlabeled data leads to information loss, espe-
cially in distant supervision where noisy labels are
generated because some entities are ambiguous or
not covered by the knowledge base. These entities
are harder to learn and contain more useful infor-
mation. Besides, the clean data selected based on
the model predictions may still contain noisy labels,
so the risk of noisy label overfitting still exists.

To handle these problems, we propose to ap-
ply contrastive learning to the unlabeled tokens,
which can boost the model performance for two
reasons. First, contrastive learning facilitates fea-
ture learning without relying on labels, which fur-
ther mitigates the risk of noisy label memoriza-
tion since it does not rely on imperfect separation
of clean and noisy samples as well as incorrect
pseudo-labels generated during training (Karim
et al., 2022). Second, contrastive learning is a per-
fect way to fully utilize unlabeled data as it does

Contrastive Loss

[ Roberta Layers
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‘Word embeddings with Noisy labels

Figure 2: The illustration of our contrastive learning.

not require any pseudo-labels, avoiding introduc-
ing new noise. Practically, for each token with
untrusted label, we perturb its word embedding in
two random directions to obtain two new vectors.
The two vectors are augmented copies of the origi-
nal word embedding, and although they cannot be
mapped back to any real words, we argue that they
have similar semantics because of the continuity of
semantic spaces. It means that the two augmented
copies should share the same label although we
do not know what the label is since the original
label is not trusted. Therefore, we employ the pro-
jection head ¢(.; ¢) to obtain feature projections
zi = g9(f(win,0), ¢), and z; = g(f(wiz2,0), ¢) of
the differently augmented copies (x;,1, x;,1) of one
input x;, and they are positive samples for con-
trastive learning. The contrastive loss function can
be expressed as

exp(sim(z, zj)/K)

l;j =—lo . (5)
7 gzb# exp(sim(z;, zp)/K)
1 2B
Lo = 2B (l26—1,26, l2b,26—1] (6)
b=1

where x is a temperature constant, B is the number
of samples in mini-batch, and sim(z;, z;) can be
expressed as the cosine similarity between z; and
zj. The illustration of our token level contrastive
learning method is presented in Figure 2.

The total loss function we minimize is

L= Lgcor + AcLc (7
where A\ is contrastive loss coefficient.

2.4 Co-Teaching

Apart from noise-robust learning, we also use
model ensemble and self-training like ROSTER
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Methods CoNLLO3 OntoNotes5.0 Wikigold
Pre. Rec. F1 Pre. Rec. F1 Pre. Rec. F1

_ Distant Match 0.811 0.638 0.714 0.745 0.693 0.718 0479 0476 0.478
S Distant RoOBERTa  0.837 0.633 0.721 0.769 0.715 0.737 0.603 0.532 0.565
% AutoNER 0.752 0.604 0.670 0.731 0.712 0.721 0.435 0.524 0.475
§ BOND 0.821 0.809 0.815 0.774 0.701 0.736 0.534 0.686 0.600
A RoSTER 0.859 0.849 0.854 0.753 0.789 0.771 0.649 0.710 0.678
DGCE&CL (Ours) 0.875 0.862 0.869 0.770 0.790 0.780 0.676 0.773 0.721

Table 1: Performance of all methods on three datasets measured by precision (Pre.), recall (Rec.) and F1 scores.

Baseline results are reported by (Meng et al., 2021).

(Meng et al., 2021) to further improve the model
performance. However, instead of training /N mod-
els {0}, independently as in RoSTER, we pro-
pose a co-teaching (Han et al., 2018) framework
in which the N models select training data not
for themselves but for one another. Specifically,
all models are trained simultaneously with differ-
ent random seeds. At the sample separation steps
mentioned above, each model selects data based
on the label consistency with the model prediction
from the original dataset as clean data, which will
be used by another model for training in the next
training stage.

If a model has already overfit some noisy data,
it will treat them as clean data in the next sample
separation step. Therefore, using its own selected
data in a model’s next training stage would cause
noise enhancement. Co-teaching can alleviate the
problem of noise enhancement, so we propose to
combine our learning scheme with the co-teaching
framework. Other implementation details are pre-
sented in Section 3.3.

3 Experiments

3.1 Datasets

We conduct experiments on three NER
datasets: CoNLLO3 (Sang and Meulder, 2003),
OntoNotes5.0 (Weischedel et al., 2013) which we
follow the pre-processing of (Chiu and Nichols,
2016), and Wikigold (Balasuriya et al., 2009).
Details are presented in Appendix A.

3.2 Baselines

We compare our method with a wide range of
distantly supervised methods using the distantly-
labeled training set obtained as in (Meng et al.,
2021): Distant Match uses the distant supervi-
sion to generate predictions. Distant RoOBERTa
(Liu et al., 2019) fine-tunes a pre-trained RoBERTa

model on distantly-labeled data as if they are
ground truth. AutoNER (Shang et al., 2018) uses
a new tagging scheme that assigns ambiguous to-
kens with all possible labels. BOND (Liang et al.,
2020) first trains a ROBERTa model on distantly-
labeled data with early stopping, and then uses a
teacher-student framework to iteratively self-train
the model. ROSTER (Meng et al., 2021) proposes
a noise-robust learning framework with GCE loss
and label removal steps, followed by a self-training
method that uses contextualized augmentations cre-
ated by pre-trained language models.

3.3 Implementation Details

We use the pre-trained RoOBERTa-base model as our
backbone model. For the three datasets CoONLLO3,
OntoNotes5.0, and Wikigold, the maximum se-
quence lengths are set to be 150, 180, and 120
tokens; Ey in Eq. 4 are 2, 1.5 and 0.24; the noise-
robust training epochs are set to be 3, 5, 5; the
temperature in contrastive learning is set to be 1,
0.5, 0.5. For all three datasets: The training batch
size is 32 and the number of models for ensemble
K = 5. The threshold value 7 for sample separa-
tion is 0.7. We use Adam (Kingma and Ba, 2015)
as the optimizer, and the peak learning rate is 3e—5,
le — 5, 5e — 7 for noise-robust training, ensemble
model training and self-training respectively with
linear decay. The warmup proportion is 0.1. We
train the model on 1 NVIDIA A100 Tensor Core
GPU.

34

Table 1 presents the performance of all methods
measured by precision, recall and F1 scores. On
all datasets, our method with Dynamic GCE loss
and Contrastive Learning (DGCE&CL) achieves
the best performance among distantly-supervised
methods. RoSTER applies the original GCE loss
and noisy label removal, and it achieves better re-

Main Results
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Methods CoNLLO03 OntoNotesS.0 Wikigold Methods CoNLLO03 OntoNotes5.0 Wikigold
DGCE&CL 0.869 0.780 0.721 DGCE&CL  20.466 23.500 29.640
w/o CL  0.863 (0.6%)) 0.774 (0.6%)) 0.710 (1.1%)) w/o CL 11.163 13.435 27.235
w/oDL 0.857 (1.2%]) 0.772(0.8%)) 0.693 (2.8%) w/o DL 5.581 7.101 13.167
w/o CT 0.860 (0.9%)) 0.778 (0.2%{) 0.704 (1.7%.) w/o CT 6.928 18.448 25.342

Table 2: The F1 Scores of different variants in the abla-
tion study.

sults than other baselines, implying that the sam-
ple separation strategy and a noise-robust loss are
useful in distantly-supervised NER. Our method
consistently outperforms RoSTER, showing the su-
periority of our proposed dynamic GCE loss and
token level contrastive learning when trained on
distantly-labeled data. Specifically, our method
achieves 4.3%, 1.5%, 0.9% absolute F1 scores
gain over RoSTER on Wikigold, CoNLLO03 and
OntoNotes5.0. For OntoNotes5.0, the precision of
BOND is a little higher than our method, but we
have much better recall rate, mainly because our
noise-robust training can learn entities that are not
covered by the knowledge base.

3.5 Ablation Study

To verify the validity of different modules in our
proposed method, we introduce the following vari-
ants of our method to further carry out an ablation
study: 1) w/o CL (Contrastive Learning), which re-
moves the contrastive learning and simply ignores
the noisy data during training; 2) w/o DL (Dy-
namic Loss), which removes the dynamic loss and
only uses a static GCE loss with ¢ fixed as 0.7 like
RoSTER does; 3) w/o CT (Co-Teaching), which re-
moves the co-teaching strategy and let each model
select its own training data.

The performance of each variant is shown in
Table 2. From the listed results we can see that
all modules in our proposed method can boost
the model performance and removing any of them
leads to a performance drop. Specifically, removing
the dynamic loss always brings the biggest decrease
of F1 scores, indicating that dynamically adjusting
the hyperparameter ¢ of GCE loss is very impor-
tant in distantly-supervised NER, and our tuning
strategy based on the prediction entropy is effective.
Removing the contrastive learning also deteriorates
the model performance, showing its effectiveness
in feature learning. Training independent models
without co-teaching also leads to suboptimal results
on all three datasets, showing that co-teaching can
further mitigate the noise label memorization.

Table 3: The ¢-values of our method and its variants in
the significance test.

3.6 Significance Test

To verify the significance of the advantages of our
proposed method over the baseline, we conduct a
t-test to check the statistical significance and report
the results on Table 3. Specifically, we unfreeze the
random seed and repeat each experiment five times,
and the ¢-test shows the results of our method are
higher than the baseline with a 99% confidence
interval (¢ = 0.01) on all datasets. The signifi-
cance test experiments are conducted on both our
DGCE&CL and the model variants from ablation
study, and the ¢-values of ¢-test on all datasets are
shown in Table 3.

4 Conclusion

In this paper, we study the distantly-supervised
NER problem. We propose a noise-robust train-
ing scheme using dynamic loss to adapt to chang-
ing noise distributions caused by sample selection
mechanism. To further improve the model’s gener-
alization and robustness, we incorporate contrastive
learning to facilitate feature learning without rely-
ing on labels and fully utilize the data with noisy
labels. We conduct experiments on three datasets
and our method outperforms all previous distantly-
supervised NER methods.

Limitations

Sample separation based on model predictions can
only eliminate part of the noise, and it costs extra
time in training. Moreover, although our dynamic
GCE loss based on prediction entropy works well
in distantly-supervised NER, Eq. 4 is determined
mainly because it has superior experiment results
and it lacks theoretical proof.
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A Datasets and Metrics

We conduct experiments on three datasets, and the
dataset statistics are shown in Table 4. All datasets
are in English language, and the entity type num-
bers of CoNLL, OntoNotes5.0 and Wikigold are 4,
18 and 4. Following previous work (Sang, 2002),
we calculate the entity level F1-score and use the
Micro F1 over all entity types as the metric of eval-
uation. We train 5 models with different random
seeds and report the F1-score of their ensemble.

B Strategies for Tuning ¢

As mentioned above, we propose to dynamically
change the hyperparameter ¢ in Eq. 3, and in this
section we compare different strategies for tuning
q. q is changed at regular intervals of training pro-
cess, and (1) a straightforward way is decreasing
q stepwise from 1 to 0. (2) The second strategy
also reduces ¢ by the same value each time, but we
regard the value of each reduction as a hyperparam-
eter and search for its optimal value. This strategy
has better performance but it requires lots of extra
experiments to find an optimal parameter. (3) The
third way is to use Eq. 4 to automatically adjust q.
4) We also use a fixed q as a baseline.

Dataset Type Train  Test
CoNLLO03 4 14,041 3,453

OntoNotes5.0 18 59,924 8,262
Wikigold 4 1,142 274

Table 4: Dataset statistics with the number of entity
types and the number of training/test sequences.
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Figure 3: The model’s prediction entropy on Wikigold
during training.
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Figure 4: The changing line of ¢ during training on
Wikigold.

Methods CoNLL03 OntoNotes5.0 Wikigold
Fixed q 0.854 0.771 0.678
Decreasing Stepwise 0.863 0.773 0.691
Optimal Reduction 0.870 0.778 0.723
Entropy Based 0.869 0.780 0.721

Table 5: The F1 scores of different strategies for tuning
q on three datasets.
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Table 5 presents the F1 scores of different strate-
gies on three datasets, and we can draw the follow-
ing conclusions. No matter what strategy is used to
adjust ¢, dynamic GCE loss always performs better
than static GCE loss, which shows the necessity
of tuning ¢ to adapt to the noise change caused by
sample separation during training. Automatically
tuning g based on the prediction entropy achieves
competitive performance to decreasing ¢ with the
optimal reduction value each time, and no extra
experiments are required.

We record the prediction entropy during model
training on Wikigold and present the changing line
in Figure 3. It can be seen that the prediction en-
tropy drops sharply in the early period of training,
but then it stabilizes and only fluctuates in a small
range. Figure 4 presents the according changing
line of q. It is close to a linear decline in the early
stage, and also stabilizes afterwards. This is rea-
sonable as we assume that the noise in training set
gradually decreases in the early stage of training,
and the loss function should be more stable and
more conductive to model convergence later in the
training process.
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