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Abstract

The semantic frame induction tasks are defined
as a clustering of words into the frames that
they evoke, and a clustering of their arguments
according to the frame element roles that they
should fill. In this paper, we address the lat-
ter task of argument clustering, which aims
to acquire frame element knowledge, and pro-
pose a method that applies deep metric learn-
ing. In this method, a pre-trained language
model is fine-tuned to be suitable for distin-
guishing frame element roles through the use
of frame-annotated data, and argument clus-
tering is performed with embeddings obtained
from the fine-tuned model. Experimental re-
sults on FrameNet demonstrate that our method
achieves substantially better performance than
existing methods.

1 Introduction

A semantic frame is a coherent conceptual structure
that describes a particular type of situation or event
along with its participants and props. FrameNet
(Ruppenhofer et al., 2016) is a representative re-
source, in which semantic frames define a set of
frame-specific roles called frame elements (FEs).
FrameNet comprises a list of semantic frames, sets
of frame-evoking words, and collections of frame-
annotated examples. Table 1 lists examples of
frame-annotated sentences for the GIVING frame
in FrameNet. For each sentence, a frame-evoking
word is annotated with the GIVING frame, and its
arguments are annotated with FEs such as Donor,
Theme, and Recipient.

Because manually arranging such frame re-
sources on a large scale is labor intensive, there
have been many studies on automatic induction
of frame resources. Most of these studies have
assumed only verbs as frame-evoking words and
divided the frame induction task into two sub-tasks:
verb clustering, which groups verbs according to
the frames that they evoke, and argument cluster-
ing, which groups arguments of verbs according to

L [ It] was handed in [(2)ponor DY @
couple of children| this morning.

2. [(3)Donor 1] will now donate [(4) the
money| [(5)Recipient o charity].

3. [(6)Donor Your glft] m [(7)Recipient children
and families] [(g) hope for tomorrows].

Table 1: Examples of verbs that evoke the GIVING
frame in FrameNet

(b) Fine-tuned BERT w/ Triplet

(a) Vanilla BERT

Figure 1: 2D t-SNE mappings of average BERT em-
beddings of argument tokens, which are labeled with
Donor, , or Recipient, in examples of verbs that
evoke the GIVING frames in FrameNet. The numbers
in parentheses correspond to the examples in Table 1.

their FE roles (Anwar et al., 2019; Ribeiro et al.,
2019). This study addresses the argument cluster-
ing task and acquires frame element knowledge for
semantic frame induction.

As with many natural language processing tasks,
methods using contextualized embeddings such as
ELMo (Peters et al., 2018) and BERT (Devlin et al.,
2019) have been proposed for argument clustering
tasks. However, these methods have been reported
to perform worse than methods based on syntactic
relations (Anwar et al., 2019; Ribeiro et al., 2019).
We assume that this is because vanilla BERT, i.e.,
BERT without fine-tuning, is more influenced by
factors such as a whole sentence’s meaning and
does not emphasize information that captures dif-
ferences in semantic roles. Figure 1(a) shows a 2D
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t-SNE (Maaten and Hinton, 2008) projection of the
average BERT embeddings of argument tokens in
examples of the GIVING frame in FrameNet. We
can see that these embeddings are not adequately
clustered according to their semantic roles.

Hence, in this study, we propose the use of deep
metric learning to fine-tune a contextual word em-
bedding model so that instances of the same FEs
are placed close together while other instances are
placed farther apart in the embedding space. Figure
1(b) shows a 2D projection of the average BERT
embeddings of argument tokens after fine-tuning
with our proposed method based on the triplet loss.
We can confirm that instances of the same FEs are
located close to each other. This suggests that deep
metric learning enables fine-tuning of BERT to ob-
tain embedding spaces that better reflect human
intuition about FEs.

2 Acquiring Frame Element Knowledge
with Deep Metric Learning

To acquire frame element knowledge for seman-
tic frame induction, we work on argument cluster-
ing, which is the task of grouping arguments of
frame-evoking words according to their roles in the
evoked frame. We introduce two argument cluster-
ing methods that cluster argument instances using
their contextualized word embeddings. To achieve
higher performance methods, we assume the exis-
tence of frame-annotated data and propose to fine-
tune a contextualized word embedding model using
deep metric learning.

2.1 Deep Metric Learning

Deep metric learning is a method of learning deep
learning models on the embedding space in such a
way that instances with the same label are placed
closer together and instances with different labels
are placed farther apart (Kaya and Bilge, 2019;
Musgrave et al., 2020). By applying this to the con-
textualized word embedding model, it is expected
that argument instances with similar roles learn to
be closer together, and argument instances with dif-
ferent roles learn to be farther apart. We use the rep-
resentative triplet (Weinberger and Saul, 2009) and
ArcFace losses (Deng et al., 2019) from two major
approaches: the distance-based and classification-
based approaches, respectively.

Triplet loss This loss function is commonly used
in deep metric learning, in which the distance to
a triplet of instances can be learned directly using

three encoders. Specifically, it performs learning
such that the distance between an anchor instance
x, and a negative instance x,, which are taken
from different classes, is to be larger than a certain
margin m plus the distance between the anchor
instance x,, and a positive instance x,. The squared
Euclidean distance is typically used as the distance
function D. The triplet loss is defined as follows:

Liyi=max (D (g, xp) — D (g, ) +m,0). (1)

ArcFace loss This loss has been used as a de
facto standard in face recognition. It modifies
the softmax-based cross-entropy loss for typical
n-class classifiers. Specifically, it applies [ regu-
larization to the i-th class weight w; and the em-
bedding of the ¢-th class instance x;. The angle
between w; and x; is denoted as #;. An angu-
lar margin m and a feature scale s are introduced
as hyperparameters to simultaneously enhance the
intra-class compactness and inter-class discrepancy.
The ArcFace loss is defined as follows:

es-cos(ei +m)

es.cos(0i+m)+zg}:1 it escost;’

Lare=— log )

2.2 Argument Clustering Methods

We introduce two argument clustering methods: a
cross-frame clustering of argument instances across
frames and an intra-frame clustering of frame-wise
argument instances.

2.2.1 Cross-Frame Method

The cross-frame method is a method used by An-
war et al. (2019) and Ribeiro et al. (2019), in which
FEs are regarded as general semantic roles inde-
pendent of frames, and the argument instances are
grouped by roles across frames. For example, both
Donor in the GIVING frame and Agent in the PLAC-
ING frame are similar roles in the meaning of “a
person who acts on an object.” Taking advantage of
this property, the cross-frame method clusters the
argument instances to form role clusters without
considering the frame that each word evokes and
then combines the frame and the role clusters into
the FE clusters. In this method, we apply group-
average clustering based on the Euclidean distance,
which is a hierarchical clustering algorithm.!

The cross-frame method performs fine-tuning
of contextualized word embedding models across
frames by using the triplet and ArcFace losses. For

'See Appendix A for the number of clusters.
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the triplet loss, a positive instance is one with the
same FE as the anchor instance, while a negative
instance is one with FEs of different frames or dif-
ferent FEs of the same frame as the anchor instance.
The ArcFace loss is used to classify instances on an
FE basis so that the model trains the metric across
frames rather than within a particular frame.

2.2.2 Intra-Frame Method

Since the cross-frame method treats FEs as roles
independent of frames even though FEs are frame-
specific roles, there are two possible drawbacks as
described below. We thus propose the intra-frame
method that treats FEs as frame-specific roles.

As the first drawback, the cross-frame method
causes the division of argument instances of the
same FE into too many clusters. For example,
the GIVING frame has only three FEs, but the
cross-frame method is likely to split instances into
more clusters due to the nature of clustering across
frames. To overcome this drawback, the intra-
frame method focuses on clustering the argument
instances for each frame. The method also uses
group-average clustering.

As the second drawback, the fine-tuning of the
cross-frame method may not provide the optimal
embedding space for argument roles, because it
learns to keep instances with similar roles in dif-
ferent frames away from each other. For example,
Donor in the GIVING frame and Agent in the PLAC-
ING frame are similar, but the cross-frame method
keeps these instances away because they are re-
garded as different roles. Hence, the intra-frame
method learns to keep away only between instances
of different FEs of the same frame. For the triplet
loss, this is achieved by limiting negative instances
to be different FEs in the same frame. For the Arc-
Face loss, this is achieved by training classification
for the number of FE types in a frame.

3 Experiment

To confirm the usefulness of fine-tuning with deep
metric learning, we experimented with an argument
clustering task. This study focuses on argument
clustering to induce FEs for frame-evoking verbs.
Given the true frame that a verb evokes and the
true positions of its argument tokens in the example
sentences, we cluster only its arguments to generate
role clusters. Then, we merge the true frame and
the role clusters to obtain the final FE clusters.

#Frames #FEs #Examples #Instances
Set 1 212 641 21,433 42,544
Set 2 212 623 24,582 47,629
Set 3 213 637 35,468 71,617
All 637 1,901 81,493 161,790

Table 2: Statistics of the FrameNet-based dataset used
in three-fold cross-validation.

3.1 Settings

Dataset The dataset in our experiment was cre-
ated by extracting example sentences, in which the
frame-evoking word was a verb, from FrameNet
1.7.2 The FEs in FrameNet are divided into two
types: core FEs, which are essential for frames,
and non-core FEs. Our experiment targeted only
the core FEs, as in QasemiZadeh et al. (2019). The
examples were divided into three sets so that those
of the verbs that evoke the same frames were in
the same set. Table 2 lists the dataset statistics.
We performed three-fold cross-validation with the
three sets as the training, development, and test
sets. Note that the frames to be trained and those
to be clustered do not overlap because the sets are
divided on the basis of frames.

Comparison Methods We used BERT? from
Hugging Face (Wolf et al., 2020) to obtain con-
textualized word embeddings. We compared a total
of six different methods, which use the cross-frame
method or the intra-frame method for each of the
three models, the vanilla model (Vanilla) and two
fine-tuned models (Triplet, ArcFace).*

We also compared our methods with the two
unsupervised methods used in Subtask-B.1 of
SemEval-2019 Task 2 (QasemiZadeh et al., 2019).”
Anwar et al. (2019) performed group-average clus-
tering by using a negative one-hot encoding feature
vector to represent the inbound dependencies of ar-
gument words. Ribeiro et al. (2019) applied graph
clustering by Chinese whispers (Biemann, 2006)
with the average ELMo (Peters et al., 2018) embed-
dings of argument tokens. We also prepared two
baselines: Boolean and Dependency-relationship.
The Boolean method clusters argument instances
based on whether they appear before or after the

2ht’cps: //framenet.icsi.berkeley.edu/

Shttps://huggingface.co/bert-base-uncased

*See Appendix B for the detailed settings of these methods.

>The SemEval-2019 Task 2 dataset is no longer available,
as described on its official website; thus, we excluded that
dataset from the experiments.
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Method #C Pu/1Pu/PIF  BcP/BcR/BcCF
Boolean 411 70.7/859/77.6 61.4/79.6/69.4
Dependency-relationship 2,032 84.6/70.6/77.0 78.2/56.9/65.9
Anwar et al. (2019) 415 59.2/75.8/66.5 49.0/67.0/56.6
Ribeiro et al. (2019) 628 65.3/74.6/69.6 55.0/64.4/593
Clustering Model
Crosoframe mothog | Yamilla 628 552/87.5/67.6_46.5/81.1/59.0
FOSSTUHAME MENOC " ygniet ™~ 543 80.0/92.9/86.0 73.0/88.8780.1
(group-average clustering)
ArcFace 594 81.7/91.5/86.2 74.9/86.8/80.3
e method | Vamilla__ 636 540/889/679 462/83.1/59.4
ntradtrame methoc — “qiolet 646 90.1/95.0/92.5  85.5/91.9/88.6
(group-average clustering)
ArcFace 631 90.0/94.3/92.1 85.4/90.9/88.1

Table 3: Experimental results for argument clustering over three-fold cross-validation. Each value in the table is the
average over three trials. #C indicates the final number of clusters.

verb. For example, in the second example sentence
“[I] will now donate [the money] [to charity].” in
Table 1, the word “I” belongs to the before cluster,
while “the money” and “to charity” belong to the
after cluster. The Dependency-relationship method
clusters argument instances based on dependency
labels. In the case of the same example sentence
as above, “I” belongs to a cluster indicating a noun
subject, “the money” belongs to a cluster indicat-
ing an object, and “to charity” belongs to a cluster
indicating an oblique nominal. We use stanza (Qi
et al., 2020) as a dependency parsing tool.®

Metrics For evaluation metrics, we used PURITY
(PU), INVERSE PURITY (IPU), and their harmonic
mean, F-SCORE (P1F) (Zhao and Karypis, 2001),
as well as B-CUBED PRECISION (BCP), RECALL
(BCR), and their harmonic mean, F-SCORE (BCF)
(Bagga and Baldwin, 1998).

3.2 Results

Table 3 summarizes the experimental results. The
cross-frame and intra-frame methods with the
Triplet and ArcFace models showed a remarkable
performance improvement compared to those with
the Vanilla model. In particular, the intra-frame
method with the Triplet model obtained a high
score of 92.5 for PIF and 88.6 for BCF. Also, while
there was no difference between the intra-frame
and cross-frame methods with the Vanilla model,
we can confirm the efficacy of the intra-frame meth-
ods with the fine-tuned models. There was little
difference in scores with the deep metric learning
models. We consider that they achieved similar

6https ://stanfordnlp.github.io/stanza/

scores as a result of satisfactory learning because
both models learn margin-based distances.

As for the comparison to previous methods,
the methods with the Vanilla model underper-
formed the baseline methods with syntactic fea-
tures, but our methods with the fine-tuned models
outperformed them considerably. This result also
confirms the usefulness of the fine-tuned models
through deep metric learning. Among the previ-
ous methods, although the two baselines performed
better than the methods in Anwar et al. (2019) and
Ribeiro et al. (2019), this was an expected result
because the experiment by Anwar et al. showed
that the Boolean method obtained higher scores
than their method. Note that our experiment only
considered core FEs. The trends that baselines with
syntactic features performed well may not be going
to hold in experiments that consider non-core FEs.

We also visualized the embeddings to understand
them intuitively. Figure 2 shows a 2D t-SNE pro-
jection of the average contextualized embeddings
of the argument tokens. With the Vanilla model,
clumps of instances can be seen for each FE, but in-
stances for the same FE are entirely scattered, and
the instances for different FEs in the same frame
are mixed together. On the other hand, with the
fine-tuned models, the instances are clustered for
each FE. We can see that the instances with the
cross-frame Triplet model are tightly grouped by
FEs than those with the intra-frame Triplet model.
However, the FEs are still independent of each
frame, and it is important to distinguish instances
of different FEs in the same frame. The intra-frame
Triplet model distinguishes more instances with dif-
ferent roles in the same frame than the cross-frame
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Fa o

Vanilla BERT

PLACING
@ Agent

BODY_MOVEMENT
Il Agent Body_part

Goal

EXPERIENCER_FOCUS
4@ Experiencer

COMMUNICATION NOISE
8 Speaker

COMMUNICATION_MANNER
L S peaker

Fine-tuned BERT w/ cross-frame Triplet ~ Fine-tuned BERT w/ intra-frame Triplet

Figure 2: 2D t-SNE projections of the average embeddings of argument tokens with the Vanilla, cross-frame Triplet,
and intra-frame Triplet models. The top 10 FEs with the highest numbers of instances are highlighted.

Triplet model does, such as instances of Theme and
Goal in the PLACING frame. Furthermore, with
the intra-frame Triplet model, we can see instances
of similar roles clustered together across frames
such as instances of Speaker in the COMMUNI-
CATION_NOISE frame and Agent in the PLACING
frame. These results confirm the usefulness of the
fine-tuning of the intra-frame method.

4 Conclusion

We have addressed argument clustering for seman-
tic frame induction. We proposed a method that
uses deep metric learning to fine-tune contextual-
ized embedding models and applied the resulting
fine-tuned embeddings to perform argument clus-
tering. We also introduced intra-frame methods
that exploit the property that FEs are frame-specific.
Experimental results showed that fine-tuned mod-
els with deep metric learning are promising and
that intra-frame methods perform quite well. Es-
pecially, the intra-frame method with the Triplet
model achieved high scores of 92.5 for PIF and
88.6 for BCF.

Although only core frame elements are covered
in this study, it would be ideal to acquire non-core
frame element knowledge as well. Since many non-
core frame elements are shared among different
frames and are likely to be easier to learn than
core frame elements, our methods are expected
to achieve competitive performance for non-core
frame elements as well. We would like to confirm it
in future work. The ultimate goal of this research is
to automatically build frame knowledge resources
from large text corpora. We will need to merge our
method with methods that cluster verbs according
to the frames that they evoke (Yamada et al., 2021,
2023) and predict the positions of argument tokens.
In addition, we will consider how to apply our

method to large text corpora.

Limitations

As we only used English FrameNet as the dataset
for our experiment, it is unclear how well our
method would work with other languages or cor-
pora. However, because the method is neither
language- nor corpus-specific, fine-tuning may lead
to better results with other datasets. Also, the
method relies on a semantic frame knowledge re-
source, and annotation will thus be required if it is
applied to languages without such resources. This
study only considers core frame elements and does
not show results for non-core frame elements.
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A  How to Determine Number of Clusters
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clusters in cross-frame and intra-frame methods. In
the cross-frame method, it is determined from the
ratio of the number of FEs to the number of frames
in the development set.

In contrast, the intra-frame method uses criteria
across frames because the number of frames is not
easy to decide on a frame-by-frame basis. The
termination criterion for clustering is the point at
which there are no more cluster pairs for which the
distance between clusters is less than a threshold 6
that all frames share. The threshold 6 is gradually

9361


https://openaccess.thecvf.com/content_CVPR_2019/html/Deng_ArcFace_Additive_Angular_Margin_Loss_for_Deep_Face_Recognition_CVPR_2019_paper.html
https://openaccess.thecvf.com/content_CVPR_2019/html/Deng_ArcFace_Additive_Angular_Margin_Loss_for_Deep_Face_Recognition_CVPR_2019_paper.html
https://aclanthology.org/N19-1423
https://aclanthology.org/N19-1423
https://aclanthology.org/N19-1423
https://www.mdpi.com/2073-8994/11/9/1066/htm
https://www.mdpi.com/2073-8994/11/9/1066/htm
https://arxiv.org/abs/1711.05101
https://arxiv.org/abs/1711.05101
https://www.jmlr.org/papers/v9/vandermaaten08a.html
https://arxiv.org/abs/2003.08505
https://aclanthology.org/N18-1202
https://aclanthology.org/N18-1202
https://aclanthology.org/S19-2003/
https://aclanthology.org/S19-2003/
https://aclanthology.org/2020.acl-demos.14
https://aclanthology.org/2020.acl-demos.14
https://aclanthology.org/2020.acl-demos.14
https://aclanthology.org/S19-2019/
https://aclanthology.org/S19-2019/
https://aclanthology.org/S19-2019/
https://aclanthology.org/S19-2019/
https://framenet2.icsi.berkeley.edu/docs/r1.7/book.pdf
https://framenet2.icsi.berkeley.edu/docs/r1.7/book.pdf
https://jmlr.org/papers/v10/weinberger09a.html
https://jmlr.org/papers/v10/weinberger09a.html
https://jmlr.org/papers/v10/weinberger09a.html
https://www.aclweb.org/anthology/2020.emnlp-demos.6
https://www.aclweb.org/anthology/2020.emnlp-demos.6
https://aclanthology.org/2021.acl-short.102/
https://aclanthology.org/2021.acl-short.102/
https://aclanthology.org/2023.eacl-main.134
https://aclanthology.org/2023.eacl-main.134
https://openaccess.thecvf.com/content_CVPR_2019/html/Zhang_AdaCos_Adaptively_Scaling_Cosine_Logits_for_Effectively_Learning_Deep_Face_CVPR_2019_paper.html
https://openaccess.thecvf.com/content_CVPR_2019/html/Zhang_AdaCos_Adaptively_Scaling_Cosine_Logits_for_Effectively_Learning_Deep_Face_CVPR_2019_paper.html
https://openaccess.thecvf.com/content_CVPR_2019/html/Zhang_AdaCos_Adaptively_Scaling_Cosine_Logits_for_Effectively_Learning_Deep_Face_CVPR_2019_paper.html
http://glaros.dtc.umn.edu/gkhome/node/165
http://glaros.dtc.umn.edu/gkhome/node/165
http://glaros.dtc.umn.edu/gkhome/node/165

decreased from a sufficiently large value, and the
average number of clusters over all frames is set
to a value that is closest to the average number of
different FEs in each frame in the development set.

B Detailed Settings for Our Methods

Here, we describe the detailed settings, including
hyperparameters, of the methods in our experiment.
All embeddings were processed with /o normaliza-
tion to match the ArcFace requirement. In fine-
tuning, the batch size was 16, the learning rate was
le-5, and the number of epochs was 10. The can-
didate margins were 0.1, 0.2, 0.5, and 1.0 for the
triplet loss and 0.01, 0.02, 0.05, and 0.1 for the Ar-
cFace loss. The feature scale for ArcFace was 64.
We explored only the margin because Zhang et al.
(2019) showed that the behaviors of the margin and
scale are similar. The optimization algorithm was
AdamW (Loshchilov and Hutter, 2017).

In the experiment, the epochs and margins for
fine-tuning and the number of clusters for clus-
tering were determined by the development set.
The most plausible model for fine-tuning was
determined from ranking similarities to ensure
clustering-independent evaluation. Specifically, we
took an argument instance as a query instance; then,
we computed the cosine similarity of the embed-
dings between the query instance and the remaining
argument instances, and we evaluated the instances’
similarity rankings in descending order. For a met-
ric, we chose the recall. It computes the average
match rate between true instances, which are in-
stances of the same FE as the query instance, and
predicted instances, which are obtained by extract-
ing the same number of top-ranked instances as the
number of true instances. The embedding of the
model with the highest score was used for cluster-
ing.
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