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Abstract

Solving math story problems is a complex task
for students and NLP models alike, requiring
them to understand the world as described in
the story and reason over it to compute an
answer. Recent years have seen impressive
performance on automatically solving these
problems with large pre-trained language
models and innovative techniques to prompt
them. However, it remains unclear if these
models possess accurate representations of
mathematical concepts. This leads to lack of
interpretability and trustworthiness which im-
pedes their usefulness in various applications.
In this paper, we consolidate previous work
on categorizing and representing math story
problems and develop MATHWORLD, which
is a graph-based semantic formalism specific
for the domain of math story problems. With
MATHWORLD, we can assign world models
to math story problems which represent the
situations and actions introduced in the text
and their mathematical relationships. We
combine math story problems from several
existing datasets and annotate a corpus of
1, 019 problems and 3, 204 logical forms
with MATHWORLD. Using this data, we
demonstrate the following use cases of
MATHWORLD: (1) prompting language
models with synthetically generated question-
answer pairs to probe their reasoning and
world modeling abilities, and (2) generating
new problems by using the world models as a
design space.

https://github.com/eth-nlped/
mathworld

1 Introduction

Math story problems (MSPs) are short narrative
texts that describe a dynamic situation in the world
consisting of entities, actions and states, followed
by a quantitative question about the world, as
displayed in Fig. 1. The task of automatically
solving MSPs has received much research attention

Math Story Problem

World Model

mawps-511 Will had 83 dollars. He spent 47 bucks on a new game. 
How many 4 dollar toys could he buy with the money he had left? 

Will
quantity: 83
entity: money
unit: dollar

Will
quantity: x1
entity: money
unit: dollar

Will
quantity: x2
entity: toy

transfer
quantity: 47
sender: will

rate
quantity: 4

ref: x2x1 = 83 – 47
x2 = x1 / 4
x2 = 9

Reasoning

Figure 1: An example of a world model in MATH-
WORLD. MATHWORLD can be used to develop inter-
pretable MSP solvers, to study the reasoning of LLMs
and as a design space for generation of new MSPs.

in NLP. While earlier models for solving MSPs
(Hosseini et al., 2014; Kushman et al., 2014;
Roy and Roth, 2015) focused on extracting
various features from text to learn probabilistic
models, recent efforts have used pre-trained large
language models (LLMs) (Yang et al., 2021;
Drori et al., 2022; Lewkowycz et al., 2022, inter
alia). Although they display high performance on
benchmarks, it has been shown that such neural
models tend to rely heavily on shallow heuristics,
raising questions about whether the models can
indeed “understand” MSPs and robustly solve
them (Patel et al., 2021; Stolfo et al., 2023).

From the human side, solving MSPs requires a
wide set of skills. A student must not only perform
a set of given computations, but first be able to pro-
cess the text and map it into a corresponding world
model that represents the situation described in text
(Cummins et al., 1988; Stern, 1993). Inspired by
this, we take a step towards developing more in-
terpretable solvers and introduce MATHWORLD, a
semantic world model framework for MSPs.

MATHWORLD can be viewed as a formalism
for reasoning in dynamical problem settings
(McCarthy, 1963; Reiter, 1991), specific to the
domain of MSPs. It represents each problem as
a directed graph called a world model (§ 3). The
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nodes in a world model are containers (§ 3.1)
representing entities’ possession of some quantity
(Hosseini et al., 2014) and the edges represent
various types of mathematical relations between
the quantities (§ 3.2). The relations correspond to
mathematical concepts that have been previously
shown to cover a vast majority of MSPs (Mitra and
Baral, 2016; Roy and Roth, 2018). We annotate a
MATHWORLD dataset consisting of 1, 019 English
MSPs from various widely-used datasets (Koncel-
Kedziorski et al., 2016b; Miao et al., 2020; Patel
et al., 2021), which we make publicly available.

There are several potential use cases of MATH-
WORLD, of which we discuss three. First, one nat-
ural application is that of developing interpretable
MSP solvers. A solver using MATHWORLD fol-
lows two steps: (i) semantic parsing and (ii) reason-
ing. The semantic parser takes an MSP text and out-
puts a world model based on the explicit informa-
tion in the text. The reasoner then takes the world
model and solves the problem based on the quanti-
ties and their relations. Our experiments show that
LLMs struggle to build accurate and well-formed
world models; we encourage future work to de-
velop stronger semantic parsers for MATHWORLD.

Another use case of MATHWORLD is as a tool to
study the reasoning capabilities of existing solvers.
For instance, we can use the world model annota-
tions to automatically generate synthetic subques-
tions for the MSPs. Using such subquestions, we
give empirical evidence that GPT-3 (Brown et al.,
2020) benefits from the structured knowledge de-
rived by world models in its ability to solve MSPs.
We further use our synthetic questions to under-
stand if GPT-3 can indeed answer these interme-
diate questions about the world described in the
MSPs, and not just the final question. We find that
for problems where GPT-3 answers the final ques-
tion correctly, it can only answer 64% of the inter-
mediate questions. This suggests that GPT-3 is not
accurately building world models for these prob-
lems but might be relying on reasoning shortcuts.

Finally, MATHWORLD can be considered as a
design space for generating interesting new MSPs.
We illustrate the usefulness of MATHWORLD for
the task of generating MSPs by prompting an LLM
using the world model annotations.

2 Related Work

Math story problems in NLP Although the
problem of automatically solving MSPs has

gathered substantial interest in NLP (Roy and
Roth, 2015; Kushman et al., 2014; Huang et al.,
2017; Amini et al., 2019; Xie and Sun, 2019; Drori
et al., 2022), the focus has traditionally been on
improving answer accuracy rather than providing
didactic human-interpretable solutions (Shridhar
et al., 2022). Some approaches map the text to
expression trees (Koncel-Kedziorski et al., 2015;
Yang et al., 2022; Roy and Roth, 2017) or explicitly
model arithmetic concepts (Mitra and Baral, 2016;
Roy and Roth, 2018). However, few if any com-
putational works have attempted to solve MSPs by
using mental models (Johnson-Laird, 1983), which
is a common framework for analyzing how humans
solve MSPs (Kintsch and Greeno, 1985). Taking
inspiration from mental models of MSPs, we offer
MATHWORLD as a computational model (fully
expressible in first-order logic, App. D) which
represents reasoning steps, arithmetic concepts
and fictional elements in a human-readable graph
format. We hope that such an approach can support
intelligent tutoring systems (Anderson et al., 1995),
e.g., by delivering feedback and hints (Zhou et al.,
1999; Fossati, 2008) or generating new MSPs
(Polozov et al., 2015; Koncel-Kedziorski et al.,
2016a; Srivastava and Goodman, 2021).

In particular, we draw inspiration from Hosseini
et al. (2014), who propose a symbolic approach
that maps the text to container-based states. How-
ever, their symbolic representation is purely ex-
tracted from syntactic rules without human annota-
tion. Further, their approach only covers problems
that involve a transfer of some quantity between
some actors (although they do not use that termi-
nology), requiring addition and/or subtraction. In
contrast, MATHWORLD is more closely tied to the
MSP’s semantics. It covers a strictly larger set of
problem types, involving more concepts and all
four basic arithmetic operators (+,−,×,÷). See
Table 1 for a comparison between MATHWORLD

and Hosseini et al. (2014), as well as Mitra and
Baral (2016) and Roy and Roth (2018) from which
we adopt the taxonomy over arithmetic concepts.

Reasoning with large language models LLMs
have displayed impressive performance on numeri-
cal reasoning tasks (Brown et al., 2020; Chowdh-
ery et al., 2022), particularly by the help of care-
ful prompt engineering (Wei et al., 2022; Shrid-
har et al., 2023; Zhou et al., 2023). While lan-
guage models have been argued to be intrinsically
limited in their ability to perform human-like rea-
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Arithmetic
coverage

Conceptual
coverage

Semantic
granularity Annotations? Mapping to

formal logic?

MATHWORLD (+,−,×,÷)
Transfer

Rate
Comparison
Part-whole

World model Yes Yes

Hosseini et al. (2014) (+,−) Transfer World model No No

Mitra and Baral (2016) (+,−)
Transfer

Comparison (add)
Part-whole

Concepts
& equations Yes No

Roy and Roth (2018) (+,−,×,÷)
Transfer

Rate
Comparison
Part-whole

Concepts
& equations No No

Table 1: Comparison between MATHWORLD and other MSP works that use a more fine-grained symbolics than
equations alone. “Annotations” refers to whether those symbolics are explicitly provided in the dataset.

soning (Bender and Koller, 2020), the mechanism
by which they find answers in complex reasoning
tasks is currently an active area of research (Tafjord
et al., 2021; Saparov and He, 2023). MATHWORLD

provides ground truth world model annotations,
which is valuable in such studies (as demonstrated
in § 5.2). One other aspect of LLMs that may
limit them when applied to reasoning is that they
produce natural language text, which may be am-
biguous and diverse. These considerations motivate
us to study MSPs as structured representations of
meaning, which can in turn be used to generate
natural language (Saparov and Mitchell, 2022).

Semantic parsing MATHWORLD can be viewed
as a domain-specific semantic formalism. Our
work thus also relates closely to semantic parsing,
particularly of graph-based structures (Banarescu
et al., 2013; Cai and Lam, 2019; Zhang et al., 2019;
Bai et al., 2022). However, while most other for-
malisms consider meaning only at the sentence
level, our world model graphs span the meaning
across multiple sentences.

3 MATHWORLD

In this section, we present our world model
formalism MATHWORLD. We formalize an MSP
as a sequence of n sentences s = s1 ◦ · · · ◦ sn. It
can be separated into a body b and a question q,
such that s = b ◦ q. The body is further partitioned
into a sequence of n − 1 declarative sentences
b = s1 ◦ · · · ◦ sn−1 and the question consists of
a single interrogative sentence q = sn.

World models in MATHWORLD are directed and

labelled graphs, denoted g.1 We refer to the nodes
of the graph as containers (§ 3.1) and the edges of
the graph as relations (§ 3.2). Each container and
relation is labelled with a set of properties. One
such property is the quantity, which may be either
an explicit number mentioned in text or a variable
representing an unknown number. The containers
and relations along with their properties specify the
equations induced by the MSP. In addition, each
g is associated with a reference variable r, which
points to the variable in g that holds the correct
answer to the question as stated in q. We consider
each s to be associated with some structure (g, r).

We say that g is faithful if it represents the
semantics of the problem text according to the
framework of MATHWORLD. Further, g is com-
plete if r can be solved with the equations induced
by g. A complete world model is correct if, when
evaluated, r gives the correct answer to the prob-
lem. See Fig. 1 for an example of a world model.

In order to allow for incremental parsing, we
segment the world models into sentence-level logi-
cal forms mi, i = 1, . . . , n. The logical form is a
sequence that represents the containers and/or rela-
tions associated with the corresponding sentence.2

We can convert (m1, . . . ,mn) to a world model
graph, and vice versa. The two representations
are nearly equivalent, with the exception of a few
caveats (see App. F for details). There is no bound
on the problem length and, by extension, the num-
ber of logical forms. MATHWORLD is thus able
to represent problems of any arbitrary number of

1The graphs may be cyclic. Although in practice, they tend
to be acyclic.

2A logical form may be empty. Such will be the case for
text outside the coverage of MATHWORLD.
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reasoning steps. The assignment of logical forms
may be ambiguous in the sense that there may be
multiple faithful logical forms for a given sentence
(discussed in App. B).

We consider subgraphs gi, for sentence i, of the
final graph g. A subgraph gi corresponds to the log-
ical forms up to sentence i, i.e., (m1, . . . ,mi) 7→
gi. We refer to the subgraph for some sentence in-
dex i as the state of i. As an example of how world
models are built incrementally with states, consider
Fig. 1. The first sentence maps to the container for
label Will holding the entity money of quantity 83
with unit dollar. The second sentence provides in-
formation on an update to Will’s possessed money,
a TRANSFER relation (§ 3.2.1). Finally, the ques-
tion sentence introduces rate information, a RATE

relation (§ 3.2.2), between money and toys.
In the next sections, we describe the details of

containers and relations in depth.

3.1 Containers

We adopt and modify the containers described in
the model of Hosseini et al. (2014). Semantically,
containers represent containment/possession. We
refer to the possessor in the text as the label of the
container.3 In Fig. 1, the container label is Will
for all containers (although in general the label can
vary across containers). The label must be a noun
plus any associated noun adjuncts (like elementary
school). In addition to label, a container may have
the following four properties:

Entity: The entity is what is possessed in the
container. It is a noun, for which there may be an
associated count. When expressed in a problem
text, it must be the head of a noun phrase. In Fig. 1,
money and toy are entities.4

Quantity: The quantity is the number associated
with the entity. It may be known, in which case
it will be a positive real number, or unknown, in
which case it will be a variable.

Attribute: The attribute is a modifier for the en-
tity. It is often an adjective, but may take other
forms as well. The attribute is an optional property.

Unit: The unit is the unit of measurement for the
entity. A unit property must exist if the entity is

3There may not always be an explicit possessor expressed
in text. In such cases, we use the label World.

4Note how the term money is not actually expressed in
the problem text. Similarly, the word time will seldom be
expressed in MSPs involving reasoning about time.

a mass noun, but may exist in other cases as well.
For example, “liter of water” and “kg of apples”
will both be assigned to containers with units. The
unit is an optional property.

Entity, attribute and unit are written in their lem-
matized forms. The label is not, in order to be able
to distinguish between a set (plural: friends) and
an element of some set (singular: friend).

Note that the containers take a variable number
of properties; having arity 3, 4 or 5. Two containers
are equal if they have the same arity and the same
properties. We refer to a container’s structure as
its container label, entity, attribute (if exists) and
unit (if exists). Two containers are structurally
equal if they have the same structure.

3.2 Relations

Relations are the edges in g. They represent
the interactions between the various parts of the
world model, from which the equations of the
MSP are induced. The relations are directed, and
the direction encodes semantics of the relation
depending on the type of relation. Like containers,
relations have properties. The properties and their
arity also depend on the type of relation.

There are four types of relations: TRANSFER,
RATE, COMPARISON and PARTWHOLE. To-
gether they span all four basic arithmetic operators
(+,−,×,÷). Next, we give a detailed descrip-
tion of each of these relation types. Examples of
world models with each relation type are provided
in App. A.

3.2.1 TRANSFER

TRANSFER relations model that a transfer of some
quantity of an entity has occurred. A given con-
tainer structure will either gain or lose quantity
from a TRANSFER relation. For example, “Alice
ate 3 apples” will correspond to a TRANSFER with
a loss of 3 apples for the container labeled Alice.
A TRANSFER is always between two containers
of the same structure. The direction of the edge
describes order: The source container will hold
the quantity before the transfer event occurred, and
the target container will hold the quantity after the
transfer event occurred.

In addition to quantity, TRANSFER takes the fol-
lowing two properties:

Recipient: The label of the container structure
where the quantity of the given entity is gained.

9091



Sender: The label of the container structure
where the quantity of the given entity is lost.

A recipient, a sender or both must exist. TRANS-
FER thus has arity 2 or 3. The TRANSFER rela-
tion either adds or subtracts the relation quantity
to/from the source container quantity, depending
on whether the relation connects the recipient con-
tainers or sender containers.

3.2.2 RATE

The RATE relation models mathematical rate be-
tween two quantities. These two quantities are held
in two separate containers with the same label, and
the ratio quantity of the rate is given as a property
to the relation. RATE has this one single property.
The direction of the edge determines the relation-
ship: The source container holds the numerator of
the rate, and the target container holds the denom-
inator of the rate. In the example in Fig. 1, the
source container holds the entity money and the
target container holds the entity toy, indicating that
the rate quantity concerns money per toy. Mathe-
matically, RATE implies that the source quantity
divided by the relation quantity equals the target
quantity.

3.2.3 COMPARISON

COMPARISON is invoked when there is an explicit
relationship between two quantities in the MSP.
For example, “Alice is twice as old as Bob”. The
COMPARISON relation may be either between con-
tainers with different labels, such as “Alice has 3
more apples than Bob”, or between containers with
the same label, such as “Alice has 3 more red apples
than she has green apples”. It takes two properties;
quantity and type:

Type: The arithmetic operation type COMPARI-
SON. It can take one of the two values; add (indi-
cating addition) or mul (indicating multiplication).

The quantity held in the source container is the
one that is combined with the quantity of the COM-
PARISON relation under the arithmetic operator,
the output of which will be the quantity held in the
target container.

3.2.4 PARTWHOLE

PARTWHOLE relations model set partitions. The
set represented by some container is partitioned
into subsets, each of which is represented by an-
other container. For each of the subset contain-
ers (the parts), there is an outgoing edge to the
container with the superset (the whole). Thus,

PARTWHOLE implies that for a given container that
has ingoing PARTWHOLE edges, the sum over the
quantities in the source containers of those edges
equals the quantity in the target container. Note
that PARTWHOLE differs from the other relations
in that it requires multiple edges to induce an equa-
tion.5 In most cases, all containers involved in
a PARTWHOLE relation will have the same label.
The relation can then be viewed as a relation be-
tween entities possessed by a specific label. For
instance, “Alice has 3 red apples and 6 green apples,
how many apples does she have in total?” would
be represented by PARTWHOLE. PARTWHOLE

relations have no properties.

PARTWHOLE relations may represent meaning
that is not explicit in text. Parsing the text of a prob-
lem that requires PARTWHOLE might thus lead to
an incomplete (§ 3) world model, which may re-
quire additional assumptions. In addition, orient-
ing PARTWHOLE relations might require common-
sense knowledge. For instance, a problem might
introduce a quantity for tables and a quantity for
chairs, and ask about the total number of furniture.

3.3 World model equivalence and similarity

One of the principal utilities of MATHWORLD is
to allow for evaluating models on their reasoning
ability. For that we need consistent equivalence no-
tions and similarity metrics between world models,
which we provide here.

Let g and g′ be isomorphic if there exists an
isomorphism on the underlying graphs that addi-
tionally preserves relation types. We consider two
forms of equivalence notions between world mod-
els, which we call strong and weak equivalence.
Weak equivalence deems two world models to be
equal if they are isomorphic. Strong equivalence
additionally requires all properties of the containers
and relations to be equal.6 In addition, we create
two similarity scores based on the AMR metric
smatch (Cai and Knight, 2013): Weak smatch con-
siders graph topology in the same way as our iso-
morphism equivalence, and strong smatch addition-
ally considers all properties of the world models.
We give details on these similarity scores in App. C.

5Note that a PARTWHOLE relation can be equivalently
represented as a hyperedge.

6In practice, we lemmatize all properties before performing
this equivalence check.
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3.4 Comparison to other logical formalisms

MATHWORLD can be fully expressed in first-order
logic (FOL). We provide a constructive proof
in the form of a conversion in App. D, which
enables comparison of the expressive power of
MATHWORLD with that of other formalisms. Both
AMR and MATHWORLD restrict the expressivity
of full FOL in different ways. AMR provides a
way to express negation (the polarity relation)
but does not provide a way to directly express uni-
versal quantification7 (Bos, 2016). MATHWORLD

represents sets of objects as containers and enables
universal quantification over those sets. This is
restricted, however, as MATHWORLD does not
allow the definition of sets of sets, or nested
universal quantification.8 Negation is not directly
expressible in MATHWORLD, as it is designed for
the domain of MSPs where negation is quite rare.

MATHWORLD is more comparable to situation
calculus (McCarthy, 1963), where each relation
can be modeled as an action that changes the state
of the world. Like situation calculus, the chang-
ing world state over time is implicitly represented
in MATHWORLD (via the TRANSFER relation),
whereas in FOL, an explicit description of the time
of each event is necessary.

4 Data Collection

In order to study how models are able to answer
MSPs, convert them to logical form, perform world
modeling, and reason mathematically to find the an-
swer, we require a diverse dataset of labeled MSPs
that spans all concepts covered by MATHWORLD.
To ensure diversity and wide variety in the exam-
ples, we collect them from numerous sources:

1. The math word repository MAWPS (Koncel-
Kedziorski et al., 2016b) gathers several datasets
(Hosseini et al., 2014; Kushman et al., 2014;
Koncel-Kedziorski et al., 2015; Roy and Roth,
2015), thus providing a wide variety of MSPs.

2. To complement with more challenging prob-
lems, we also adopt problems from ASDIV-A
(Miao et al., 2020), which was designed for lin-
guistic diversity and math concept diversity.

7It is possible to do so indirectly, as in ¬∃x.¬ϕ(x) ≡
∀x.ϕ(x), but this can only be done once per sentence.

8This disallows higher-order expressions, e.g., COMPAR-
ISON relations between quantities expressed in TRANSFER
relations. It also disallows nested possession outside of what
is made possible under RATE, e.g., structures like “Alice has a
house that has a shelf that has a book that has 200 pages.”

Train Test

MSPs LFs MSPs LFs

ASDIV-A 328 1,052 83 272

MAWPS 312 936 79 235

SVAMP 173 563 44 146

TOTAL 813 2,551 206 653

Table 2: Size of annotated dataset in terms of number
of MSPs and number of sentence-aligned logical forms
(LFs), stratified by dataset of origin and split.

3. We also annotate a subset of the SVAMP dataset
(Patel et al., 2021), which was introduced as a
challenge set to test robustness to data artifacts.
This enables future work to test the robustness
of MATHWORLD parsers.

We randomly sample a subset from each of these
three datasets,9 and annotate them with world mod-
els. We obtain 1, 019 MSPs, which corresponds to
3, 204 logical forms, which we partition into 80/20
train/test splits. Table 2 provides more details.

We hire external workers for annotation. Anno-
tation follows three phases: A first training phase
where annotators are given several small sets at a
time with follow-up discussion sessions, an agree-
ment phase in which all annotators are given the
same problems and a final scale-up phase. We
use an annotation tool created specifically for this
work (shown in App. E.2). The problems are anno-
tated incrementally sentence-by-sentence, in order
to match logical forms to sentences as described
in § 3. Questions are hidden from annotators un-
til all preceding sentences are completed, in or-
der to avoid bias stemming from having read the
question—MATHWORLD is meant to capture the
world model of the problem irrespective of what
is asked in the question. Within sentences, we ask
annotators to add containers and relations accord-
ing to the order in which they occur in text. This
allows us to write the logical forms according to
within-sentence order when creating training data
for semantic parsing. We maintain this order with
integer IDs that are incremented automatically in

9We also considered the larger GSM8K dataset (Cobbe
et al., 2021), which contains problems with more reasoning
steps. However, although we found MATHWORLD to cover
many of its MSPs, annotation workers were unable to reliably
annotate these problems. Future work may aim to augment the
data to assign ground truth world model structures to longer
MSPs, using techniques similar to those demonstrated in § 5.3.
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the annotation tool.
We performed an agreement analysis of 125

overlapping MSPs, revealing a high agreement
rate considering the complexity of the annotation
task. Concretely, 61 out of these 125 were strongly
equivalent (§ 3.3) across annotators, and 107 were
weakly equivalent (§ 3.3). Many of the only weakly
equivalent annotations were due to ambiguity in
the properties (App. B.1), and almost half of the 18
non-agreed problems were due to ambiguity in rela-
tion type (App. B.2). The strong and weak smatch
scores were 0.91 and 0.97 respectively. These can
be interpreted as approximate upper bounds on the
smatch scores achievable by any model, due to the
ambiguity in the dataset. Many of the annotation
errors, also outside of the overlapping set, could
be either corrected or discarded ex post. Further
details on annotation are given in App. E.

5 Applications of MATHWORLD

In this section we showcase some applications of
MATHWORLD: solving (§ 5.1), probing of reason-
ing (§ 5.2) and generation of new MSPs (§ 5.3).

5.1 Parsing and Reasoning
We spell out a framework for solving MSPs using
MATHWORLD. The framework consists of two
components: A parser and a reasoner. The parser
is tasked with assigning a faithful world model g to
an input problem s, along with a reference variable
r. The reasoner is then queried with r and com-
putes an answer based on the induced equations
of g. We also present a set of initial experiments,
meant to introduce the task of MATHWORLD pars-
ing to the community.

5.1.1 Parser
Given an MSP s, the task is to assign a world model
g. The first step is to predict the sequence of logical
forms m1, . . . ,mn. We model this as a conditional
distribution

p(m1, . . . ,mn | s) =
n∏

i=1

p(mi | s1, . . . , si). (1)

With this factorization, we can parse the graph
incrementally one sentence at a time. The
factorization is based on two assumptions:
mi ⊥ sj ,∀i < j and mi ⊥ mj ,∀i ̸= j. Both are
aligned with MATHWORLD as outlined in § 3:
the first assumption means that a logical form is
independent of the sentences in subsequent steps,

and the second assumption means that logical
forms are independent of each other. Dependencies
of logical forms on preceding sentences are kept
due to coreferences, elliptical constructions and
other inter-sentence dependencies.

As explained in § 3, the logical forms are lin-
earized representations of the world model graphs.
Thus, our pipeline (as well as applications like
those demonstrated in § 5) requires that we are
able to convert from one representation to the other:
World model graphs must be converted to logical
forms in order to create training data for a seman-
tic parser, and the predicted logical forms must be
converted to world model graphs and reference vari-
ables for visualization and reasoning. The details
of this conversion are given in App. F.

5.1.2 Reasoner
Once we have a world model graph, we apply a
reasoning algorithm over the graph to compute an
answer. The reasoner takes a world model and a ref-
erence variable, and outputs a numeric value for the
reference variable r. Our implementation is deter-
ministic and follows two steps. First, it extracts all
equations induced by the world model (as described
in § 3.2 and illustrated in App. A). Second, it solves
for r using a recursive algorithm. Full pseudocode
along with a discussion is presented in App. H.10

5.1.3 Baseline solving experiments
We demonstrate our proposed modeling frame-
work with a baseline semantic parser, in the form
of a large language model that is supervised in-
context. We use Codex (Chen et al., 2021), as lan-
guage models trained on code have been previously
shown to perform well on structured prediction
tasks (Madaan et al., 2022; Drozdov et al., 2023).
The prompt contains 50 ground truth examples
from MAWPS and ASDIV-A, and we evaluate
the model on the test sets of MAWPS, ASDIV-
A and SVAMP. We also implement a rule-based
baseline system, based on Hosseini et al. (2014).

Our results corroborate that this is a challenging
task; for the least difficult dataset the model gets
roughly one third of the problems correct, and pre-
dicts a complete world model for only slightly more
than half of the problems. The rule-based baseline
gets nearly no problems correct. Indeed, a model

10We note that annotated world models are not necessarily
complete (def. in § 3). Annotators were requested to only
build world models that represent what is made explicit in
the text. Some problems may require additional background
knowledge to build a complete world model.
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svamp-71
Kelly has 160 nintendo games.

Synthetic Container Question
Q: How many {attr} {ent}s does 
{label} have?
A: {quantity}

How many will she have left if she 
gives away 64 games?

Synthetic Relation Question
Q: How many {ent}s are transferred 
from {sender}? 
A: {quantity}

label: kelly
quantity: 160
ent: game
attr: nintendo

transfer
quantity: 64
ent: game
attr: nintendo
sender: kelly

label: kelly
quantity: x1
ent: game
attr: nintendo

Figure 2: Synthetically created question-answer pairs
based on templates. Note that the quantity in the con-
tainer or relation does not need to be expressed in text,
but could be a variable. Such cases test the model’s
ability to reason over intermediate quantities.

must, for each sentence, produce well-formed log-
ical forms that exhaustively and correctly capture
the semantics in MATHWORLD, combine these
into a world model and query the reasoner with the
correct reference variable. One mistake in any of
these steps may lead to an incorrect answer. With
much progress and research interest in semantic
parsing in recent years (Shin et al., 2021; Qiu et al.,
2022) there are several promising directions for im-
provement, and we invite the research community
to help in developing stronger semantic parsers for
this challenging task. Further details on the setup
and results can be found in App. I.1.

5.2 Probing LLMs’ partial knowledge

World models enable us to study the reasoning abil-
ity of LLMs: Beyond just testing whether a model
outputs the correct solution to an MSP, we can test
whether the model follows a correct reasoning path
and accurately builds world model representations.

Setup We design question and answer templates
that are automatically filled based on information
in the world model. Two examples of such tem-
plates are given in Fig. 2 and a list of all templates
is given in App. I.3. By courtesy of the world
model we know the true answer to each of these
synthetic questions, enabling us to create prompts
with question-answer pairs.

We experiment with three types of prompts, all
displayed with full-length examples in Table 8:
(1) synth QA (all at once). We first include the

from x MSPs
QA type 0 1
(1) synth QAs (all at once) 70.8 71.8
(2) synth QAs (sent by sent) 71.3 78.6
(3) original MSP QAs 69.4 70.8

Table 3: Results obtained by GPT-3 in answering math
story problems reported in accuracy percent. A larger
increase in performance is observed when the synthetic
question-answer pairs are presented at the relevant part
of the text, rather than at the end.

complete problem text, followed by synthetic ques-
tion and answer pairs related to some part of the
text. We randomly sample two such pairs; (2) synth
QA (sentence-by-sentence). We again sample two
question-answer pairs at random, but in this setting
they are imputed right after the sentence in which
the answer to the question is given; (3) original
MSP QA. Under this setting we do not include any
synthetic question-answer pairs, only the original
text. All prompts end with the MSP question that
we aim to solve followed by “A:”. We study both
whether the synthetic questions help the model an-
swer the MSP correctly, and how well the model
answers the synthetic questions themselves.

Results We report results obtained by GPT-3
(Brown et al., 2020) on the combined test set of
all three datasets in Table 3. The number of in-
context examples is either 0 or 1. We observe
increased performance when including synthetic
question-answer pairs, particularly in setting (2)
where the questions are imputed at the relevant part
of the MSP text. We hypothesize that doing so
helps guide the reasoning trace of the model, in a
similar vein as chain-of-thought prompting (Wei
et al., 2022). Further, we find that GPT-2 (Radford
et al., 2019), BART (Lewis et al., 2020), Codex
(Chen et al., 2021), T5 (Raffel et al., 2020) and
NT5 (Yang et al., 2021) overall perform poorly,
but benefit from an increase in performance when
synthetic question-answer pairs are provided.

We further compare the ability of GPT-3 to an-
swer the intermediate synthetic questions to its abil-
ity to answer the original final question. For each
MSP, we first select a container or relation uni-
formly at random and then create a synthetic ques-
tion. We then ask both the synthetic question and
the original question at the end of two separate
prompts in a zero-shot setting. Table 4 displays the
results. Interestingly, in more than one third of the
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Synthetic Question
Original Question Correct Wrong
Correct 46.0% 25.7%
Wrong 11.0% 17.3%

Table 4: We test whether the model gets synthetic ques-
tions about parts of the world model right and compare
it against its performance on the original question.

cases that the model gets the original question right
(top row), it gets the intermediate synthetic ques-
tion wrong (top right cell). Overall it also shows
a higher accuracy on the original questions (top
row) than the synthetic intermediate questions (left
column). While some of these results could be ex-
plained by the nature of the templated questions, it
does seem to indicate that the model makes use of
heuristics rather than human-like reasoning when
solving MSPs (Patel et al., 2021).

5.3 Generation of MSPs

MATHWORLD can be considered as a space under
which a practitioner can design new MSPs with
certain desired features. For instance, a teacher
may be interested in generating variations of an
MSP to test a specific mathematical concept with
a specific unknown variable. To demonstrate the
potential for such applications we provide a small
proof-of-concept experiment.

Setup We use GPT 3.5 Turbo (Ouyang et al.,
2022) with a prompt of 30 examples from the train
sets of MAWPS and ASDIV-A. One example
consists of the logical forms for a full MSP world
model (source) followed by the text of the MSP (tar-
get). We separate sentence-aligned logical forms in
the source as well as the sentences in the target by a
marker, so that the model can pick up the alignment
patterns. The ground truth examples are sampled
randomly. To generate a new MSP conditioned
on a world model, we append the logical form
corresponding to the world model to the end of the
prompt. We try generating new MSPs both based
on (i) world models present in our annotated test
sets (paraphrasing) and (ii) manual augmentations
of annotated world models. We perform evaluation
for setting (i) using SacreBLEU (Post, 2018) and
BERTScore (Zhang et al., 2020), comparing all
MSPs in the test sets to their paraphrases.11

11More details on the generation setup are given in App. I.2.

label: megan

quantity: 17
ent: water
unit: bottle transfer

quantity: 3
sender: megan

label: megan

quantity: x1
ent: water
unit: bottle

label: megan

quantity: 21
ent: water
unit: bottle rate

quantity: 7

label: megan

quantity: x1
ent: time
unit: day

augment

Megan had 17 bottles of water. If she drank 3 
of them, how many bottles would Megan have left?

Original MSP

Megan had 17 
bottles of water. 
She drank 3 of 
them. How many 
bottles of water 
would Megan 
have left?

Rephrased 
Original MSP

Augmented World Model

Megan has 21 
bottles of water. 
She drinks 7 
bottles of water 
per day. How 
many days will it 
take Megan to 
drink all of her 
water?

Generated 
New MSP

Original World Model

generate

generate

Figure 3: Example MSPs generated by GPT 3.5 Turbo.

Results We obtain SacreBLEU scores of 66.73,
40.86 and 26.02 and F1 BERTScores of 0.933,
0.930 and 0.931 for MAWPS, ASDIV-A and
SVAMP respectively. Qualitatively we observe
that the generated MSPs mostly stay faithful to the
logical forms but tend to be shorter and less linguis-
tically complex than the original problems, which
would explain the comparatively low SacreBLEU
scores in comparison to the BERTScores. Further,
we give the first six examples we generated accord-
ing to the described setup. One of them is shown
in Fig. 3. The model generates an output MSP
very similar to the original, having only accessed
the original’s ground truth logical forms. We fur-
ther augment the original world model by changing
the TRANSFER to a RATE. Note how the generated
MSP is faithful to the augmented world model. The
other five examples are shown in Table 6.

6 Conclusion

In this work, we have presented a novel formalism,
MATHWORLD, for expressing the semantics of
math story problems. We have annotated a MATH-
WORLD corpus consisting of 1, 019 problems and
3, 204 logical forms. A world model derived from
MATHWORLD exposes the structure of the reason-
ing process needed to solve the problem, which
benefits several applications as we have demon-
strated in § 5. As such, we hope that MATHWORLD

will promote use cases beyond just improved MSP
solving, ranging from automated chain-of-thought
prompting to math problem generation.
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Limitations

MATHWORLD is limited to cover math story prob-
lems using the four basic arithmetic operators. Fur-
thermore, within the space of such problems, it
does not cover “second-order” MSPs (as discussed
in § 3.4). Neither does it cover negation nor in-
equalities.

We only consider datasets with MSPs written
in English in this work. However, MATHWORLD

should in principle be able to cover the same type
of problems formulated in other languages as well.

An obvious limitation of this work is the low
performance on the task of solving MSPs. The
focus of this work is to introduce the world model
formalism and its use cases, and we leave for future
work to build stronger MATHWORLD parsers.

Ethics Statement

We foresee no major ethical concerns with this
work. The introduction of MATHWORLD is aimed
at improving the interpretability and robustness of
existing and future models for math story problem
solving. On this account, we hope to contribute to
identifying (and hopefully reducing) existing biases
in pre-trained language models, or any future alter-
natives. However, we would like to caution that the
formalism could be used to generate inappropriate
math story problems.
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The school cafeteria had 14 apples. If they used 13 to make lunch for the students 
and then bought 49 more, how many apples would they have? 

School cafeteria

Entity: apple
Quantity: 14 Transfer(13, 

None, School 
cafeteria)

School cafeteria

Entity: apple
Quantity: x1

School cafeteria

Entity: apple
Quantity: x2Transfer(49, 

School 
cafeteria, None)

Figure 4: Example of a world model using TRANSFER.

A MATHWORLD Examples

A.1 TRANSFER

Consider the following problem:

The school cafeteria had 14 apples. If they
used 13 to make lunch for the students and then
bought 49 more, how many apples would they
have?

We display the corresponding world model in
Fig. 4. The first sentence will correspond to a con-
tainer for school cafeteria that holds 14 of entity
apple. The second sentence describes two transfers:
a first one where the school cafeteria is the sender
of 13 apples, and a second one where the school
cafeteria is the recipient of 49 apples. We get two
equations:

14− 13 = x1 (2)

x1 + 49 = x2 (3)

The question asks for how many apples the school
cafeteria has in the end, which matches the con-
tainer holding the variable x2 in the world model.

Although the TRANSFER relation always con-
nects two containers of the same structure in the
graph, a transfer event may occur between two con-
tainers of different structure. For example, “Alice
gives 3 apples to Bob” describes a transfer event
with Alice losing 3 apples and Bob gaining 3 ap-
ples. In these cases, we need two edges with the
same properties in the world model; one for Al-
ice’s containers and one for Bob’s containers (see
Fig. 5). Consider the following problem with a
transfer event occurring between two different pos-
sessors:

Alice has 7 apples and Bob has 4 apples. Alice
gives 3 apples to Bob. How many apples does
Bob have now?

We show the corresponding world model in
Fig. 5. Alice and Bob are represented by two sep-
arate containers, which are both updated by the
same transfer event.

A.2 RATE

Consider the following problem:

Alice

Entity: apple
Quantity: 7 Transfer(4, 

Bob, Alice)

Alice

Entity: apple
Quantity: x1

Bob

Entity: apple
Quantity: 3

Bob

Entity: apple
Quantity: x2

Transfer(4, 
Bob, Alice)

Figure 5: Example of a world model using TRANSFER.
Lansing has 25 elementary schools. There are 247 students in each school. How 

many elementary students are there altogether in Lansing?

Rate(247, 
student, 

elementary 
school)

Lansing

Entity: elem school
Quantity: 25

Lansing

Entity: student
Quantity: x1

Figure 6: Example of a world model using RATE.

Lansing has 25 elementary schools. There are
247 students in each school. How many elemen-
tary students are there altogether in Lansing?

This is a rate problem, as we get a rate on the
number of students per elementary schools in the
second sentence. The relation induces the follow-
ing equation:

x1
25

= 247 (4)

The question asks for the total number of students
in Lansing, which corresponds to the quantity in
the container that holds the entity student.

A.3 COMPARISON

Consider the following problem:

James has 232 balloons. Amy has 101 balloons.
How many more balloons does James have than
Amy?

The first two sentences will correspond to two
containers, representing the number of balloons
possessed by James and Amy respectively. In the

James has 232 balloons. Amy has 101 balloons. How many more balloons does 
James have than Amy?

Explicit(x1, 
balloon, add)

James

Entity: balloon
Quantity: 232

Amy

Entity: balloon
Quantity: 101

Figure 7: Example of a world model using COMPARI-
SON.
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Gavin has 23 shirts. 6 are blue the rest are green. How many green shirts does 
Gavin have?

Part-Whole

Gavin

Entity: shirt
Quantity: 23

Gavin

Entity: shirt
Quantity: x1
Attribute: green

Gavin

Entity: shirt
Quantity: 6
Attribute: blue

Part-Whole

Figure 8: Example of a world model using
PARTWHOLE.

question sentence, we get information about an
COMPARISON relation between these two contain-
ers, with properties x1 and add. Since we need
to add the balloons in Amy’s container to get the
number of balloons in James’ container, the edge
is directed outwards from Amy’s container. This
relation induces the following equation:

101 + x1 = 232 (5)

The world model is displayed in Fig. 7.

A.4 PARTWHOLE

Consider the following problem:

Gavin has 23 shirts. 6 are blue the rest are green.
How many green shirts does Gavin have?

The first sentence will correspond to a container
for Gavin holding the quantity of his shirts. The
part-whole information is introduced in the second
sentence, in which the 6 refers to shirts in the pre-
vious sentence (via an elliptical construction), and
“the rest” tells us we have an additional comple-
menting part of green shirts. Hence, the second
sentence is assigned two new containers with at-
tributes blue and green, as well as PARTWHOLE

relations from both of these containers to the whole
container introduced in the first sentence. This
leads to the following equation:

6 + x1 = 23 (6)

The reference variable is the quantity in the con-
tainer holding Gavin’s green shirts. See Fig. 8 for
the world model.

B Ambiguity

Ambiguity occurs when the same problem text may
be assigned multiple correct and faithful world
models. We distinguish between two types of am-
biguity for MATHWORLD: property ambiguity
and structural ambiguity.

B.1 Property ambiguity
Property ambiguity concerns cases where there are
multiple possible properties to containers and/or

relations that yield a semantically faithful world
model. For instance, it is ambiguous whether “car-
rot sticks” is to be interpreted as an entity carrot
stick, as entity carrot with unit stick, or as entity
stick with attribute carrot. Property ambiguity may
also follow from syntactic ambiguity in the prob-
lem text.

B.2 Structural ambiguity

Structural ambiguity occurs when the topology, in-
cluding relation types, differs between several cor-
rect and faithful world models for a given problem.
Consider the following example:

James ate 22 carrot sticks before dinner and 15
more after dinner. How many carrot sticks did
he eat?

This problem could be modeled either with
TRANSFER or PARTWHOLE. In the case of
TRANSFER, we view James as possessing some
quantity of carrot sticks to start with. He then eats
22 of these, which can be viewed as a TRANSFER

where James is the sender. This TRANSFER rela-
tion will be an outgoing edge into a new updated
container for James’ carrots. Another TRANSFER

occurs for the 15 carrot sticks he ate after dinner.
The reference variable would then be the variable
held in the first container – how many carrot sticks
James had initially. See Fig. 9 for the world model.
Note that such a world model is not sufficient for
solving the problem without further assumptions,
it requires defeasible reasoning (Koons, 2022). We
must assume that James had no carrot sticks after
having eaten the ones post dinner, corresponding
to the third container holding quantity 0, in order
for the world model to be complete.12

James

Entity: carrot stick
Quantity: x1

Transfer(22, 
carrot stick, 

James) James

Entity: carrot stick
Quantity: x2

James

Entity: carrot stick
Quantity: x3

Transfer(15, 
carrot stick, 

James)

Figure 9: World model with a Transfer interpretation.

Another possibility would be with PARTWHOLE.
With PARTWHOLE, we take the static view of
James possessing 22 carrot sticks before dinner
and 15 carrot sticks after dinner, assigning a con-
tainer for each. The question statement gives us the
information that we are asking for the total num-
ber of carrot sticks, which would be parsed with

12An alternative would be to augment r to handle expres-
sions, giving r = 22+15. This would involve a more complex
linarization scheme than that described in App. F.1 however.
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PARTWHOLE to a container with the total. The
reference will refer to the variable in this latter con-
tainer. In contrast to the TRANSFER interpretation,
the PARTWHOLE interpretation does not require
additional assumptions to create a complete world
model. See Fig. 10.

James

Entity: carrot stick
Quantity: 22
Attribute: before dinner

Part-Whole

Part-Whole

James

Entity: carrot stick
Quantity: 22
Attribute: after dinner

James

Entity: carrot stick
Quantity: x1

Figure 10: World model with a part-whole interpreta-
tion.

C Similarity Scores

In this section, we describe how we adapt smatch
(Cai and Knight, 2013) for measuring similarity be-
tween world model graphs. We express the world
models as conjunctions over logical triples. We
label all containers and relations with a unique vari-
able, and denote that such a variable is an instance
of a container or one of the five relation types with
the triple instance(variable, type). Contain-
ers are represented as arguments to the relations in
the form of source and destination, which are
non-core roles in AMR.13 For instance, a container
c being the source node of relation r is represented
as source(r, c). The topology smatch score of
two world models is then computed by taking the
maximum f-score over one-to-one variable map-
pings between the two world models, as in Cai and
Knight (2013).

The full semantic smatch score is computed in
the same way, with the addition of logical triples
for all the container and relation properties. We de-
fine core argument roles for the containers and each
of the relation types. For instance, ARG0 of a con-
tainer will be its entity. The entity apple belonging
to container c will be represented by two logical
triples instance(e, apple) and ARG0(c, e).

D Conversion to First-order Logic

In this section, we define a function to convert
world model graphs into an equivalent FOL expres-

13We refer to the AMR guidelines for more information:
https://github.com/amrisi/amr-guidelines

sion.

D.1 Describing quantities
Before introducing the conversion function, we first
present a way in which quantities are described in
FOL, as a preliminary. We define the Measure
predicate, which is used to describe the “size” of
a set. The set may contain countable entities such
as “8 balloons” or uncountable entities such as “10
grams of coffee,” and Measure is used to specify
both types of quantities.

We introduce axioms to enable mathematical rea-
soning over the Measure predicate. If the measure
of a set is a cardinal number (as in “8 balloons”),
then it is the cardinality of that set:

∀x∀m(Measure(x,m) ∧m ∈ {0, 1, . . .}
↔ Cardinality(x,m)).

For example, if a set x contains 8 elements, we
write Measure(x, 8). We also define the additivity
of measures:

∀x∀y∀mx∀my(x ∩ y = ∅
∧ Measure(x,mx) ∧ Measure(y,my)

→ Measure(x ∪ y,mx +my)).

That is, for any disjoint sets, the measure of
their union is equal to the sum of their mea-
sures. To describe the size of sets containing
uncountable entities (as in “10 grams of cof-
fee”), we use the Quantity predicate. For ex-
ample, if a set x contains 10 grams, we write
Measure(x, Quantity(10, Gram)). To enable rea-
soning over such measures, we define the following
axiom:

∀x∀y∀u(Quantity(x, u) + Quantity(y, u)

= Quantity(x+ y, u)).

That is, quantities may be summed if they share
the same units. Subtraction of quantities is defined
similarly. Further axioms can be defined to allow
conversions between units, such as:

∀x(Quantity(x, Milliliter)
= Quantity(x/1000, Liter)).

D.2 Conversion function
Let g = (V,E) be world model graph consisting of
a set of containers V (i.e. vertices) and relations E
(i.e. edges). Let Ē ⊆ E be the subset of relations
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that do not have type PARTWHOLE (for which the
semantics of the edges are not independent and
thus need to be treated separately). Recall that
the world model may also contain variables, which
represent unknown quantities. Let U be the set of
these variables. We can define a function ∥g∥ that
converts g into an equivalent FOL expression.

∥g∥ = ∃v1 . . . ∃v|V |∃e1 . . . ∃e|Ē|∃u1 . . . ∃u|U |(

∥V1∥ ∧ . . . ∧ ∥V|V |∥ ∧ ∥Ē1∥ ∧ . . . ∧ ∥Ē|Ē|∥).
D.2.1 Converting containers
Recall that each container in the world model Vi ∈
V is labeled with a set of properties: the label
(denote as Li), entity (Ei), quantity (Qi), attribute
(Ai), and unit (Ui). Note that the unit property
is optional depending on whether the entity Ei is
countable or not. If the entity is countable, the
container is mapped to a definition of a set:

∥Vi∥ = Owner(vi,Li)

∧ Measure(vi, ∥Qi∥)
∧ ∀x ∈ vi(Ei(x) ∧ Ai(x)) ∧ ∥EPW,i∥,

where EPW,i ⊆ E is the set of edges of type
PARTWHOLE whose target vertex is i. Otherwise,
if the entity is uncountable:

∥Vi∥ = Owner(vi,Li) ∧ Ei(vi) ∧ Ai(vi)

∧ Measure(vi, Quantity(∥Qi∥,Ui))

∧ ∥EPW,i∥.
Note that the attribute and unit properties may be
omitted, and if the container vi is missing a prop-
erty, the corresponding conjunct is omitted as well
(e.g., if the container is missing an attribute prop-
erty, the conjunct Ai(·) is omitted). Each quantity
Qi is mapped as follows:

∥Qi∥ =

{
Qi, if Qi ∈ R,
uj , if Qi = xj for some xj ∈ U.

Unlike other relations, the semantics of
PARTWHOLE edges are not independent of
each other, and so we define them here as a special
case:

∥EPW,i∥ = PartWhole({vs1 , vs2 , . . .}, vi),
where sj is the index of the source vertex of the
edge EPW,i

j , and so {vs1 , vs2 , . . .} is the set of the
source vertices of the PARTWHOLE edges with
target vertex i. In section D.3, we provide axioms
that define the semantics of each relation, including
PartWhole.

D.2.2 Converting relations

Each relation Ēi ∈ Ē is also converted into a con-
junction. Let si be the index of the source vertex
of Ēi, and similarly let ti be the index of the target
vertex.

If the edge Ēi is labeled as TRANSFER, it may
have the following properties: the sender (denote
as Si), recipient (Ri), entity (Ei), quantity (Qi),
attribute (Ai), and unit (Ui). Similarly to contain-
ers, the entities in relations may be countable or
uncountable. For brevity, we only show the conver-
sion for the case where the entities are countable,
but the conversion of uncountable quantities mir-
rors that shown for containers above. In this case,
the TRANSFER edge is converted:

∥Ēi∥ = Transfer(ei)

∧ Source(ei, vsi) ∧ Target(ei, vti)

∧ Sender(ei,Si) ∧ Recipient(ei,Ri)

∧ ∃r(Arg(ei, r) ∧ Measure(r, ∥Qi∥)
∧ ∀x ∈ r(Ei(x) ∧ Ai(x))).

If the edge Ēi is labeled as RATE, it may have
the following properties: the entity (Ei), quantity
(Qi), attribute (Ai), and unit (U ). Then, the edge is
converted:

∥Ēi∥ = Rate(ei)

∧ Source(ei, vsi) ∧ Target(ei, vti)

∧ ∃r(Arg(ei, r) ∧ ∀y ∈ r(Measure(y, ∥Qi∥)
∧ ∀x ∈ y(Ei(x) ∧ Ai(x)))).

Finally, if the edge Ēi is labeled as COMPARI-
SON, it may have the following properties: the type
(Ti ∈ {Add, Mul}), quantity (Qi), and unit (Ui).
Then, the edge is converted:

∥Ēi∥ = ComparisonTi(ei)
∧ Source(ei, vsi) ∧ Target(ei, vti)

∧ Arg(ei, ∥Qi∥).

Note that in the above, the sender, recipient, at-
tribute, and unit properties are optional. If the re-
lation is missing any property, the corresponding
conjunct is omitted (e.g., if the attribute property is
missing, the corresponding term Ai(x) is omitted).

See Figure 11 for an example application of the
above conversion function.

9104



Natural language representation:
“James has 232 balloons. Amy has 101 balloons. How
many more balloons does James have than Amy?”

MATHWORLD representation:

James has 232 balloons. Amy has 101 balloons. How many more balloons does 
James have than Amy?

Explicit(x1, 
balloon, add)

James

Entity: balloon
Quantity: 232

Amy

Entity: balloon
Quantity: 101

First-order logic representation:

∃v1∃v2∃e1∃u1(

Owner(v1, James)

∧ Measure(v1, 232) ∧ ∀x ∈ v1.balloon(x)

∧ Owner(v2, Amy)

∧ Measure(v2, 101) ∧ ∀x ∈ v2.balloon(x)

∧ ComparisonAdd(e1)

∧ Source(e1, v2) ∧ Target(e1, v1)

∧ ∃r(Arg(e1, r) ∧ Measure(r, u1)

∧ ∀x ∈ r.balloon(x)))

Figure 11: Example of a math story problem with its
equivalent representations as a world model graph and
in first-order logic.

D.3 Semantics of relations and predicates

We define the semantics of each relation, starting
with the RATE relation:

∀e∀vs∀vt∀r(Rate(e) ∧ Arg(e, r)

∧ Source(e, vs) ∧ Target(e, vt)

→ Partition(r, vs) ∧
∃m(Measure(r,m) ∧ Measure(vt,m))),

where Partition(r, vs) denotes that r is a parti-
tion of the set vs: r is a set of disjoint subsets of vs
such that their union is equal to vs. More precisely:

∀x∀y
(
Partition(x, y) ↔

∀z, z′ ∈ x(z ̸= z′ → z ∩ z′ = ∅) ∧ y =
⋃

z∈x
z
)
.

We also use the notion of a partition to define the
semantics of the TRANSFER relation:

∀e∀vs∀vt∀r(Transfer(e) ∧ Arg(e, r)

∧ Source(e, vs) ∧ Target(e, vt)

→ ∃z(Owner(vs, z) ∧ Owner(vt, z)

∧ Recipient(e, z)

∧ Partition({r, vs}, vt))
∨ ∃z(Owner(vs, z) ∧ Owner(vt, z)

∧ Sender(e, z)

∧ Partition({r, vt}, vs))).

We define the semantics of COMPARISONADD:

∀e∀vs∀vt∀ms∀mt∀r(
ComparisonAdd(e) ∧ Arg(e, r)

∧ Source(e, vs) ∧ Target(e, vt)

∧ Measure(vs,ms) ∧ Measure(vt,mt)

→ ms + r = mt).

COMPARISONMUL is defined similarly. Finally,
we define PARTWHOLE as a simple set partition:

∀vt∀X(

PartWhole(X, vt) ↔ Partition(X, vt)).

E Annotation Details

E.1 Data preprocessing
We segment all sentences into smaller independent
clauses when possible. This is done in order to
create simpler units of training data for a semantic
parser. We use the Berkeley Neural Parser (Ki-
taev and Klein, 2018; Kitaev et al., 2019) for this
task, splitting sentences recursively at the two co-
ordinating conjunctions and and but.14 Over the
three datasets we consider, 302 sentences are split
in this way. Additionally, some question sentences
start with a subordinate clause that introduces new
information, like “If Alice bought 3 more apples
today, how many apples did she end up with?”. We
split these into a declarative clause and an interrog-
ative clause, and remove the leading subordinating
conjunction.

14Some phrases with a trailing preposition are split erro-
neously in this way, like “Sally picked 7 lemons and Mary
picked 9 lemons from the lemon tree” is split into “Sally
picked 7 lemons” and “Mary picked 9 lemons from the lemon
tree”, pointing to the challenges of prepositional phrase attach-
ment in neural constituency parsing (Sopena et al., 1998). We
detect and correct such cases manually.
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E.2 Annotation scheme and tool

As mentioned in § 3, MATHWORLD considers log-
ical forms at the sentence level. Hence, we must
also annotate the world model graphs incremen-
tally, sentence by sentence. This is done via a
drag-and-drop annotation tool, ANT-NLP, built
specifically for the purpose of this work.15 When
annotating a problem in the tool, annotators get
to build the graph incrementally one sentence at a
time. Each sentence is given in a separate page, as
shown in Fig. 12, and the graph from the previous
sentence is carried over to the next. We save all
incremental world models, as they set the basis for
the sentence linearization described in App. F.1.
The incremental world models are stored in json
graph format.16

We want annotators to include all information
included in the text that fits MATHWORLD, irre-
spective of the relevance to the question. Therefore,
in order not to create any bias stemming from the
question, we hide the question sentence until all
other preceding parts have been annotated.

We ask annotators to follow the ordering that
information is given within each sentence when
adding containers and relations. For instance, a
sentence “Alice has 3 apples and 4 oranges” should
first be assigned a container for apples and then be
assigned a container for oranges. This allows us to
preserve the ordering of the text when linearizing
logical forms for training data. To capture this
ordering we annotate IDs for the containers and
relations. The space of IDs is the set of natural
numbers, and is shared between containers and
relations. Ids are incremented automatically in the
tool as annotators add new containers or relations.

The tool includes options to flag problems that
require background knowledge, or where the anno-
tator is uncertain about their annotation. They can
additionally add a free text comment about their
annotation for a particular problem.

E.3 Procedure

Annotation is performed by external workers, who
are taught to be familiar with the semantics of
MATHWORLD. We employ two annotators, hired

15Although the annotation tool is built specifically for an-
notating world models in MATHWORLD, we believe it could
with relative ease be adapted to annotation of potential world
models for other domains as well. The tool will be shared
with other researchers by request.

16https://jsongraphformat.info/

from a small annotation company in India.17 At
the time of annotation, both of them were under-
graduate students in technical universities. As sup-
port material, annotators are given a comprehen-
sive guideline document, a set of example anno-
tations and a video showcasing how annotation is
performed using the tool. We follow three phases
for annotation:

1. Training phase. This phase is for annota-
tors to learn the formalism. They are given
batches of 5−7 problems at a time to annotate
independently. These annotations are then dis-
cussed and, if needed, corrected in a follow-up
meeting. The initial batches consist of simple
problems, both conceptually and linguistically.
After the annotators can successfully anno-
tate these simple problems, they are gradually
given more challenging ones. This phase ends
when all annotators can successfully annotate
most problems across all datasets.

2. Agreement phase. Here, annotators are given
the same set of 90 problems, with 30 from
each dataset. They are asked to annotate these
independently. This set is used to measure
agreement between annotators.

3. Scale-up phase. Here, annotators are given
separate datasets to annotate on their own.
Some of these problems are overlapping in
order to allow for agreement analysis.

E.4 Agreement analysis
We give further details on the agreement analysis
of the 125 overlapping problems discussed in § 4.
As mentioned, there were 18 isomorphic disagree-
ments between the two annotators (i.e., not weakly
equivalent). Out of these, 7 were due to structural
ambiguity (App. B.2), 1 was due to a type of error
that was fixed during annotation check (see below),
8 due to a type of error for which a problem would
be discarded during annotation check, and 2 less
serious errors that would not be detected during the
annotation check. Most errors were attributed to the
same annotator. Ground truth data for overlapping
annotations were thus taken from the annotated set
of the annotator with the higher performance on
the overlapping problems.

17There was initially a third annotator involved. However,
this annotator dropped out during phase 3 as described below.
At that time, it would have required a considerable time invest-
ment to hire and train yet another annotator, and so instead,
we had one of the two other annotators cover up.
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Figure 12: Snapshot of the annotation tool interface of ANT-NLP for a particular sentence. The annotator has the
option to add nodes (containers), add edges (relations) between an existing pair of nodes, navigate between text
spans, navigate between math story problems, add comments and flags associated with the math story problem, and
export the math story problem when its annotation is completed. A problem is considered completed when all text
spans have been annotated and a variable referencing the answer has been added for the final text span. Only then
can the problem be marked in the top-right corner and be exported to json format. Furthermore, a central dashboard
(not shown here) allows the annotator to get an overview over the progress and navigate between problems. Question
sentences are not shown in the central dashboard in order to alleviate bias.

There were 46 problems that had a weak equiv-
alence agreement, but not a strong equivalence
agreement. Some of these were due to errors and
some were due to property ambiguity (App. B.1).
The errors were mostly incurred from entering an
incorrect property, seemingly by carelessness. Sev-
eral such cases could be detected and corrected as
they led to errors when parsing the world model
json file or when applying the reasoner to the world
model (App. H). Cases of property ambiguity were
often due to the attribute property.

We additionally stratified agreement across rela-
tion type. Problems with COMPARISON relations
seemed to have the lowest weak equivalence agree-
ment, followed by RATE and TRANSFER. For
strong equivalence agreement on the other hand,
RATE problems had the lowest agreement, fol-
lowed by TRANSFER and then PARTWHOLE.

E.5 Annotation check and correction

We performed the following checks of the anno-
tations: whether the json could be parsed into a
well-formed world model, whether applying the
deterministic reasoner (App. H) would produce
the correct answer and whether the annotator had
flagged the problem with low confidence or pro-
vided a free text comment. Based on these we were

able to detect and correct several faulty annotations.
Some common errors were: entering the wrong
number, entering the wrong reference variable, for-
getting to the enter the reference variable, orienting
the edge in the wrong direction and misspelling
label names. Such errors could easily be corrected.
Other more fundamental errors that could not be
easily fixed led to discarding the annotation. We
also spotted some cases of wrong annotated an-
swers stemming from the original dataset, which
were corrected.

F Conversion between World Model
Graph and Logical Form

As mentioned in § 5.1, an integral part of our pro-
posed MATHWORLD solver framework, and work-
ing with MATHWORLD more generally as in § 5,
is the conversion between world models g and logi-
cal forms m. In this appendix section we provide
details of both directions of this conversion. Both
directions of the conversion are lossy to some small
degree, as is mentioned in footnote 18.

F.1 World model graph to logical form

Each logical form can be viewed as a incremen-
tal graph update that consists of containers and
relations based on a sentence in the problem text,
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which is represented as a text sequence.
Containers and relations have varying arity, de-

pending on which properties are present. This
opens two possibilities. We may either split them
into forms for each set of properties and have the
property names explicit in the signatures (e.g., con-
tainers would have one representation each with
arity 3 and 5, and two representations with arity 4),
or keep the property ordering consistent and give a
default null token for missing properties. We opt
for the latter, and set the default null token to be
none.

We define the following predicates:

• container(label, quantity, entity,
attribute, unit)

• transfer(recipient label, sender
label, quantity, entity, attribute,
unit)

• rate(label, quantity, source entity,
source attribute, source unit, target
entity, target attribute, target
unit)

• difference(target label, source
label, quantity, target entity,
target attribute, target unit,
source entity, source attribute,
source unit)

• explicit(target label, source label,
quantity, target entity, target
attribute, target unit, source
entity, source attribute, source
unit)

• part(whole label, whole entity, whole
attribute, whole unit, part1 label,
part1 entity, part1 attribute, part1
unit, . . . , partn label, partn
entity, partn attribute, partn unit)

Note that for COMPARISON, the “type” property
is lifted out and its value replaces “comparison”
as the name of the predicates. We replace “add”
and “times” by “difference” and “explicit”, respec-
tively, for practical reasons: We do not want the
name of the operator that might be required to solve
the problem to be confounded with the name of the
predicate. Further note that the above predicates are
overloaded in comparison to the ones mentioned in
§ 3. The reason for that is that we require additional

information in order to match the linearization to
existing incremental graphs (the other direction
of the conversion, described in App. F.2). For in-
stance, consider two disconnected containers in a
world model graph. If one wished to present them
as connected with RATE, it would be sufficient
to provide the quantity property to the rate. See,
e.g., how in Fig. 1, quantity is provided as the only
property in the RATE relation. The other proper-
ties given above would be redundant as they are
already given in the containers. For a model to
be able to orient that rate, however, it needs the
additional information to match to the two existing
containers.

Note that in the case of TRANSFER, there may
be two associated edges in the graph if the prop-
erties “recipient label” and “sender label” both
take values other than none. However, these are
both represented by a single transfer predicate as
above. PARTWHOLE is the only relation whose ar-
ity varies, reflecting the number of subsets present
in the PARTWHOLE construction. An alternative
would have been to have one predicate per edge,
but that would have introduced redundancy.18

A sentence-level logical form often contains mul-
tiple components of the above. In these cases, we
follow the ordering as introduced in text, in line
with the annotated IDs. If a relation is added to-
gether with its source and/or target containers, then
the containers must always precede the relation in
the ordering. We enforce that the source container
always precedes the target container.

As an example, the logical form of the sentence
“In a friend group there are 5 football players and 3
tennis players” is:

container(friend group, 5, player,

football, none)

container(friend group, 3, player,

tennis, none)

Finally, a world model graph may have contain-
ers that have not been explicitly introduced in text.

18However, a drawback of our PARTWHOLE representation
is that it assumes that all the part-whole edges are always
introduced together in the same sentence. While this is mostly
the case for the data we observe, we found the following
exception: “Next on her list are the homeless people where
she spent a total of $900.00. She gave $325.00 to the first set
of homeless families and $260.00 to the second set of families.
How much did she give to the last set of homeless families?”.
This is one example showing that the conversion is slightly
lossy.
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For instance, the two sentences “Alice has 5 ap-
ples. She ate 2 of them.” will be represented by
a world model with two containers and a TRANS-
FER edge, but only the source container is explicitly
mentioned in text (in the first sentence). When writ-
ing the world model graph as a logical form, we
therefore discard the target container in this case.
In general, this is done by discarding all containers
that do not hold an explicit quantity, unless the sen-
tence is interrogative. For interrogative sentences
we want the logical form to represent the reference
variable.

F.2 Logical form to world model graph

We now consider the other direction, namely that
we have a sequence of logical forms m1, . . . ,mn

on the form described in the previous section and
wish to convert them to a world model graph g.

For m1, we can trivially convert the logical form
to a graph. Note that the relation predicates spec-
ify the properties needed to match the relation to
containers as well, so if there is a relation predi-
cate in the logical form but no source and/or target
container, we can simply create those. For subse-
quent logical forms, we match the logical form to
the graph created from preceding sentences. For
relations, we must make sure that we do not create
new containers linked by that relation, if any or
both of those containers are already existing in the
world model. We thus first match the properties
corresponding to the source and target containers
in the relation predicate to any possibly existing
containers, and only create new ones if none are
found. In addition, some sentences will just supply
an update of an unknown quantity to a known value.
In these cases, we do not create a new container, but
match the quantity to one already existing so that
we can preserve the structural information of that
container. We remark that in case that the matching
with already existing containers in the world model
returns multiple options, we default to the most
recently created one. This turns out to work well
for most cases, but could be one source of loss.

The reference variable corresponds to the log-
ical form of the last sentence: Interrogative sen-
tences are mapped to logical forms the same way
as declarative sentences, and the reference variable
is taken as the variable in the container or relation
that matches the question’s logical form.

Finally, for predicted logical forms, we first
check the logical forms for syntactic well-

formedness, keeping only the parts of the logical
form that are well-formed. An additional (weak)
check for semantic well-formedness may match
the properties to the vocabulary of the MSP, along
with special tokens like “none”, “world” etc.

G Difficult Cases to Parse

We estimate a high coverage of our formalism
among MSPs. However, although a problem might
be within semantic and conceptual coverage of
MATHWORLD, the text itself might prove chal-
lenging for a parser to interpret. Here, we present
two problems that are captured by MATHWORLD

that put a high burden on the parser.
First, consider the following problem:

The teacher distributes 4 candies to 2 students.
Student A now has 2 more candies than Student
B. Both students had 0 candies to begin with.
How many candies does Student A have?

In this problem there is a transfer involved in the
first sentence. The recipient of the transfer is not
a single independent container however, but a set
of two students. We have no information on how
many candies these two students have individually,
but we know that they collectively got 4 more than
they had before. To capture this, we may represent
both students as a container with a PARTWHOLE

relation to the individual students, which will be the
recipient of the TRANSFER. The whole problem
is assigned the world model in Fig. 13. This is
a faithful and correct world model, but the first
sentence puts a high burden on the semantic parser:
It must add 8 containers and 6 relations.The teacher distributes 4 candies to 2 students. Student A now has 2 more candies than Student 

B. Both students had 0 candies to begin with. How many candies does Student A have?

Teacher

Entity: candy
Quantity: x1

Teacher

Entity: candy
Quantity: x2Transfer(4, 

candy, Students, 
Teacher)

Student A

Entity: candy
Quantity: 0

Student B

Entity: candy
Quantity: 0

Student A

Entity: candy
Quantity: x7

Student B

Entity: candy
Quantity: x8

Transfer(4, 
candy, Students, 

Teacher)

Explicit(2, 
candy, add)

Students

Entity: candy
Quantity: x3

Students

Entity: candy
Quantity: x6

Part-
Whole

Part-
Whole

Part-
Whole

Part-
Whole

Figure 13: Hypothetical world model associated with
a problem text that describes a subset-superset relation
over containers.

Next, consider the following problem (adapted
from GSM8K):

Zack decided to give his 3 friends 20 marbles
each and kept 5. How many marbles did he
initially have?
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The first sentence conveys a lot of information.
We must add a container for the total number of
marbles that Zack possesses, with PARTWHOLE

relations representing how many marbles Zack has
left and how many his friends have. In addition,
we know that there are three friends, which we
represent with a RATE. See the world model in
Fig. 14. However, the fact that Zack already pos-
sesses marbles is implicit from the text, and would
be challenging for a parser to detect. As a partial
remedy, we could introduce a “TransferEvenly” re-
lation, which would represent a transfer of 20 to
each container in a set. In this case, Zack’s friends
would each be represented in a container.

Zack decided to give his 3 friends 20 marbles each and kept 5. How many 
marbles did he initially have?

Zack

Entity: marble
Quantity: x1 Part-Whole

Zack’s friends

Entity: marble
Quantity: x2

Zack

Entity: marble
Quantity: 5

Zack

Entity: friend
Quantity: 3

Rate(20, 
marble, friend)

Part-Whole

Figure 14: Hypothetical world model associated with a
problem text that compresses a lot of information within
a single sentence.

H Reasoner

The recursive solver takes as input a target vari-
able and a set of visited equations. It takes all the
equations containing the target variable and sorts
them in increasing order of number of unknowns.
Next, it iterates over the equations in this order.
If the equation only has one unknown, that un-
known must be the target variable. The function
then solves for the target variable and outputs the
numeric value. Otherwise, it goes over the other
free variables in the equation and applies the recur-
sive function to those as target, with the equation
added to the set of visited equations in order to
prevent loops. Having solved for the other free
variable, it substitutes its numeric value in the equa-
tion and solves for the target variable, if possible.
We present pseudo-code for the deterministic rea-
soner in Alg. 1.

Note that this solver assumes a certain structure
of the equations, namely, that a solution can be
reached by solving a sequence of equations with
one unknown. Such is indeed the case for the sim-

ple MSPs we consider. However, in the case of a
general system of linear equations, this algorithm
would fail as it cannot handle equations of more
than one unknown. We opt for our recursive solu-
tion rather than Gaussian elimination due to run-
time gains: for a system of n equations with n un-
knowns, Gaussian elimination runs in O(n3), while
our solution has worst-case complexity O(n2).

Further note that if we extend r to be a set of
variables, we can store the intermediate results in
a table and get a dynamic program. This is not
necessary in our case as we do not have overlapping
sub-problems.

Algorithm 1: Deterministic recursive reasoner.

1 function recursiveReasoner(x, visited)
/* Prepare equations containing x that

have not been visited */
2 eqs← {equations containing x} \ visited

/* Sort in increasing order of number of
unknowns */

3 eqs← sort(eqs,# of unknowns, increasing)
4 for eq ∈ eqs

/* Go over equations in order */
5 if solvable(x, eq)

/* Solve for x if possible */
6 xval ← solve(x, eq)
7 else /* Otherwise, solve recursively */

/* Go over other unknowns */
8 for x′ ∈ eq, x′ ̸= x
9 x′

val ← recursiveReasoner(x, visited+eq)
/* Substitute unknown for value */

10 eq← substitute(eq, x′, x′
val)

11 if solvable(x, eq)
12 xval ← solve(x, eq)
13 return xval

14 return xval

I Experimental Details

I.1 Solving pipeline
Setup As our LLM we use Codex code-davinci-
002. We design a prompt with 50 ground truth
examples from MAWPS and ASDIV-A. One ex-
ample consists of the source sentence, the target
linearized logical form, as well as the source and
target of the previous sentence in the same MSP,
in order to allow the model to account for depen-
dencies between sentences. These examples are
handpicked to be representative of MATHWORLD.
For every MSP, we then feed each sentence fol-
lowing the same pattern excluding the target as a
suffix to the prompt, and sample the target output
from Codex. The experiments were performed on
the 18th of January 2023. The parameters used for
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MAWPS ASDIV-A SVAMP
Answer Acc (%) 33.8 26.9 11.1
Complete WM (%) 50.7 43.3 33.3
Weak Smatch (avg.) 0.76 0.68 0.59
Strong Smatch (avg.) 0.76 0.60 0.38

Table 5: Results on our test sets for the Codex few-shot
learning model. Smatch scores (App. C) are averaged
across all MSPs, including those where Codex produced
an incomplete world model.

sampling were the following: temperature is set
to 0, max tokens is 200, frequency and presence
penalty are both left at 0 and we add an additional
new line stop token (which is used in the prompt to
end the ground truth logical forms.

World models are built incrementally using the
method described in App. F.2. We apply the deter-
ministic reasoner (App. H) to produce an answer.

Results We show the results in Table 5. Observe
that on average less than half of the predicted world
models result in an answer (i.e. are complete). The
rest of the times the reasoner is either unable to
solve for the reference variable (the system of equa-
tions induced by the world model is underdeter-
mined) or the world model lacks a reference vari-
able. Incorrect answers are often caused by slight
permutations of the correct logical forms (e.g.,
Codex having swapped the sender and recipient in
a TRANSFER relation). If we stratify the problems
by relation type, we observe that the model has the
highest answer accuracy for TRANSFER and RATE,
while PARTWHOLE problems have the lowest an-
swer accuracy. This is to be expected given that the
information associated with PARTWHOLE problem
is not often made explicit in text (§ 3.2.4).

I.2 Details on constrained generation

The GPT 3.5 Turbo generation experiments were
performed on the 24th of May 2023. The model
used was gpt-3.5-turbo-0301. The sampling pa-
rameters are the same as those used during parsing
(App. I.1).

We display the results of the other five MSPs
as mentioned in § 5.3 in Table 6. Observe that
in all cases, the model is able to generate prob-
lems that are faithful to the concept, number and
properties of the original world model (comparing
the left column and the middle column). Further
note that with a temperature parameter of 0, the
generated problems are rather conservative. We

leave for future work to explore the implications of
the sampling parameters for the generated outputs.
Finally, consider the right column, where we dis-
play the MSPs generated from augmented world
models. Three of the generated examples are not
completely faithful to how we augmented the world
models. In the first example from the top, “Lexie’s
brother” is provided as the recipient property in the
TRANSFER relation, but in the generated example
Lexie’s brother is the sender. In the third example
from the top, we augment the world model with a
RATE, but the model instead generates a transfer
type MSP. In the last example, Bob is provided as
sender while Josh is provided as recipient, but the
model generates a problem with these values being
swapped. The other two are faithful.

I.3 Details on prompting using synthetic
questions

The GPT-3 probing experiments were performed
on the 18th of January 2023. The model used was
text-davinci-003. The sampling parameters used
are the same as those used for Codex during parsing
(App. I.1).

In Table 7, we present the templates used to cre-
ate synthetic question-answer pairs for prompting
large language models.
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Original MSP MSP generated from world model Augmentation MSP generated from augmented world model

Lexie’s younger brother helped pick up
all the paper clips in Lexie’s room.
He was able to collect 81 paper clips.
If he wants to distribute the paper clips in 9 boxes,
how many paper clips will each box contain?

Lexie’s brother has 81 paper clips.
He wants to put them in 9 boxes.
How many paper clips will he put in each box?

RATE
→ TRANSFER

Lexie’s brother had 81 paper clips.
He gave 21 to Lexie.
How many paper clips does Lexie’s brother have now?

Kevin collected toys to use as prizes at the fair.
He collected 14 stuffed animals.
He also collected 18 frisbees and several yo-yos.
Kevin has 50 prizes in all.
How many yo-yos did Kevin collect?

Kevin won 50 prizes at the fair.
He won 14 stuffed animals, 18 frisbees,
and some yo-yos.
How many yo-yos did he win?

PARTWHOLE
→ TRANSFER

Kevin has 14 stuffed animals.
He gave 5 of them to his friend.
How many stuffed animals does Kevin have now?

Mrs. Hilt wants to make a border around her garden.
She needs 125 rocks to complete the border.
She has 64 rocks.
How many more rocks does she need to
complete the border?

Mrs. Hilt was making a rock border around her garden.
She had 125 rocks to use.
She used 64 rocks to make the border.
How many rocks did she have left?

TRANSFER
→ RATE

Mrs. Hilt is making a rock border around her garden.
She has 125 rocks to use.
She has already used 25 rocks.
How many rocks does she have left?

Zoe’s school sold 620 dollars in raffle tickets.
If each ticket cost 4 dollars,
how many tickets did they sell?

Zoe spent $620 on raffle tickets.
Each ticket cost $4.
How many tickets did she buy?

RATE
→ TRANSFER

Zoe had 620 dollars.
She spent 100 dollars.
How much money does Zoe have now?

Josh had 16 marbles in his collection.
He lost 7 marbles.
How many marbles does he have now?

Josh had 16 marbles.
He lost 7 of them.
How many marbles does Josh have now?

TRANSFER
→ TRANSFER

Josh has 16 marbles.
He gave 7 marbles to Bob.
How many marbles does Josh have now?

Table 6: Example of generated math story problems conditioned on world models in MATHWORLD. The left column
shows the original math story problem, the middle column shows a math story problem generated conditioned on
the ground truth world model of the original problem, and the right column shows a math story problem generated
conditioned on a world model that has been created by augmenting the ground truth world model of the original
problem. Sentences not faithful to the logical form are colored red.

containers Q: How many {attr}{ent}s does {label} have? A: {quant}
Q: What is the amount of {attr}{ent}s associated with {label}? A: {quant}

TRANSFER Q: How many {ent}s are transferred from {sour} to {targ}? A: {quant}
COMPARISON (add) Q: How many more {ent}s does {targ} have than {sour}? A: {quant}
COMPARISON (times) Q: How much more {ent} does {sour} have than {targ}? A: {quant}
RATE Q: How many {ent} does {targ} have per {sour}? A: {quant}
PARTWHOLE Q: How many {sour} are part of {targ}? A: {quant}

Table 7: Templates to automatically create question-answer pairs for prompting. The templates are filled based on
the information in the world model.
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prompt types pairs sourced from one MSP (one-shot), i.e., x = 1

(1) synth QAs
(all at once)

Baker made 43 cakes and 114 pastries. If he sold 154 pastries and 78 cakes.
Q: How many cakes does baker have?
A: 43
Q: How many sold cakes are associated with baker?
A: 78
Q: How many more pastries than cakes did baker sell?
A: 76

Bobby had 19 pieces of candy. He ate 2 pieces of candy.
Q: What is the amount of candys associated with bobby?
A: 19
Q: How many candys are transferred from bobby?
A: 2
Q: how many pieces of candy does he still have left?
A:

(2) synth QAs
(sent by sent)

Baker made 43 cakes and 114 pastries.
Q: How many cakes does baker have?
A: 43
Baker made 43 cakes and 114 pastries. If he sold 154 pastries and 78 cakes.
Q: How many sold cakes are associated with baker?
A: 78
Baker made 43 cakes and 114 pastries. If he sold 154 pastries and 78 cakes.
Q: How many more pastries than cakes did baker sell?
A: 76

Bobby had 19 pieces of candy.
Q: What is the amount of candys associated with bobby?
A: 19
Bobby had 19 pieces of candy. He ate 2 pieces of candy.
Q: How many candys are transferred from bobby?
A: 2
Bobby had 19 pieces of candy. He ate 2 pieces of candy.
Q: how many pieces of candy does he still have left?
A:

(3) original
MSP QAs

Baker made 43 cakes and 114 pastries. If he sold 154 pastries and 78 cakes.
Q: How many more pastries than cakes did baker sell?
A: 76

Bobby had 19 pieces of candy. He ate 2 pieces of candy.
Q: how many pieces of candy does he still have left?
A:

Table 8: We experiment with three different types of prompts. They are displayed for the one-shot case in which
one MSP in addition to the one we are trying to solve is provided in the prompt. In the above case, the model is
tasked with making inference on the problem “Baker made 43 cakes and 114 pastries. If he sold 154 pastries and 78
cakes. How many more pastries than cakes did baker sell?”.
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