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Abstract

Supervised models based on Transformers
have been shown to achieve impressive per-
formances in many natural language process-
ing tasks. However, besides requiring a large
amount of costly manually annotated data, su-
pervised models tend to adapt to the character-
istics of the training dataset, which are usually
created ad-hoc and whose data distribution of-
ten differs from the one in real applications,
showing significant performance degradation
in real-world scenarios. We perform an ex-
tensive assessment of the out-of-distribution
performances of supervised models for clas-
sification in the emotion and hate-speech de-
tection tasks and show that NLI-based zero-
shot models often outperform them, making
task-specific annotation useless when the char-
acteristics of final-user data are not known
in advance. To benefit from both supervised
and zero-shot approaches, we propose to fine-
tune an NLI-based model on the task-specific
dataset. The resulting model often outperforms
all available supervised models both in distri-
bution and out of distribution, with only a few
thousand training samples.

1 Introduction

Supervised text classification based on Trans-
formers has recently achieved considerable
performances, benefiting many applications
in social (Mozafari et al., 2020) technologi-
cal (Callaghan et al., 2021) and biomedical (Jin
and Szolovits, 2020) domains, just to mention a
few. However, these systems rely on large amounts
of manually annotated data that are often expensive
to obtain. Furthermore, to guarantee reasonable

performances, supervised systems need to be
trained on data that have the same distribution
as the one in the deployed scenario (Koh et al.,
2021). This requires a careful choice of data to
annotate that is sometimes impossible to achieve
because of the difficulty to infer in advance the
characteristics of runtime data, and considering
the potential evolution of data features during the
system’s lifetime (D’ Amour et al., 2020). Recent
work has shown that Transformers are more robust
than other machine learning models to change in
domain and distribution (Hendrycks et al., 2020).
However, the decrease in performance due to the
distribution shift is still a major issue of supervised
models (Yang et al., 2022b).

Figure 1 shows the degradation in performances
of models when applied to a different distribu-
tion. We consider three emotion classification tasks
(with different taxonomies) and a hate speech de-
tection task, and report in-distribution (ID) perfor-
mances, when the model is validated on the same
dataset (light blue bars), in comparison with out-
of-distribution (OOD) performances, i.e. validated
on different datasets (dark red bars). The drop in
performance is significant, often overcoming 30%
and sometimes reaching almost 50%. This makes
models trained on certain data barely generalizable
to other data, limiting drastically their scope.

Recent zero-shot models (Yin et al., 2019; Liu
et al., 2021) have gained popularity thanks to their
ability to reduce the dependency on task-specific
annotated data by enabling models to predict previ-
ously unseen labels. For instance, models trained
for Next Sentence Prediction (NLP) or Natural Lan-
guage Inference (NLI) tasks can be applied to infer
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whether a certain textual label is associated with a
sentence (Yin et al., 2019). Although supervised
task-specific trained models typically outperform
zero-shot approaches in the training dataset, it is
reasonable to question how they compare when
the supervised approach is trained on a different
dataset.

In this work, we make a comprehensive assess-
ment of the OOD performances of emotion de-
tection and hate speech detection models in com-
parison with a NLI-based zero-shot model. Sur-
prisingly, our results show that the zero-shot ap-
proach almost always outperforms the supervised
models, suggesting that labeling a large amount
of data is not beneficial when the data distribu-
tion is not a-priori known. To take advantage of
both approaches we propose to adapt and fine-tune
a NLI model with task-specific data. We show
that a small amount of training data is sufficient to
achieve performances that are often superior to the
top-performing supervised models available, either
ID or OOD.

Our contribution can be summarized as follows:
(1) we perform a comprehensive assessment of
the OOD performance of supervised models for
classification (multi-class, multi-label, binary) of
emotive content in comparison to an NLI-based ap-
proach that does not require specific training, and
we show that the latter often achieves higher perfor-
mance; (2) we propose fine-tuning an NLI model
on task-specific data and show experimentally that
this solution achieves competitive performances
both ID and OOD with only a few thousand sam-
ples; (3) we extensively discuss our results and give
useful indications for achieving significant ID and
OOD performances with a small annotation cost.

2 Related Works

Developing models that are robust to domain and
distribution shift is one of the most intriguing yet
challenging tasks in various machine learning ap-
plications (Koh et al., 2021) including computer
vision (Ibrahim et al., 2022; Yang et al., 2022a;
Larson et al., 2022) and NLP (Csordas et al., 2021;
Malinin et al., 2021; Hendrycks et al., 2020). We
refer to Zhou et al. (Zhou et al., 2022) for an exten-
sive survey on domain generalization. While some
works offer a more theoretical perspective on the
topic (Arora et al., 2021a; Ren et al., 2019), gen-
eral work in the NLP field has been focused mainly
on developing benchmarks for evaluating the out-
of-distribution robustness of models. Hendrycks
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Figure 1: Performance degradation (as weighted F1-
score) of supervised models when applied to a different
distribution (dataset). Light blue bars represent ID per-
formances, while dark red bars show OOD results.

et al. (Hendrycks et al., 2020) studies OOD gen-
eralization for seven NLP datasets in the tasks of
sentiment classification, semantic similarity, read-
ing comprehension, and textual implication and
show that pre-trained Transformers adapt better to
OOD data. Yang et al. (Yang et al., 2022b) propose
a unified benchmark called GLUE-X to evaluate
OOD robustness in NLP systems. They collect 13
datasets covering tasks such as sentiment analysis,
natural language inference, sentence pair similarity,
textual similarity, and linguistic acceptability. For
each task, they select a dataset for training and other
datasets for OOD evaluation. The study shows that
better OOD accuracy is needed for NLP tasks, due
to the noticeable loss of performance with respect
to the ID settings. Both works do not compare the
performances to zero-shot approaches and do not
propose specific methods for increasing OOD ro-
bustness. Furthermore, they do not consider the
tasks of emotion detection and hate-speech detec-
tion.

Approaches to deal with the distribution shift
problem include OOD detection (Arora et al.,
2021b) and Mixture of Experts (MoE) models (Guo
et al., 2018). OOD detection aims at recognizing
OOD text to give awareness of the potential degra-
dation in performances, while MoE models tend to
combine domain-specific models to improve per-
formances in multi-domain contexts. Both these
approaches are out of the scope of our work since
they do not specifically focus on assessing and im-
proving the performances of models over unseen
domains and data distribution changes.

Specific studies on text classification related to
ours usually focus on domain generalization by
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training on text in one domain and testing on a dif-
ferent domain within the same dataset. Although
related, these approaches do not consider domain-
independent differences that occur across datasets
concerning e.g. text features (e.g. length), lin-
guistics features (e.g. use of slang) and annota-
tion processes. PADA (Ben-David et al., 2022)
generates domain-related features and adds them
to the text to enable the model to adapt to differ-
ent domains. Other studies refer to specific tasks
such as moral value classification (Liscio et al.,
2022) and sentiment analysis (Fu and Liu, 2022;
Zhang et al., 2022a; Li et al., 2022; Luo et al.,
2022; Liu and Zhao, 2022). Despite not consider-
ing the model generalization across datasets, and
being often application-specific, these methods do
not make any assessment with zero-shot learning
nor consider building upon them to improve OOD
performance.

To the best of our knowledge, the only studies
on distribution shift that consider the emotion and
hate-speech detection tasks are the work of Tora-
man et al. (Toraman et al., 2022), which evaluates
how BERT generalizes across abusive language de-
tection datasets, and Zeng et al. (Zeng et al., 2022)
that propose a CNN-based broad learning model
for cross-domain emotion classification. The first
study on abusive language detection does not com-
pare with zero-shot models nor proposes a method
for OOD generalization. The Zeng et al. work con-
siders a multi-domain dataset obtained by collect-
ing data from Chinese E-commerce platforms and
performs the assessment across domains. Again
they do not perform a comparison with zero-shot
models nor evaluation across datasets.

Another line of research related to our work con-
cerns zero-shot and prompt-based models. Pushp et
al. (Pushp and Srivastava, 2017) propose and eval-
uate three LSTM architectures for zero-shot clas-
sification that combine text embedding with label
embedding to determine whether the label is related
to the input text. Yin et al. (Yin et al., 2019) provide
datasets, a standard for evaluation and state-of-the-
art baselines for zero-shot classification. Barker et
al. (Barker et al., 2021) propose performing super-
vised classification on known labels, then applying
NLI for cases that do not qualify for previously
known labels. Zhang et al. (Zhang et al., 2022b)
propose a meta-learning framework to learn to cal-
ibrate the class and sample representations from
both seen and virtual unseen classes. Other stud-
ies focus on the impact of different prompts on

performances (Liu et al., 2021). In particular, we
highlight the work of Plaza-del-Arco et al. (Plaza-
del Arco et al., 2022) which compares different
ways to build the hypothesis prompt for NLI-based
emotion detection. Although we adopt an NLI-
based zero-shot model in our work, taking inspira-
tion from the work of Yin et al. (Yin et al., 2019)
and Plaza-del-Arco et al. (Plaza-del Arco et al.,
2022), no other work that we are aware of makes
an extensive comparison of OOD performances
of supervised models with zero-shot models and
fine-tuning of the latter, finding the sweet spot be-
tween no-specific training and a fully supervised
approach.

To the best of our knowledge, there are no exten-
sive state-of-the-art studies focusing on the OOD
robustness (across datasets) of supervised models
in emotion classification tasks. In general, we are
not aware of any study that compares OOD perfor-
mances of supervised models for text classification
with zero-shot models and assesses the best way to
fine-tune a zero-shot model.

3 Materials and Methods

We describe in detail the benchmark data and mod-
els of our work. In Section 3.1 we discuss datasets.
Section 3.2 focuses on the analysis of the state-
of-the-art supervised models and the NLI-based
systems we employ. Table 1 summarizes the ma-
terial of our study, including classification tasks,
taxonomies, datasets and supervised models.

3.1 Datasets

We conduct our experimental study on ten datasets
for multi-class, multi-label and binary classifica-
tion. Specifically, we focus on datasets for emotion
and hate speech detection.

For the multi-class emotion classification task,
we apply five distinct benchmarks and study two
different taxonomies. The first set includes the
range of the Primary Emotions of Parrott the-
ory (Parrott, 2001) (i.e. "love", "joy", "sadness",
"anger", " fear", " and "surprise") and is covered by
Emotion corpus (Saravia et al., 2018) and a scaled-
down version of the GoEmotion dataset (Demszky
et al., 2020) (GoE-Parrott). We consider GoEmo-
tion for its wide range of content, labels and data
qualities, which make it suitable for fitting emotion
taxonomies of other datasets used in our study. For
this reason, we generate two additional customized
versions of this benchmark. The first one (GoE-
Ekman) is designed for multi-class detection based
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Task Typology Taxonomy Datasets Models
. . Love, joy, sadness, GoE-Parrott E-T5
Parrott Emotion  Multi-class . . . E-Bert
anger, fear, surprise Emotion (Saravia et al., 2018) GoE-Bert

Disgust, joy, sadness,

Ekman Emotion Multi-class anger, fear, surprise

EmoEvent (Plaza-del Arco et al., 2020)

GoE-Ekman E-BERTweet (Pérez et al., 2021)

E-DistilRoBERTa (Hartmann, 2022)

and neutral XED ("Ohman et al., 2020) Emo-Bert
Multi Emotion  Multi-label Dl:iuitr’ Jt?;rsil::: ~ M-GoE M-Bert
. g ’ ’ . M-Emotion (Mohammad et al., 2018) M-GoE Bert
optimism and surprise
Din-Gen (Vidgen et al., 2020) .
Binary-HS Binary Hate, Not Hate YouTube (Ljubesic et al., 2021) LFTW-RoBERTa (Vidgen et al., 2020)

WSE-HS (De Gibert et al., 2018)

YT-Bert (Ljubesic et al., 2021)

Table 1: Overview of the material of our experimental study. Supervised models, taxonomies and datasets are
grouped according to the type of classification they apply to.

on Ekman’s theory of emotions (Ekman, 1992)
("disgust", "joy", "sadness", "anger", "fear" and
"surprise”, plus an additional "neutral" label) and
adapts to the XED dataset ("Ohman et al., 2020)
and the tweet-based EmoEvent corpus (Plaza-del
Arco et al., 2020). The second one (M-GoE), al-
lows us to fit the M-Emotion corpus (Mohammad
et al., 2018), a tweet-based restricted dataset for
multi-label classification. By taking all emotions
that overlap between GoEmotion and M-Emotion,
we obtain a third taxonomy based on eight labels
(i.e. "disgust", "joy", "sadness", "anger", "fear",
"love", "optimism" and "surprise"). In the second
stage, we focus on the binary hate-speech detection
task. In this scenario, we employ the Dynamically
Generated dataset (Vidgen et al., 2020) (Din-Gen),
the YouTube HS corpus (Ljubesié et al., 2021)
(YouTube), and the WSF-HS dataset (De Gibert
et al., 2018). The former is built by an iterative
annotation process, starting from a collection of
previously released hate speech datasets, the sec-
ond is composed of YouTube comments captured
during the time of the COVID-19 pandemic, while
the third focuses on a random collection of offen-
sive forum posts. Further details on the employed
datasets are given in the supplemental material.

3.2 Reference Models

We employ a group of supervised models designed
to address multi-class, multi-label, and binary clas-
sification, in order to evaluate their OOD perfor-
mances, i.e. their performances on a different
dataset than the one used for training. As a com-
parison, we examine the results of three alternative
NLI-based system configurations, seeing how un-
supervised models perform in this context. The
following paragraphs provide further information
on the first and second groups (Sect. 3.2.1, 3.2.2).

3.2.1 Supervised Models

We use eight models for emotion detection, six
of which are focused on a multi-class classifica-
tion scenario and the other two ones on multi-label
classification. To perform an ODD evaluation on
all datasets available and since no trained model
is suited to some of them, we trained four stan-
dard BERT classifiers on the missing datasets (i.e.
GoE-Parrott, M-GoE, and M-Emotion) obtaining
checkpoints that we name GoE-Bert, M-GoE Bert,
M-Bert. The classifiers employ the pre-trained
BERT-base checkpoint and apply a dropout layer,
a linear layer and then a softmax on the pooled out-
put embedding of the CLS token. We also train the
same BERT-based architecture on the EmoEvent
dataset (Plaza-del Arco et al., 2020) (Emo-Bert)
to compare it to BERTweet, which has been pre-
trained on tweet data. The tune of hyperparameters
was conducted on the validation set through grid
search taking into consideration a range of parame-
ters ranging from 0.1 to 0.4 for the dropout, among
107°,3-107° and 5- 1075 for the learning rate, and
between 32 and 64 for the batch size. The number
of epochs was set to 10. For each configuration, we
performed a single run. For the multi-class classifi-
cation task, we also employ the BERT-based E-Bert
model! and the T5-based (E-T5) systemz. Both of
them are trained on the Emotion dataset (Saravia
et al., 2018) and explore the Parrott theory perspec-
tive. From Ekman’s taxonomy, we consider the
RoBERTa-based E-BERTweet (Pérez et al., 2021),
and E-DistilRoBERTa (Hartmann, 2022) models,
which are trained on the EmoEvent corpus (Plaza-
del Arco et al., 2020) and on a combination of six
emotional datasets (Hartmann, 2022), respectively.

For binary hate-speech detection, we employ
YT-Bert (Ljubesi¢ et al., 2021) and LFTW-

"huggingface.co/bert-base-uncased-emotion
huggingface.co/t5-base-finetuned-emotion
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RoBERTa (Vidgen et al., 2020). The former has
been trained on the YouTube corpus (Ljubesic¢
et al., 2021) while the latter refers to the Din-Gen
dataset (Vidgen et al., 2020).

3.2.2 NLI-based classifiers

Inspired by the work of Yin et al. (Yin et al., 2019),
we employ pre-trained NLI models as ready-made
zero-shot sequence classifiers. We create a hypoth-
esis for each potential label and use the input text
as an NLI premise. For the hypothesis construc-
tion, we use the prompt "This sentence expresses
<label>". We use "discrimination and hate" as label
for hate speech. Different prompts are also em-
ployed for the prompt analysis in Section 4.4. To
determine which emotion is prevalent in the input
text from an NLI perspective we take the emotion
that corresponds to the highest-scoring entailment
output. To manage neutrality and for binary classi-
fication, we apply a 0.5 cut-off on the normalized
entailment score. For multi-label classification, we
take all emotions that correspond to a normalized
entailment score above or attained to 0.5. Since
there is no specific training phase, the approach is
particularly useful when there are no high-quality
task-specific annotated samples. Furthermore, the
method is applicable to a variety of document types
in different domains.

We consider three checkpoints as NLI mod-
els: MNLI-Bart-large®, MNLI-RoBERTa-large *
and MNLI-DeBERTa-large”, all trained on the
MultiNLI (MNLI) dataset (Williams et al., 2017).
For more details on the different configurations of
the NLI models on the taxonomies and datasets
examined (Sect. 3.1), we refer to Sect. 4.

3.2.3 Fine-tuning NLI-based classifiers

We propose optimizing NLI models (we take
MNLI-RoBERTa-large as reference) on task-
specific datasets to take advantage of both zero-shot
and supervised methods. We replace the last linear
layer of the NLI model to fit the classification tax-
onomy. The resulting architecture is fine-tuned on
the target dataset. During fine-tuning the parame-
ters of the last linear classification layer are learned
from scratch, while the remaining parameters are
tuned. The tune of hyperparameters was conducted
on the validation set through grid search taking into
consideration a range of parameters ranging from
0.1 to 0.4 for the dropout, among 10~°, 3-10~° and
*huggingface.co/facebook/Mnli-Bart-large

*huggingface.co/roberta-large-mnli
Shuggingface.co/deberta-large-mnli

5 - 1075 for the learning rate, and between 32 and
64 for the batch size. The number of epochs was
set to 10. For each configuration, we performed a
single run.

4 Results and Evaluation

We assess the OOD performances of supervised
models in comparison with NLI-based classifica-
tion. We group our evidence by looking at three
main classification problems: multi-class (where an
item can be associated with only one label), multi-
label (where an item can be associated with more
than one label) and binary. We set out to investigate
performances on emotion-domain-specific detec-
tion tasks as a unifying framework across all exper-
iments. We present the details of our experimental
settings and the results in Sections 4.1, 4.2 and 4.3.
All output data are available on GitHub®. We also
evaluate the performances of different prompts in
Section 4.4. In the last parts of our experimen-
tal analysis we evaluate the NLI-with-fine-tuning
method discussed in Section 3.2.3 at varying the
number of training samples and in comparison with
fully supervised systems (Sect. 4.5). Unless differ-
ently specified, all performances reported refer to
the F1-score. For multi-class and multi-label clas-
sification, we consider the weighted F1. All experi-
ments have been run on a server with 2 CPU Intel
Xeon Gold 6238R 2.20GHz with 640GB RAM and
two GPU A100 40GB. As a rough estimation, our
experiments took in total about 30 GPU days.

4.1 Multi-class classification

We examine the models’ performances in multi-
class emotion detection considering two different
taxonomies. The former, based on the Parrott the-
ory, considers six different emotions (joy, love, sad-
ness, surprise, anger and fear), while the latter fo-
cuses on Ekman’s theory with the addition of a
seventh category for expressions devoid of emo-
tional connotations. By expanding the taxonomic
coverage, we intend to test the models’ ability to
discriminate between more or less semantically
complex labels in uncorrelated datasets.

In the first scenario, we compare OOD per-
formances of supervised models E-T5’, E-Bert®,
and GoE-Bert’, discussed in Sect. 3.2.1, with

®https://github.com/LuanaBulla/
Text-Classification-of-Emotional-Content

"huggingface.co/t5-base-finetuned-emotion

8huggingface.co/bert-base-uncased-emotion

°link hidden for blind review
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Models GoE-Parrott Emotion Models M-Emotion M-GoE
E-T5 0.51 - Multi-E Bert - 0.48
E-Bert 0.47 - M-GoE Bert 0.44 -
GoE-Bert - 0.27 MNLI-BART-large 0.45 0.53
MNLI-BART-large 0.63 0.51 MNLI-RoBERTa 0.46 0.58
MNLI-RoBERTa 0.72 0.52 MNLI-DeBERTa 0.49 0.63
MNLI-DeBERTa 0.74 0.54

Table 2: Fl-score for each supervised and NLI-based
model on the multi-class emotion detection task, by
adopting the first emotion taxonomy (i.e. joy, love,
sadness, surprise, anger and fear). The table shows
the OOD performances of the models. Cells with the
hyphen indicate that the training dataset is the same as
the one shown in the column.

Models GoE-Ekman EmoEvent XED
E-BERTweet 0.68 - 0.47
Emo-Bert 0.65 - 0.42
E-DistilRoBERTa - 0.18 0.47
MNLI-BART-large 0.64 0.44 0.39
MNLI-RoBERTa 0.74 0.49 0.42
MNLI-DeBERTa 0.66 0.53 0.45

Table 3: Fl-score for each supervised and NLI-based
model and on the multi-class emotion detection task
by adopting Ekman’s emotion taxonomy. The table
shows the OOD performances. The hyphen indicates
cells where the evaluation dataset has been used in the
training phase.

the NLI-based systems discussed in Sect. 3.2.2
(i.e. MNLI-Bart-large, MNLI-RoBERTa-large and
MNLI-DeBERTa-large) on GoE-Parrot and Emo-
tion datasets discussed in Sect. 3.1. The results (Ta-
ble 2) show that MNLI-DeBERTa performs better
in both cases, with an F1-score of 0.74 on GoE-
Parrott and 0.54 on Emotions. Moreover, NLI-
based systems always outperform supervised sys-
tems by a wide margin.

In the second scenario, we consider the Emo-
Event corpus, the GoE-Ekman dataset and the
XED dataset (discussed in Sect. 3.1) as bench-
marks. The supervised models are E-BERTweet,
E-DistilRoBERTa, Emo-Bert (all discussed in 3.2).
Table 3, shows that the top-performing system is
NLI-based on two over three cases. On EmoEvent
every NLI-based system outperforms the super-
vised model by a wide margin. On XED, results
are comparable (0.45 for NLI-based vs. 0.47 for su-
pervised models). In this dataset, all models show
suboptimal performances, which might indicate a
lower quality of the data.

Table 4: F1-score for each supervised and NLI-based
model in the multi-label emotion detection task. The
table shows the OOD performances. Hyphens indicate
cells where the training and test datasets correspond.

4.2 Multi-label classification

To evaluate the performance of models in a multi-
label emotion scenario, we adopt a seven-base tax-
onomy - joy, disgust, love, optimism, sadness, sur-
prise, anger and fear - and test on the M-Emotion
and M-GoE datasets (Sect. 3.1). We train M-Bert
and M-GoE Bert (Sect. 3.2) on the above corpora
to compare supervised vs. NLI-based models. As
shown in Table 4, MNLI-DeBERTa achieves the
best performances in both M-Emotion and M-GoE
datasets, with an Fl-score of 49% and 63%, re-
spectively. Again all NLI-based models always
outperform supervised models.

4.3 Binary classification

In order to assess how models react to the data-
shift problem in a binary classification context, we
test their ability to detect hate speech from datasets
that are not included in their training phase. Re-
sults are reported in Table 5. We use as a bench-
mark the datasets Din-Gen, YouTubeand WSF-HS,
discussed in Sect. 3.1. The supervised models
were trained on Din-Gen and YouTube, respec-
tively. We compare the performances of the su-
pervised models (LFTW-RoBERTa and YT-Bert)
with NLI-based architectures (i.e. MNLI-Bart-
large, MNLI-RoBERTa, MNLI-DeBERTa), pre-
senting the outcome again in terms of weighted
F1-score for each model. As shown in Table 5,
on Din-Gen and YouTube all NLI-based classi-
fiers outperform supervised models, with the top
performances achieved by MNLI-DeBERTa and
MNLI-RoBERTa, respectively, with an F1-score
of 0.72 and 0.62. On the WSF-HS dataset, LFTW-
RoBERTa achieves the best performances with a
67% F1-score. The good performances of LFTW-
RoBERTa suggest that WSF-HS data have charac-
teristics in common with Din-Gen (training dataset
for LFTW-RoBERTa). This explanation is sup-
ported by results reported in Sect. 4.5, where the
NLI model fine-tuned on Din-Gen is shown to sig-
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Models Din-Gen YouTube WSF-HS
LFTW-RoBERTa - 0.35 0.67
YT-Bert 0.62 - 0.45
MNLI-BART-large 0.70 0.59 0.39
MNLI-RoBERTa 0.68 0.62 0.38
MNLI-DeBERTa 0.72 0.54 0.40

Table 5: Fl-score for each supervised and NLI model
on the binary Hate-Speech classification task. The table
shows the OOD performances of the models. Again,
the hyphen indicates cells where the training dataset
corresponds to the evaluation dataset in the column.

nificantly outperform LFTW-RoBERTa. Moreover,
in this dataset, NLI-based methods perform worse
than in other datasets, probably due to a more
prominent imbalance among hate and non-hate con-
tent (only 12% of hate content), with respect to the
other datasets.

4.4 Prompt analysis

To assess the variability of NLI-based classifiers
with different prompts, we performed a compre-
hensive prompt configuration analysis on all NLI-
based systems taken into consideration in our study.
We consider the prompt as a hypothesis for NLI
that is given to evaluate its degree of entailment by
the text item, considered as a premise. We consider
three different settings, each linked to a separate
prompt. In the first case, we emphasize a factual
point of view that explicitly uses the content of the
sentence as the subject (Prompt 1: "This sentence
expresses <label>" - we use "discrimination and
hate" as a label for hate speech). In the second in-
stance, we use the label provided by the taxonomy
as is (Prompt 2: "<label>"). As a third option, we
assume a more individualized track, which speaks
directly to emotionality and subjectivity (Prompt
3: "I feel <label>" for emotion, "This is hateful
content" for hate speech). In most cases, the perfor-
mances of different prompts are similar (within
5%, with a few exceptions). Prompt 1 usually
outperforms the other prompts. This is expected
since Prompt 1 puts the focus on the content, while
Prompt 2 is not well semantically connected with
the text and Prompt 3 puts the focus outside of
the content (the subject is "I"). Detailed results in
terms of Fl-score are given in the supplemental
material.

4.5 Fine-tuned NLI analysis

Following the methodology detailed in Sec-
tion 3.2.3, we fine-tune checkpoint MNLI-RoBerta-
large on eight different dataset configurations to

solve multi-class, multi-label and binary classifi-
cation. Our analysis (details and tables in the sup-
plemental material) shows that the NLI-fine-tuned
system always outperforms supervised models on
the same dataset (ID) when the whole dataset is
employed for training, with only two exceptions,
probably due to the presence of insufficient data
(i.e. on M-Emotion) and the comparison to a model
specifically pre-trained on the same kind of data
(i.e. BERTweet, pre-trained on tweets). However,
this adaptability has a disadvantage in terms of
ODD results, which do not always show perfor-
mances achieved by zero-shot architectures.

To find a good trade-off between ID and OOD
performances, we scale down the training set and
study how the model behaves as the training sam-
ple size increases. We start with a random sample
of 100 items and expand it exponentially by dou-
bling its size at each step until we reach the full
size!?. Figure 2 reports the results on the multi-
class setting with the Parrott taxonomy. The model
is trained on GoE-Parrot. The figure shows the
trend of NLI fine-tuned at varying the number of
training samples both ID (on GoE-Parrot itself)
and OOD (on Emotion). We also report the ID
and OOD performances of the native supervised
model (GoE-Bert) and of NLI without fine-tuning
(dashed lines). For small training samples, both ID
and OOD performances degrade w.r.t. NLI with-
out fine-tuning, since the last classification layer
has not had enough data to adapt. When the train-
ing data increase, both ID and OOD performances
rapidly rise. While ID performances always in-
crease, OOD performances reach a plateau and
then start to decrease. This suggests that the model
is over-adapting to the specific dataset and hence
became less generalizable to other datasets.

Not all cases show the same behavior: some-
times both ID and OOD performances always in-
crease (for small datasets), and sometimes both
reach a plateau. Table 6 gives a general perfor-
mance overview of all datasets with a training size
of 3200 items. The fine-tuned NLI-based classifier
(MNLI-RoB-FineTuned) outperforms all native su-
pervised systems (we report the top performer) in
an OOD setting in 7 over 10 cases, with comparable
results in the remaining cases, while achieving top
ID performances on four over eight datasets. We
note that in two over three cases of slightly worse
0OOD performance of MNLI-RoB-FineTuned, NLI

10e provide specific configuration details for each classifi-
cation task in the supplement
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Models GoE Emotion GoE EmoEvent XED | M-Emotion M-GoE | Din-Gen YouTube WSF
Parrott Ekman HS
Top-Supervised (ID) 0.80 0.94 0.66 0.76 - 0.72 0.82 0.83 0.71
MNLI-RoB-FineTuned (ID) 0.90 0.91 0.85 0.60 - 0.49 0.82 0.79 0.82 -
Top-Supervised (ODD) 0.51 0.27 0.68 0.18 0.47 0.44 0.48 0.62 0.35 0.67
MNLI-RoB-FineTuned (ODD) 0.57 0.56 0.66 0.48 0.46 0.45 0.61 0.60 0.65 0.84
MNLI-RoBERTa 0.72 0.52 0.74 0.49 0.42 0.46 0.58 0.68 0.62 0.38

Table 6: F1-score for the NLI-based classifier fine tuned on 3200 training samples (MNLI-RoB-FineTuned) on both
ID and OOD settings, in comparison with the top-performer native supervised approach (Top-Supervised). We
also report the performances of the NLI-based classifier without fine-tuning (MNLI-RoBERTa). Underlined values
in the last row indicate that MNLI-RoBERTa achieves the best OOD performances. ID performances for XED
and WSF-HS are missing since we do not have a model trained on such datasets. For these two columns, OOD
performances correspond to the best performances of models trained on the other two datasets

NLI (GoE-Parrot) = NLI (Emotion) GoE-Bert (GoE-Parrott)
A GoE-Bert (Emotion)

0,75

0,25

@ oo
100 200 400 800 1600 3200 5272

Figure 2: Fl-score achieved by the NLI-based classifier
with task-specific fine tuning on GoE-Parrot at varying
the training sample size (x-axis) in comparison with the
top-performer natively supervised system (GoE-Bert)
and NLI-based without fine-tuning (dashed lines). Light
blue color represents ID performances (on GoE-Parrot)
while red color represents OOD performances (on Emo-
tion).

without fine-tuning (MNLI-RoBERTa) achieves
the best performance. In general, the zero-shot
MNLI-RoBERTa model outperforms the refined
NLI approach in the OOD scenario on five over
ten datasets. However, in an ID setting, the for-
mer does not reach the performance of the latter.
The fine-tuned approach with limited training data
represents a good trade-off between ID and OOD
performances. The complete plots for all datasets
are available in the supplemental material.

4.6 Discussion

Our investigation compares supervised and NLI-
zero-shot models with a focus on different typolo-
gies of emotion detection and hate speech recogni-
tion both in and out-of-distribution. This provides
a comprehensive explanation of the limitations and
advantages of both methodologies for the two sce-
narios. According to our results, the supervised
models show good ID performance at the price of a

significant drop in OOD performance. In contrast,
unsupervised zero-shot systems excel in OOD set-
tings but do not outperform supervised models in
ID contexts. A reasonable compromise between the
two methodologies is the NLI-fine-tuned method,
which improves ODD results compared to super-
vised systems and achieves good performance com-
pared to the zero-shot approach in an ID setting.

In a situation where limited training data are
available, the fine-tuned NLI system has the ad-
vantage of achieving a good trade-off between 1D
and OOD performance, with less training data than
supervised models. Using a zero-shot NLI-based
system is preferable in situations where the final
data distribution is unknown. Furthermore, it re-
quires less implementation time and no training
dataset.

Our experimental analysis is not without limi-
tations. We focused on emotive content (emotion
classification and hate speech detection), therefore
our results might not be extendable to other do-
mains. Emotions have a certain degree of sub-
jectivity that can affect the annotation process by
making data annotator-dependent. In other fields,
this might not be the case. Moreover, our analysis
is limited to ten datasets that we believe are repre-
sentative of the work in this field. However, many
other datasets are available, especially in the hate
speech domain, and a wider evaluation might lead
to a more definitive conclusion. Another limitation
of our work is that we only considered NLI-based
approaches as zero-shot models. Other zero-shot
approaches might perform better, as pointed out
by Ma et al. (Ma et al., 2021). In our experimen-
tal analysis, NLI-based approaches perform better
than as reported in the Ma et al. work, and the
difference might depend on implementation details.
In any case, supposed better performances of other
zero-shot approaches can only strengthen our con-
clusion, i.e. that it is possible to improve OOD
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performances by limiting or completely avoiding
task-specific training, which often requires a con-
siderable annotation cost.

5 Conclusion

We made an extensive experimental analysis of
the OOD performances of supervised Transformer-
based classifiers trained on task-specific data with
emotive content, in comparison with zero-shot ap-
proaches based on NLI that do not require spe-
cific training. Our results show that, although no-
specific-training approaches are not able to per-
form as well as supervised models in the same
dataset, they often achieve the best performance
w.r.t. supervised models evaluated on a different
dataset. We found that a mixed approach consisting
in fine-tuning NLI-based classifiers with limited
data reaches a good trade-off between ID and OOD
performances.
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