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Abstract

Emotions are an integral part of human cogni-
tion and they guide not only our understanding
of the world but also our actions within it. As
such, whether we soothe or flame an emotion
is not inconsequential. Recent work in conver-
sational AI has focused on responding empa-
thetically to users, validating and soothing their
emotions without a real basis. This AI-aided
emotional regulation can have negative conse-
quences for users and society, tending towards
a one-noted happiness defined as only the ab-
sence of “negative” emotions. We argue that
we must carefully consider whether and how to
respond to users’ emotions.

1 Introduction

Recent work in conversational AI has focused
on generating empathetic responses to users’
emotional states (e.g., Ide and Kawahara, 2022;
Svikhnushina et al., 2022; Zhu et al., 2022) as a way
to increase or maintain engagement and rapport
with the user and to simulate intelligence. How-
ever, these empathetic responses are problematic.

First, while a system might never claim to be
human, responses simulating humanness prompt
users to further behave as though the systems were
(Reeves and Nass, 1996). Empathy, like all emo-
tions, is likely a uniquely human trait and systems
that feign it are in effect feigning humanity. The
ethical issues surrounding anthropomorphism have
been discussed at length and are beyond the scope
of this paper (Salles et al., 2020; Bryson, 2010).

Second, empathy requires an ability to both un-
derstand and share another’s emotions. As such,
responding empathetically assumes that the system
is able to correctly identify the emotion, and that it
is able to feel the emotion itself.1 Neither one of

1Correctly identifying an emotion is problematic for an-
imals including human beings. However, reasons differ be-
tween conversation AI and human beings: Human beings vary
in their capacity to identify emotions in part because we strug-

these holds true for conversational AI (or in fact
for any AI system).2

Third, even if conversational AI were to correctly
identify the user’s emotions, and perform empathy,
we should ethically question the motives and out-
comes behind such an enterprise. Svikhnushina
et al. (2022) put forward a taxonomy of empathetic
questions in social dialogues, paying special at-
tention to the role questions play in regulating the
interlocutor’s emotions. They argue for the crucial
role effective question asking plays in successful
chatbots due to the fact that often questions are
used to express “empathy” and attentiveness by the
speaker. Here we highlight the ethical concerns
that arise from questions that are characterised by
their emotion-regulation functions targeted at the
user’s emotional state. It is important to note that
our argument applies to any use of empathetic AI
(see also for example (Morris et al., 2018; De Car-
olis et al., 2017)). What happens if the chatbot gets
it right? There may be instances where a chatbot
correctly identifies that a given situation is worthy
of praise and amplifies the pride of the user and
the result is morally unproblematic. For example,
when (Svikhnushina et al., 2022) use the example
of amplifying pride in the context of fishing. What
happens if it gets it wrong? It depends on the type
of mistake: a) The chatbot fails to put into effect a
question’s intent, it would be ethically inconsequen-
tial; 3b) It amplifies or minimises an inappropriate
emotion.This is the problem we will focus on, argu-
ing that emotional regulation has no place in con-
versational AI and as such empathetic responses are
deeply morally problematic. While humans will

gle at times to identify our own or extend empathy to certain
members of society, but we have the capability of identifying
emotions. Furthermore, our ability to identify the emotions of
others builds, at least in part, from our own emotions.

2Moreover, Barrett (2017) have already problematised the
identification of human emotions using language or facial
expressions in general.

3In fact, if the chatbot failed to be empathetic then it would
simply not engage us in the intended ways.
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necessarily show empathy for one another, conver-
sational AI cannot understand the emotion and so
cannot make an accurate judgement as to its appro-
priateness. This lack of understanding is key as
we cannot predict the consequences of moderating
an emotion we don’t understand, and a dialogue
system cannot be held accountable for them.

2 The Crucial Roles of Emotions

What emotions are is still up for debate (Barrett,
2017; Scarantino and de Sousa, 2018). However,
their significance for the individual and for society
has received renewed interest (Greenspan, 1995;
Bell, 2013; Cherry, 2021). Regardless of the emo-
tion model one picks, emotions play important
roles, both epistemic and conative ones (Curry,
2022). They perform at least three epistemic roles:
(1) They signal to the individual experiencing the
emotion what she herself values and how she sees
the world (e.g., if you envy your colleague’s pub-
lications this tells you you value publications and
deem yourself similar enough to your colleague
that you can compare yourself (Protasi, 2021)); (2)
they signal to others how we see the world; and
(3) emotional interactions are invaluable sources of
information for third-party observers since they tell
us what the members of the interaction value. For
example, (1) when you grieve, you signal to your-
self and anyone observing that you deem to have
lost something of value. It is conceivable that you
were unaware up to that point that you valued what
you lost—this is captured by the saying “you don’t
know what you have till it’s gone.” Furthermore,
(2) your friends and family may learn something
about you by observing your grief. They too may
not have known how much something meant for
you. Finally, (3) an observer may also learn about
the dynamics of grief (whether it is appropriate to
express it for example) by observing whether or
not your family validates your grief.

Furthermore, emotions play conative roles,
meaning that they are involved in important ways
with our motivation and desire to act in certain
ways. In other words, not only do some emotions
compel and motivate you to act, but also how you
act is coloured by the emotion you are experiencing.
For example, your anger signals that you perceive
that an injustice has occurred. If your boss fails to
promote the person who deserves it because of their
gender, your anger would motivate you to write a
letter of complaint or speak to HR about it.

Importantly, all emotions, including the so-
called “negative” emotions (e.g., anger, contempt,
hatred, shame, envy, guilt, etc.) also share these
functions. These emotions are not negative in the
sense of being “bad”, they are called negative be-
cause they are painful, and therefore they are emo-
tions that we would tend to avoid for ourselves. A
world without injustice would certainly be ideal but
we would not want a world of injustice where we
were unequipped to notice or become motivated
to fight it. Hence why it is imperative that we ask
ourselves under which circumstances we ought to
enhance or soothe emotions.

3 The Problem with Empathy

Literature discussing the value and power of em-
pathy for conversational AI understands empathy
as a tool to establish a common ground for mean-
ingful communication and to appear more likeable
to users. The authors of these studies understand
empathy broadly as “the feeling by which one un-
derstands and shares another person’s experiences
and emotions” (De Carolis et al., 2017). Empathy
facilitates engagement through the development of
social relationships, affection, and familiarity. Fur-
thermore, for Svikhnushina et al. (2022), empathy
is required in order to enable chatbots to ask ques-
tions with emotion regulation intents. For example,
questions may be used to amplify the user’s pride
or de-escalate the user’s anger, or frustration.

Empathy, although a common phenomenon, is
not a simple one. It enjoys a long history in various
scholarly disciplines. Indeed, a lot of ink has been
spilled (and still is), for example, over how to make
sense of character engagement. How do we, hu-
man beings, care for fictional characters? How are
we intrigued and moved by their adventures and re-
spond to the emotions and affects expressed in their
voices, bodies, and faces as well as imagine the situ-
ation they are in and wish them success, closure, or
punishment? Empathy is taken to be a key element
and yet the exact nature of how human beings are
able to experience empathy for fictional characters
is currently being debated (Tobón, 2019).

The reason for highlighting this diversity is that
conversational AI would do well to engage seri-
ously with the rich intellectual history of empathy.
The definition it tends to engage with lacks the level
of complexity required to understand this complex
phenomenon. Moreover, it tends to obfuscate the
darker sides of empathy. Leaving aside the fact
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that defining empathy as the “reactions of one in-
dividual to the observed experiences of another”
(De Carolis et al., 2017) tells us very little about
the process by which a human beings, let alone
conversational AI, may do this, what we take issue
with is what chatbots hope to do with that empathy.
In other words, if for the sake or argument, we pre-
sume that conversational AI is able to accurately
identify our emotions, the issue of how we deploy
empathy is of huge ethical relevance.

Here we offer a brief summary of three impor-
tant views against empathy: Prinz (2011) argues
against the common intuition that empathy is by
and large a good thing and thus desirable. He raises
several issues such as empathy being easily manip-
ulated (such as during a trial), and empathy being
partial (we are more empathetic towards people we
perceive to be of our own race, for example). Both
claims have been empirically verified. Thinking
about how this might affect empathetic conversa-
tional AI for example in the case of using them
for social assistive robots, we might worry if based
on its empathetic reactions it chose to help certain
people over others.

Taking the argument further, Bloom (2017) ar-
gues against empathy and for what he calls rational
compassion. He contends that empathy is one of
the leading motivators of inequality and immorality
in society. Thus, far from helping us to improve
the lives of others, empathy is a capricious and
irrational emotion that appeals to our narrow prej-
udices; it muddles our judgement and, ironically,
often leads to cruelty. Instead, we ought to draw
upon a more distanced compassion.4

There are three lessons we can take from this:
(1) Given empathy’s prejudices, we would need to
think deeper about how to mitigate them in conver-
sational AI; (2) Given that empathy is used not just
know what brings people pleasure, but also what
brings pain, we might want to question the general
future uses of empathy in conversational AI; (3) if
we buy Bloom’s argument, then conversational AI
should consider not imitating human beings, but
becoming agents of rational compassion.

Breithaupt (2019) also takes issue with empathy,
arguing that we commit atrocities not out of a fail-
ure of empathy, but rather as a direct consequence
of successful, even overly successful, empathy. He
starts the book by reminding us that “[e]xtreme acts

4Assessing Bloom’s argument with regards to rational com-
passion and whether it would be feasible for conversational AI
is beyond the scope of this paper although worthy of pursuit.

of cruelty require a high level of empathy.”
The further lesson we can take from this is that

while people generally assume that empathy leads
to morally correct behaviour, and certainly there are
many positive sides of empathy, we should not rely
on an overly simple or glorified image of empathy.

However, our problem is not necessarily with
empathy per se, but rather with the explicit func-
tions conversational AI hopes to achieve with it,
namely to enhance engagement, to inflate emotions
deemed positive, and to soothe emotions deemed
negative (e.g., Svikhnushina et al., 2022). Our
claim is that we ought to think carefully about the
consequences of soothing negative emotions only
because they we have a bias against them. Not only
is this approach based on a naive understanding
of emotions, it fails to recognise the importance
of human beings being allowed to experience and
express the full spectrum of emotions. One ought
to not experience negative emotions because there
is nothing to be upset about, not because we have
devised an emotional pacifier. In other words, the
issue is that conversational AI lacks a sound value
system for deciding why certain emotions are val-
idated and others soothed. Furthermore, this AI-
aided emotional regulation can have negative con-
sequences for users and society, tending towards a
one-noted notion of happiness defined as only the
absence of “negative” emotions.

4 When Emotions Get Things Wrong

There are two illustrative problems with the kinds
of decisions behind amplifying and de-escalating
emotions. One is the problem of what the ideal
character might be. When you talk to a friend
they will decide whether to soothe or amplify your
emotions based not just on the situation but also
on who they deem you to be. If they think you
are someone who has a hard time standing up for
yourself they will amplify your anger to encourage
you to fight for yourself, but if they think you are
someone who leans too much on arrogance, they
will de-escalate your sense of pride—even if, all
things being equal, your pride on that occasion was
warranted. Hence, not only would a conversational
AI require prior knowledge of the interlocutor in
terms of her character, but furthermore it would
have to decide what are desirable character traits.

The second question regards what an ideal emo-
tion in a particular situation might be. We may
all find it easy to say that negative emotions such
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as anger often get things wrong and lead to un-
desirable outcomes. However, positive emotions
such as joy, hope, or pride which we may intu-
itively wish to amplify can also get things wrong.
We assess and criticise emotions along a number
of distinct dimensions: Firstly, emotions may be
criticised when they do not fit their targets. You
may, for example, be open to criticism for feeling
fear in the absence of danger. Unfitting emotions
fail to correctly present the world. In the case of
pride, would we want to amplify someone’s pride
if they either did not in fact achieve anything, or
if their achievement was not merited? For exam-
ple, if their nephew did very well in maths when
in fact we know their nephew cheated? Second,
an emotion may be open to criticism when it is
not based on good evidence or is unreasonable.
Consider the person who suffers from hydropho-
bia: Given that in the vast majority of situations
water is not dangerous, this person’s fear is both
unreasonable and unfitting. But even fitting emo-
tions may be unreasonable. One may, for example,
be terrified of tsunamis because one believes that
they cause genetic mutations. In this case, one’s
fear is fitting—tsunamis are very dangerous—yet
the fear is unreasonable since it is not based on
good reasons. Third, an emotion may be criticised
because it isn’t prudent to feel. We might warn
someone not to show anger when interacting with a
person with a gun since they might get themselves
killed; anger in this case may be reasonable and fit-
ting given the gunman’s actions and yet imprudent.
Finally, we may condemn emotions as morally non-
valuable because of the unacceptable way in which
they present their targets, e.g., one may, argue that
schadenfreude is morally objectionable because it
presents the pain of another person as laughable.

Positive emotions may be unfitting, unreason-
able, and imprudent, as well as morally con-
demnable just as negative emotions may well be
fitting, reasonable, and prudent, as well as morally
laudable. In other words, even if one is equipped
with empathy there are crucial normative decisions
involved in question intents aimed at emotional
regulation.5 Amplifying and de-escalating emo-
tion inappropriately can have devastating moral
outcomes.

5See the complex example in Silva (2021)

5 Empathy and Responsibility

Human beings, all things being equal, will in-
evitably experience empathy. A reasonable human
being experiencing empathy for another is proof of
the importance of someone else’s emotional state—
for better or for worse. This supports the idea that
our emotions are important, as opposed to the no-
tion that they hinder rationality and ought to be reg-
ulated. They tell us many things about our world.

Similarly to many NLP systems’ understanding
of language, the empathetic responses of conversa-
tional AI are only performative (Bender and Koller,
2020). Thus, they provide a false sense of validity
or importance. What if someone is experiencing an
unfitting, unreasonable, or morally reprehensible
emotion? Should a chatbot still showcase empa-
thy? We hope to have shown that such decisions
are deeply morally problematic and complex.

Hence, another key problem is responsibility. A
human agent may choose to express their empathy
(even if they cannot choose feeling it) and they may
choose to attempt to regulate someone else’s emo-
tions based on their knowledge of the situation and
the speaker’s character. If a human being wrongly
regulates someone else’s emotions, they will be
morally responsible for the consequences. Who is
morally responsible in the case of conversational
AI agents? Who are they benefiting when they are
not actually benefiting the human agent? This issue
is further elaborated on by Véliz (2021).

6 Related Work

Our article sits at the intersection of emotion de-
tection, response generation, and safety in conver-
sational AI. We keep this section brief as we cite
relevant work throughout the article. Several works
have already focused on the issue of giving AI sys-
tems sentience, such as Bryson (2010). While this
could make the systems truly empathetic, we agree
that we have a duty not to create sentient machines.

Lahnala et al. (2022) problematise NLP’s con-
ceptualisation of empathy which, they argue, is
poorly defined, leading to issues of data validity
and missed opportunities for research. Instead, we
argue that even a more specific definition of em-
pathy presents ethical issues that cannot be over-
looked or ignored and must carefully evaluated.

Dinan et al. (2022) provide a framework to clas-
sify and detect safety issues in end-to-end conversa-
tional systems. In particular, they point out systems
that respond inappropriately to offensive content
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and safety-critical issues such as medical and emer-
gency situations. We could apply their framework
to empathetic responses where the system takes
the role of an “impostor”: empathetic responses
require a system to pretend to understand the emo-
tion. However, the extent to which emotions play a
role in human cognition and what the consequences
of regulating these emotions for the users are has
not been discussed in the literature to the best of
our knowledge.

7 Conclusion

In this position paper, we argued that emotional
regulation has no place in conversational AI and
as such empathetic responses are deeply morally
problematic. While humans will necessarily show
empathy for one another, conversational AI can-
not understand the emotion and so cannot make an
accurate judgement as to its reasonableness. This
lack of understanding is key because we cannot
predict the consequences of assuaging or aggravat-
ing an emotion, and a dialogue system cannot be
held accountable for them. We hope to encourage
reflection from future researchers and to initiate
a discussion of the issue, not only in this particu-
lar case but also more reflection when it comes to
pursuing seemingly positive goals such as bring-
ing disagreeing parties towards agreement. Like
with other ethically sensible topics, the community
should come together to agree on a strategy that
minimises harm.

Limitations

While we strongly argue against empathetic conver-
sational systems, there may be use cases – such as
psychotherapy or educational chatbots – where val-
idating a user’s emotions is, if not required, helpful
in terms of their goal. In addition, while a lot of the
work on empathetic responses we have discussed
is intentional, generative models like ChatGPT pro-
duce relatively uncontrolled responses that may
well be unintentionally empathetic. As with toxic
outputs, care should be taken to prevent these mod-
els from validating users’ emotions that cannot be
understood.
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