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Abstract

Hierarchical text classification (HTC) focuses
on classifying one text into multiple labels,
which are organized as a hierarchical taxonomy.
Due to its wide involution in realistic scenarios,
HTC attracts long-term attention from both in-
dustry and academia. However, the high cost of
hierarchical multi-label annotation makes HTC
suffer from the data scarcity problem. In view
of the difficulty in balancing the controllability
of multiple structural labels and text diversity,
automatically generating high-quality data for
HTC is challenging and under-explored. To
fill this blank, we propose a novel data gen-
eration framework tailored for HTC, which
can achieve both label controllability and text
diversity by extracting high-quality semantic-
level and phrase-level hierarchical label infor-
mation. Experimental results on three bench-
marks demonstrate that, compared with exist-
ing data augmentation methods, the data gen-
erated from our method can bring the most sig-
nificant performance improvements of several
strong HTC models. Extensive analysis con-
firms that the improvements yielded by our pro-
posed method do correlate to the enhancement
of label controllability and text diversity. 1

1 Introduction

Hierarchical Text Classification (HTC) is a rep-
resentative multi-label text classification problem,
aiming to assign one text with multiple labels in a
given label hierarchical taxonomy. HTC is widely
involved in realistic scenarios, e.g., news classifi-
cation (Lewis et al., 2004; Sandhaus, 2008), sci-
ence paper classification (Kowsari et al., 2017), E-
commerce (Gao, 2020). To solve such an important
and challenging task, adequate high-quality labeled
data is indispensable. However, multi-labeled data
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annotation is usually expensive, and the hierarchi-
cal structure of multi-label further makes such an-
notation unaffordable. Thus, the primary goal of
our approach is to deal with the data scarcity prob-
lem. Existing works (Kowsari et al., 2017; Shimura
et al., 2018; Banerjee et al., 2019; Zhou et al., 2020;
Wang et al., 2022c,d; Jiang et al., 2022) focus on
enhancing the model ability to relieve the need for
annotated data, but few of them address this prob-
lem by automatically generating high-quality data.

Recently, since generative Pre-trained Language
Models (PLMs) have achieved surprising perfor-
mance (Brown et al., 2020; Lewis et al., 2020;
Raffel et al., 2020), generative data augmentation
has drawn more and more attention (Anaby-Tavor
et al., 2020; Schick and Schütze, 2021; Wang et al.,
2022a; Meng et al., 2022). With the help of the rich
knowledge obtained from the large-scale data in the
pre-training stage, generative data augmentation
can further improve the quality of the generated
data, which can better alleviate the data scarcity
problem. However, generating high-quality data
for HTC is still an under-explored problem. We ar-
gue that two main challenges exist for this problem:
the need for label controllability and text diversity.
If the meaning of the generated data is out of the
control of the given labels, it is usually noisy data
assigned with wrong labels, which does little help
and even harms HTC models. Besides, the gener-
ated data may not improve the generalization ability
of HTC models if the expression is similar to the
original text. Intuitively, restricted label constraints
can ensure label controllability but might impede
the text diversity of the generated data, especially in
HTC, which has multiple label constraints in a hier-
archical structure (Kumar et al., 2021). Therefore,
achieving a good balance between controllability
and diversity is the key to generating high-quality
data for HTC.

To improve label controllability and text diver-
sity of generated data, we propose a novel data
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generation framework for HTC, which aims to en-
rich the input information of the data generation
model. Specifically, we first design the semantic-
level and phrase-level label information enhanced
prompt, consisting of label names and phrases ex-
tracted from origin training samples. Although
label names can improve label controllability, to a
certain extent, only leveraging label names makes
the model inevitably generate similar data since
the same input label name needs to create hun-
dreds and even thousands of data samples. Thus,
the phrases extracted from original train samples
can be used as a supplement to label names. To
ensure label controllability and text diversity, we
need the phrases to represent the critical informa-
tion that can infer the origin label correctly and
simultaneously avoid common expressions. There-
fore, to deal with these problems, we propose a
hierarchical label information enhanced keyword
extractor to extract the most relevant phrase to the
label meaning. Finally, to further improve the label
controllability, we introduce consistency filtering
to filter out the low-quality generated data, which
makes the HTC model predict different labels com-
pared to the controlled labels. Experimental results
on three benchmarks confirm the effectiveness of
our proposed method. Furthermore, both quanti-
tative and qualitative analyses show the superior-
ity of our method over existing data augmentation
methods in comparing label controllability and text
diversity.

In a nutshell, our contributions are as follows:

• To the best of our knowledge, we are the first
to explore the effectiveness of generative data
augmentation methods on the HTC problem.

• We propose a data generation framework for
HTC, which leverages both semantic-level
and phrase-level hierarchical label informa-
tion to enhance the label controllability and
text diversity of the generated data.

• We confirm the effectiveness of our methods
over several HTC models on three bench-
marks, which can bring 1.39, 1.37, and
1.25 Macro-F1 improvements of BERT-base,
RoBERTa-base, and state-of-the-art HTC
model HGCLG on WOS, respectively.

2 Related Work

Hierarchical Text Classification Compared to
multi-label text classification, due to the unique

label hierarchical taxonomy, the previous work on
HTC focus on fully using the hierarchical informa-
tion of the label taxonomy. Kowsari et al. (2017);
Shimura et al. (2018); Wehrmann et al. (2018);
Banerjee et al. (2019) train different classifiers for
different nodes or levels and transfer the knowledge
of the parent nodes’ classifiers to the child nodes,
which are called local approaches (Zhou et al.,
2020). Different from local approaches, global
approaches treat HTC as a flat multi-label text clas-
sification problem. Due to the lack of hierarchical
information in the classifier, the global approaches
focus on utilizing hierarchical information to fur-
ther improve performance. Mao et al. (2019) use
hierarchical information to enhance the Label As-
signment Policy and propose a deep reinforcement
learning-based general framework for HTC; Wu
et al. (2019) utilize a meta-learner to deal with the
complexity and dependencies of different labels;
Aly et al. (2019) introduce capsule networks for
HTC and utilize label co-occurrence to initialize
weight better; Deng et al. (2021) propose text-label
mutual information maximization and label prior
matching to filter out irrelevant information and
learn better hierarchy-aware representations; Rojas
et al. (2020) define HTC as a sequence-to-sequence
problem and utilize an auxiliary synthetic task and
external knowledge to improve performance further.
Recently, there are more and more focus on lever-
aging a structure encoder to model the hierarchical
information (Zhou et al., 2020; Chen et al., 2021;
Wang et al., 2021a, 2022c,d; Jiang et al., 2022).
Different from previous work, we focus on intro-
ducing generative data augmentation to address the
data scarcity problem of HTC and use a structure
encoder to model hierarchical label information to
improve the quality of the generated data.

Generative Data Augmentation With the de-
velopment of text generation models, generative
data augmentation gains more and more attention
from the community. Existing works apply gener-
ative data augmentation methods to various NLP
downstream tasks, including multi-class text classi-
fication (Malandrakis et al., 2019; Liu et al., 2020;
Anaby-Tavor et al., 2020), multi-label text classi-
fication (Zhang et al., 2020), text entailment (Vu
et al., 2021; Wang et al., 2022b), relation extrac-
tion (Lee et al., 2021), sequence labeling (Wang
et al., 2022a), intent classification and slot tag-
ging (Lee et al., 2021; Rosenbaum et al., 2022),
etc. Besides, there is also a line of work fo-
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Figure 1: An illustration of our data generation framework for HTC, consisting of (I). Data Generation Model, (II).
Keyword Extractor, and (III). Consistency Filtering. For (I), we use the label names and keywords extracted from
the training sample to prompt the T5 model to generate new data. For (II), the keyword extractor needs to ensure
the HTC model can infer the original label 𝑦 from the extracted keywords while predicting all-zero label 𝑦𝑛𝑜𝑛 when
masking the keywords from the original texts. For (III), the filter model removes low-quality generated data whose
texts are inconsistent with the meaning of assigned labels.

cused on generating new data without fine-tuning
PLMs to solve various tasks on the zero-shot set-
ting, also called dataset generation (Schick and
Schütze, 2021; Wang et al., 2021b; Meng et al.,
2022; Ye et al., 2022). However, the effective-
ness of generative data augmentation methods on
the HTC problem is under-explored. Apart from
the difference in applied tasks, existing works also
differ in model architecture, objective functions,
and learning paradigms. Specifically, Malandrakis
et al. (2019) propose a conditional variational auto-
encoders-based controlled text generation model
for data augmentation; Liu et al. (2020) utilize re-
inforcement learning to guide the conditional gen-
eration; Vu et al. (2021) leverage data generation
model to generate unlabeled synthetic data and
conduct self-training; Lee et al. (2021) propose
an example extrapolator to generate new labeled
synthetic data from existing examples. Wang et al.
(2022a) propose a soft prompt-based data genera-
tion model for low-resource scenarios. Wang et al.
(2022b) unify diverse NLP tasks into a text-to-text
format to pre-train a multi-task data generation
PLM. In this work, we focus on using generative
data augmentation to bring benefits to HTC models
in the full-supervised setting and improve the qual-

ity of generated data by incorporating hierarchical
label information.

3 Method

In this section, we first give the task formulation for
HTC and the goal of data generation. Then, we in-
troduce our framework consisting of the semantic-
level and phrase-level label information enhanced
prompt, hierarchical label information enhanced
keyword extractor and consistency filtering.

3.1 Task Formulation

To the HTC task, given the sample (𝑥, 𝑦) from
the training set 𝐷𝑇𝑟𝑎𝑖𝑛, the HTC model 𝑀𝐻𝑇𝐶 is
trained to predict 𝑦 according to the text 𝑥. Here
𝑦 is a subset of label set 𝑌 , which is organized as
a directed acyclic graph 𝐺 = (𝑌, 𝐸), where the
edge set 𝐸 denotes the hierarchical information
of 𝑌 . The data generation model 𝑀𝐺𝐸𝑁 aims to
make the final HTC model 𝑀𝐴𝑈𝐺 perform better
than 𝑀𝐻𝑇𝐶 . To achieve this goal, 𝑀𝐺𝐸𝑁 can uti-
lize 𝐷𝑇𝑟𝑎𝑖𝑛 to generate 𝐷𝐺𝐸𝑁 , whose number is
usually larger than 𝐷𝑇𝑟𝑎𝑖𝑛. The training data of
𝑀𝐴𝑈𝐺 consists of both 𝐷𝑇𝑟𝑎𝑖𝑛 and 𝐷𝐺𝐸𝑁 .
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3.2 Overview of Our Framework

Our framework consists of three models: the data
generation model (Sec. 3.3), the keyword extrac-
tor (Sec. 3.4), and the filter model (Sec. 3.5). We
show an illustration of our framework in Figure 1.
In general, we first use 𝐷𝑇𝑟𝑎𝑖𝑛 to train the key-
word extractor 𝑀𝐾𝐸 and the filter model 𝑀𝐹𝑖𝑙𝑡𝑒𝑟 .
Then we use 𝑀𝐾𝐸 to extract keywords 𝑥 for each
instance in 𝐷𝑇𝑟𝑎𝑖𝑛. Afterward, to train the data
generation model 𝑀𝐺𝐸𝑁 , we organize the label
names and extracted keywords 𝑥 of each instance
in 𝐷𝑇𝑟𝑎𝑖𝑛 as the input sequence and the original
text as the target sequence. In the inference stage
of 𝑀𝐺𝐸𝑁 , we utilize the sampling-based decode
strategy to generate different texts according to the
label names and extracted keywords 𝑥 of instances
in 𝐷𝑇𝑟𝑎𝑖𝑛. Finally, we use the filter model 𝑀𝐹𝑖𝑙𝑡𝑒𝑟
to remove low-quality generated data. In the fol-
lowing, we will describe our framework in detail.

3.3 Semantic-Level and Phrase-Level Label
Information Enhanced Prompt

To improve label controllability and text diversity,
we propose the semantic-level and phrase-level la-
bel information enhanced prompt consisting of la-
bel names and keywords extracted from the sam-
ples of 𝐷𝑇𝑟𝑎𝑖𝑛. Both label names and keywords
can improve label controllability by providing im-
portant label information to 𝑀𝐺𝐸𝑁 from the seman-
tic and phrase levels. Besides, due to the diversity
of phrase expressions under the same semantics,
providing keywords extracted from different sam-
ples with the same label can also help to generate
diverse data. Specifically, given the sample (𝑥, 𝑦),
we organize the input of the 𝑀𝐺𝐸𝑁 as ‘generate
with label: 𝑦; generate with keywords: 𝑥’ and the
target output as 𝑥, where 𝑥 refers the keywords
extracted from the 𝑥. In the inference stage, we fol-
low the former prompt format to generate candidate
data 𝐷𝐶𝐴𝑁𝐷 , whose keywords are also extracted
from samples of 𝐷𝑇𝑟𝑎𝑖𝑛. We shuffle the order of
keywords at both the training and inference stage
to avoid the over-fitting problem.

3.4 Hierarchical Label Information Enhanced
Keyword Extractor

The quality of keywords is important to balance
label controllability and text diversity. Biased
phrases irrelevant to the label meaning may mislead
the data generation model and harm the label con-
trollability. Excessively unimportant phrases unre-

lated to the labels of samples may control 𝑀𝐺𝐸𝑁
to generate stern expression, which may do harm to
diversity. To improve the quality of extracted key-
words, we propose the hierarchical label informa-
tion enhanced keyword extractor. For the sample
(𝑥, 𝑦), we want to extract sub-sequence 𝑥, where
𝑥 consists of the most relevant keywords for the
corresponding multi-label 𝑦. Specifically, we first
use Graphormer (Ying et al., 2021) to model the
hierarchical information 𝐺 = (𝑌, 𝐸) and get the
label embedding 𝑙 𝑗 for each node 𝑗 ∈ 𝑌 . Formally:

{𝑙1, 𝑙2, . . . , 𝑙𝑛} = 𝐺𝑟𝑎𝑝ℎ𝑜𝑟𝑚𝑒𝑟 (𝑌, 𝐸).

Next, for the given input 𝑥, we get the text embed-
ding of each token 𝑥𝑖 by:

{𝑡1, 𝑡2, . . . , 𝑡𝑛} = 𝐵𝐸𝑅𝑇𝑒𝑚𝑏 (𝑥),

where 𝐵𝐸𝑅𝑇𝑒𝑚𝑏 (𝑥) denotes using BERT (Devlin
et al., 2019) to encode the given sentence 𝑥.

We then utilize the attention mechanism to catch
the relevance between token 𝑥𝑖 and label 𝑦 𝑗 as:

𝑄𝑖 = 𝑡𝑖𝑊𝑄, 𝐾 𝑗 = 𝑙 𝑗𝑊𝐾 , 𝐴𝑖 𝑗 =
𝑄𝑖𝐾

𝑇
𝑗√

𝑑ℎ
,

where 𝑊𝑄 ∈ R𝑑ℎ×𝑑ℎ and 𝑊𝑄 ∈ R𝑑ℎ×𝑑ℎ are
two weight matrices. Afterward, we use Gumbel-
Softmax (Jang et al., 2016) to calculate the proba-
bility that 𝑥𝑖 is the keyword of class 𝑦𝑖 by:

𝑃𝑖 𝑗 = gumbel_softmax (𝐴𝑖1, 𝐴𝑖2, . . . , 𝐴𝑖𝑘) 𝑗 ,

which satisfies
∑
𝑗∈𝑌 𝑃𝑖 𝑗 = 1.

Therefore, the relevance score between token 𝑥𝑖
and a multi-label 𝑦 can be calculated as:

𝑃𝑖 =
∑︁
𝑗∈𝑦

𝑃𝑖 𝑗 .

Intuitively, if 𝑥 contains the most relevant in-
formation, a classifier can infer the origin label
correctly from 𝑥 and predict null labels from the
rest of the sequence. This intuition guides us to
design the final loss function L. Specifically, with
the calculated 𝑃𝑖 for each token 𝑥𝑖, we first select
the sequence of the most relevant keywords 𝑥𝑝 and
the sequence of the least relevant keywords 𝑥𝑛. 𝑥𝑝
contains the top 15% tokens with the highest 𝑃𝑖
while 𝑥𝑛 contains 15% token with the lowest 𝑃𝑖.
For better training, we generate 𝑥𝑝 and 𝑥𝑛 from 𝑥
by masking the rest of the tokens in practice. Fi-
nally, we encourage the classifier 𝑓 to assign 𝑥𝑛
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with the original multi-label 𝑦 and 𝑥𝑛 with all-zero
label 𝑦𝑛𝑜𝑛 by the final loss function:

L = ℓ( 𝑓 (𝑥𝑝), 𝑦) + ℓ( 𝑓 (𝑥𝑛), 𝑦𝑛𝑜𝑛),

where ℓ denotes the binary cross entropy loss for
multi-label classification. We jointly update the
parameter of the graph network 𝐺𝑟𝑎𝑝ℎ𝑜𝑟𝑚𝑒𝑟 and
the text encoder 𝐵𝐸𝑅𝑇𝑒𝑚𝑏. After training, for each
sentence 𝑥, we directly use 𝑥𝑝 as the extracted
keywords 𝑥 for each sample at the inference stage.

3.5 Consistency Filtering

Although the above methods improve the label con-
trollability as far as possible, they may still gen-
erate low-quality samples whose meaning is con-
tradicted the assigned label. This phenomenon is
inevitable due to the pursuit of text diversity. To
filter out these samples, we introduce consistency
filtering (Anaby-Tavor et al., 2020). Specifically,
we first use the training set 𝐷𝑇𝑟𝑎𝑖𝑛 to train an HTC
model 𝑀𝐹𝑖𝑙𝑡𝑒𝑟 . Then, we use 𝑀𝐹𝑖𝑙𝑡𝑒𝑟 to predict
the labels of 𝐷𝐶𝐴𝑁𝐷 and compare the predicted
labels with their assigned labels. Only the gener-
ated samples whose predicted labels by 𝑀𝐹𝑖𝑙𝑡𝑒𝑟 are
consistent with assigned labels will be kept, consti-
tuting 𝐷𝐺𝐸𝑁 . We combine 𝐷𝐺𝐸𝑁 with 𝐷𝑇𝑟𝑎𝑖𝑛 to
train the target HTC model 𝑀𝐴𝑢𝑔 from scratch.

4 Experiments

4.1 Datasets and Metrics

We conduct experiments on three HTC bench-
marks: Web-of-Science (WOS) (Kowsari et al.,
2017), The New York Times Annotated Cor-
pus (NYT) (Sandhaus, 2008), and Reuters Cor-
pus Volume I Version 2 (RCV1-V2) (Lewis et al.,
2004). WOS is a science paper classification
dataset, while NYT and RCV1-V2 are news classi-
fication datasets. We show the statistic of three
benchmarks in Table 1. We follow Zhou et al.
(2020); Chen et al. (2021); Wang et al. (2022c)
to pre-process the data and report the Macro-F1
and Micro-F1 as the metrics of HTC models.

4.2 Baselines

To confirm the effectiveness of our methods, we
compare their improvements with different data
augmentation methods on multiple representative
HTC models. Our baselines can be grouped into
two types: HTC and data augmentation methods.

Dataset Train Dev Test Classes Avg(𝑦𝑖) D
WOS 30,070 7,518 9,397 141 2.0 2
NYT 23,345 5,834 7,292 166 7.6 8
RCV1-V2 20,833 2,316 781,265 103 2.2 4

Table 1: The statistic of three HTC benchmarks. Train,
Dev, Test refer to the sample numbers of training, devel-
opment and test set, respectively. Classes refers to the
number of classes in each dataset. Avg(𝑦𝑖) represents
the average number of classes per sample. D represents
the maximum number of the hierarchical label level.

HTC. We choose three baselines: (1) BERT (De-
vlin et al., 2019), (2) RoBERTa (Liu et al., 2019),
and (3) HGCLR (Wang et al., 2022c). BERT and
RoBERTa are popular PLMs, which are widely
used as text encoders. HGCLR is a state-of-the-art
HTC model which utilizes contrastive learning to
incorporate hierarchical label information.

Data Augmentation. We select five strong
data augmentation methods for comparisons:
(1) EDA (Wei and Zou, 2019) is a rule-based data
augmentation method that uses four simple edit-
ing operations to disturb texts; (2) Back Transla-
tion (BT) (Sennrich et al., 2016) first translate the
texts into other languages and then translate them
to the original language; (3) LAMBADA (Anaby-
Tavor et al., 2020) is a generative data generation
method that generates new data according to label
names; (4) GDA (Zhang et al., 2020) utilize genera-
tive PLMs to generate label-invariant perturbations
on the texts; (5) PromDA (Wang et al., 2022a)
is a state-of-the-art generative data augmentation
method that uses an efficient fine-tuning technique
to train the data generation model.

4.3 Implementation Details

We implement all the data generation and HTC
models with the open-sourced toolkit Transform-
ers2 (Wolf et al., 2020). For data generation mod-
els, we take the T5 (Raffel et al., 2020) as our
backbone PLM and conduct fine-tuning from the
publicly available checkpoint t5-large 3. In the
fine-tuning stage, we use Adafactor (Shazeer and
Stern, 2018) optimizer to update all parameters
of T5 and set the learning rate as 1e-3 and batch
size as 32. We fine-tune data generation models
for 10 k steps, evaluate the perplexity on the de-
velopment set every 1 k steps, and save the model
with the lowest perplexity. In the inference stage,

2https://github.com/huggingface/transformers
3https://huggingface.co/t5-large
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Method WOS NYT RCV1-V2
Macro-F1 Micro-F1 Macro-F1 Micro-F1 Macro-F1 Micro-F1

BERT-base (Devlin et al., 2019) 79.87 ± 0.41 85.96 ± 0.23 65.69 ± 1.04 78.20 ± 0.21 66.85 ± 0.80 85.86 ± 0.14
+EDA (Wei and Zou, 2019) 79.82 ± 0.32 85.87 ± 0.29 65.16 ± 0.50 77.17 ± 0.45 67.02 ± 0.12 85.47 ± 0.32
+BT (Sennrich et al., 2016) 80.09 ± 0.52 86.02 ± 0.23 65.43 ± 0.39 77.46 ± 0.08 66.41 ± 0.54 85.38 ± 0.26
+LAMBADA (Anaby-Tavor et al., 2020) 80.38 ± 0.33 86.28 ± 0.24 66.69 ± 0.26 78.18 ± 0.44 66.35 ± 0.57 86.00 ± 0.03
+GDA (Zhang et al., 2020) 80.35 ± 0.37 86.26 ± 0.27 66.20 ± 0.71 78.04 ± 0.40 66.30 ± 0.77 85.59 ± 0.26
+PromDA (Wang et al., 2022a) 80.05 ± 0.29 85.95 ± 0.33 65.94 ± 0.36 77.92 ±0.08 66.60 ± 0.38 85.34 ± 0.35
+Ours 81.26 ± 0.23↑ 86.77 ± 0.17↑ 66.85 ± 0.43↑ 78.34 ± 0.46↑ 67.41 ± 0.49↑ 86.06 ± 0.37 ↑

RoBERTa-base (Liu et al., 2019) 79.94 ± 0.82 86.24 ± 0.45 67.77 ± 0.38 79.55 ± 0.27 68.63 ± 0.53 86.81 ± 0.14
+EDA (Wei and Zou, 2019) 80.37 ± 0.58 86.32 ± 0.31 66.50 ± 0.38 78.48 ± 0.39 66.71 ± 1.44 86.10 ± 0.13
+BT (Sennrich et al., 2016) 80.30 ± 0.26 86.38 ± 0.10 67.18 ± 0.67 78.90 ± 0.24 66.67 ± 0.82 86.47 ± 0.28
+LAMBADA (Anaby-Tavor et al., 2020) 80.54 ± 0.35 86.49 ± 0.18 67.75 ± 0.32 79.41 ± 0.38 66.84 ± 0.45 86.47 ± 0.42
+GDA (Zhang et al., 2020) 80.42 ± 0.42 86.57 ± 0.23 67.54 ± 0.36 79.43 ± 0.23 68.03 ± 0.31 86.50 ± 0.10
+PromDA (Wang et al., 2022a) 80.15 ± 0.61 86.04 ± 0.31 67.32 ± 0.38 79.01 ± 0.13 67.43 ± 0.71 86.34 ± 0.17
+Ours 81.31 ± 0.12↑ 86.96 ± 0.13↑ 68.16 ± 0.25↑ 79.64 ± 0.17↑ 68.50 ±0.42 86.84 ± 0.12↑

HGCLR (Wang et al., 2022c) 80.82 ± 0.20 86.63 ± 0.27 66.90 ± 0.60 78.48 ± 0.48 66.64 ± 0.93 86.04 ± 0.12
+EDA (Wei and Zou, 2019) 80.85 ± 0.45 86.78 ± 0.44 66.08 ± 0.36 77.53 ± 0.29 66.72 ± 0.32 85.20 ± 0.19
+BT (Sennrich et al., 2016) 79.63 ± 0.61 85.89 ± 0.38 65.42 ± 0.50 77.37 ± 0.35 67.03 ± 0.57 85.72 ± 0.26
+LAMBADA (Anaby-Tavor et al., 2020) 81.25 ± 0.24 87.08 ± 0.17 66.78 ± 0.42 78.22 ± 0.31 66.55 ± 0.37 85.58 ± 0.06
+GDA (Zhang et al., 2020) 80.99 ± 0.50 86.84 ± 0.19 66.25 ± 0.37 77.99 ± 0.31 65.30 ± 0.49 85.13 ± 0.25
+PromDA (Wang et al., 2022a) 80.60 ± 0.37 86.63 ± 0.23 66.08 ± 0.44 78.02 ± 0.10 66.88 ± 0.34 85.72 ± 0.20
+Ours 82.07 ± 0.18↑ 87.36 ± 0.08↑ 67.69 ± 0.52 ↑ 79.03 ± 0.24↑ 67.90 ± 0.82↑ 86.25 ± 0.20↑

Table 2: The performance of our proposed methods and all baselines. We report the results based on our
implementations, which are the average performance of 5 runs using different random seeds. Bold indicates the
current state-of-the-art performance. ↑ indicates our framework brings improvements on the corresponding baseline.
± denotes the standard deviation.

we use Nucleus Sampling (Holtzman et al., 2019)
to generate diverse data. Specifically, we set Top-
p as 0.9 and get five independently sampled out-
puts for one input text. For all data augmentation
methods, we augment data 5 times the number of
samples in the original training set. For EDA, we
use the official implentation 4. For BT, we use
the open-sourced English to France machine trans-
lation model Helsinki-NLP/opus-mt-en-fr 5 and
France to English model Helsinki-NLP/opus-mt-fr-
en 6. For HTC models, we use bert-base-uncased7

and roberta-base8 as the initial checkpoints for
BERT and RoBERTa respectively and completely
follow Wang et al. (2022c) to set hyper-parameters.
We report the average performance of HTC models
using five different random seeds.

4.4 Main Results

We report the performance of all baselines and our
proposed method in Table 2. From the results, we
can find that EDA and BT fail to improve the per-
formance of the HTC models significantly, which
shows simple perturbations on the original texts
cannot help to improve the generalization ability
of HTC models in the full-supervised setting. Ex-

4https://github.com/jasonwei20/eda_nlp
5https://huggingface.co/Helsinki-NLP/

opus-mt-en-fr
6https://huggingface.co/Helsinki-NLP/

opus-mt-fr-en
7https://huggingface.co/bert-base-uncased
8https://huggingface.co/roberta-base

isting generative data augmentation methods can
help some HTC models achieve better performance,
but the improvements are marginal and fail to im-
prove performance on NYT and RCV1-V2. This
phenomenon shows that generating diverse data
satisfied with multiple label constraints for HTC is
still challenging. With the help of the data gener-
ated from our proposed method, HTC models can
achieve better performance in almost all settings.
The improvements are more significant than other
data augmentation methods. Besides, we also find
the improvements of Macro-F1 brought by gener-
ative data augmentation methods are better than
the Micro-F1, which we speculate results from the
long-tail labels suffering from a more severe data
scarcity problem. All these results confirm the ef-
fectiveness of our proposed methods to deal with
the data scarcity problem for HTC.

4.5 Model Ablation

We conduct a model ablation study and report the
results in Table 3. We find that only providing label
names or keywords to the data generation models
harms the performance of HTC models. This result
confirms our hypothesis that we need to deliver
both semantic-level and phrase-level label informa-
tion to enhance the ability of the data generation
models. We also replace the proposed keyword
extractor with yake (Campos et al., 2018a,b, 2020),
a state-of-the-art unsupervised keyword extractor.
The results show that without the help of the hier-
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Method Macro-F1 Micro-F1
BERT 79.87 ± 0.41 85.96 ± 0.23
Ours 81.26 ± 0.23 86.77 ± 0.17

-remove keywords 80.38 ± 0.33 86.28 ± 0.24
-remove label names 80.21 ± 0.08 86.13 ± 0.14
-replaced with yake 80.73 ± 0.49 86.59 ± 0.20
-replaced with T5-base 80.87 ± 0.12 86.58 ± 0.17

Table 3: Model ablation results. We conduct exper-
iments based on BERT-base on the WOS dataset and
report the average performance of 5 different runs. ± de-
notes the standard deviation.

Method Self-BLEU Macro-F1 Micro-F1
EDA (Wei and Zou, 2019) 0.8132 79.82 ± 0.32 85.87 ± 0.29
BT (Sennrich et al., 2016) 0.9905 80.09 ± 0.52 86.02 ± 0.23
LAMBADA (Anaby-Tavor et al., 2020) 0.7184 80.38 ± 0.33 86.28 ± 0.24
GDA (Zhang et al., 2020) 0.6726 80.35 ± 0.37 86.26 ± 0.27
PromDA (Wang et al., 2022a) 0.6915 80.05 ± 0.29 85.95 ± 0.33
Ours 0.5987 81.26 ± 0.23 86.77 ± 0.17

Table 4: Text diversity of different augmentation meth-
ods. The lower Self-BLEU score means higher text
diversity. We also report the performance of the BERT-
base on the WOS dataset with these augmented data.
± denotes the standard deviation.

archical label information, the extracted keywords
may not be the words most relevant to the assigned
labels, which harms the quality of the generated
data. Besides, we also replace t5-large (770M
parameters) with t5-base (220M parameters) 9 to
study the effect of the backbone generative PLMs.
With the decrease in parameters, the performance
of our proposed method drops slightly. Despite the
drop, it still performs better than other data genera-
tion methods, which use t5-large as the backbone,
compared to the results reported in Table 2. Fur-
thermore, without the help of the unified data gener-
ation prompt format, Macro-F1 drops more signifi-
cantly than Micro-F1, which shows our method can
transfer the knowledge from head labels to long-
tail labels and thus can mitigate the sparse label
distributions.

4.6 The Number of Generated Data

We also study the effect of the number of generated
data. The results are shown in Figure 2. We can
observe that when the number of generated data is
smaller than 5 times the number of original train
data, with the increase of the number of generated
data, the performance of the HTC model improves.
When bigger than 5 times the original training data,
no steady growth trend is observed. Therefore, we
generate 5 times the original training data in our
experiments. Besides, we find that the change of

9https://huggingface.co/t5-base

Method w/o CF with CF
Macro-F1 Micro-F1 Macro-F1 Micro-F1

EDA (Wei and Zou, 2019) 79.87 ± 0.31 85.83 ± 0.27 79.82 ± 0.32 85.87 ± 0.29
BT (Sennrich et al., 2016) 79.95 ± 0.39 85.96 ± 0.23 80.09 ± 0.52 86.02 ± 0.23
LAMBADA (Anaby-Tavor et al., 2020) 78.51 ± 0.37 85.55 ± 0.29 80.38 ± 0.33 86.28 ± 0.24
GDA (Zhang et al., 2020) 78.49 ± 0.51 85.34 ± 0.33 80.35 ± 0.37 86.26 ± 0.27
PromDA (Wang et al., 2022a) 78.92 ± 0.42 85.45 ± 0.31 80.05 ± 0.29 85.95 ± 0.33
Ours 79.37 ± 0.36 85.69 ± 0.34 81.26 ± 0.23 86.77 ± 0.17

Table 5: The effect of Consistency Filtering (denoted as
CF). We report the average performance of the BERT-
base on the WOS dataset when using these augmented
data and with 5 random seeds. ± denotes the standard
deviation.

Figure 2: The effect of the number of generated data.
We change the number of data generated from our pro-
posed methods and report the performance of the BERT-
base on WOS. The number of generated data refers to
how many times we generate compared to the original
training data. All results are the average of 5 runs.

Macro-F1 is more significant than Micro-F1. We
speculate it also results from the generated data
doing more help to the long-tailed data.

4.7 The Diversity of the Generated Data

We use Self-BLEU (Zhu et al., 2018) as the metric
to conduct a quantitative analysis of the diversity
of the generated data. Because we want the gen-
erated data to diversify as much as possible under
the condition of meeting the need for label control-
lability, we report the Self-BLEU score of filtered
data after using consistency filtering. From the re-
sults in Table 4, we can observe that the Self-BLEU
score of EDA and BT is significantly higher than
generative data augmentation methods, and our
proposed method achieves the lowest Self-BLEU
score. These results further confirm the effective-
ness of our proposed method to improve text diver-
sity while ensuring label controllability.

4.8 The Effect of Consistency Filtering

We also study the effect of consistent filtering and
report the results in Table 5. EDA and BT achieve
no improvements after consistency filtering, which
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Method Performance Total Extra Cost Filter Model Cost Data Generation Model Cost Keyword Extractor CostMacro-F1 Micro-F1
BERT-base (Devlin et al., 2019) 79.87 ± 0.41 85.96 ± 0.23 - - - -
EDA (Wei and Zou, 2019) 79.82 ± 0.32 85.87 ± 0.29 4 GPU hours on 80GB NVIDIA A100 4 GPU hours on 80GB NVIDIA A100 - -
BT (Sennrich et al., 2016) 80.09 ± 0.52 86.02 ± 0.23 4 GPU hours on 80GB NVIDIA A100 4 GPU hours on 80GB NVIDIA A100 - -
LAMBADA (Anaby-Tavor et al., 2020) 80.38 ± 0.33 86.28 ± 0.24 30 GPU hours on 80GB NVIDIA A100 4 GPU hours on 80GB NVIDIA A100 26 GPU hours on 80GB NVIDIA A100 -
GDA (Zhang et al., 2020) 80.35 ± 0.37 86.26 ± 0.27 30 GPU hours on 80GB NVIDIA A100 4 GPU hours on 80GB NVIDIA A100 26 GPU hours on 80GB NVIDIA A100 -
PromDA (Wang et al., 2022a) 80.05 ± 0.29 85.95 ± 0.33 30 GPU hours on 80GB NVIDIA A100 4 GPU hours on 80GB NVIDIA A100 26 GPU hours on 80GB NVIDIA A100 -
Ours 81.26 ± 0.23 86.77 ± 0.17 34 GPU hours on 80GB NVIDIA A100 4 GPU hours on 80GB NVIDIA A100 26 GPU hours on 80GB NVIDIA A100 4 GPU hours on 80GB NVIDIA A100

Table 6: Computational cost analysis of different data augmentation methods. Total Extra Cost represents the total
extra computational cost caused by different data augmentation methods compared to when data augmentation is
not used, which is the sum of filter model cost, data generation model cost, and keyword extractor cost. To show the
trade-off between performance and cost, we also report the performance of the BERT-base on the WOS dataset with
these different data augmentation methods. ± denotes the standard deviation.

Original Label: Medical, Idiopathic Pulmonary Fibrosis
Original Text: the present study investigated the effects of diesel exhaust (de) on an experimental model of bleomycin (blm)-induced lung injury and fibrosis in mice. blm was

intravenously administered to both nrf2(+/+) and nrf2(-/-) c57bl/6j mice on day 0. the mice were exposed to de for 56 days from 28 days before the blm injection
to 28 days after the blm injection. inhalation of de induced significant inhibition of airway clearance function and the proinflammatory cytokine secretion in
macrophages, an increase in neutrophils, and severe lung inflammatory injury, which were greater in nrf2(-/-) mice than in nrf2(+/+) mice. in contrast, inhalation of
de was observed to induce a greater increase of hydroxyproline content in the lung tissues and significantly higher pulmonary antioxidant enzyme mrna expression
in the nrf2(+/+) mice than in nrf2(-/-) mice. de is an important risk factor, and nrf2 regulates the risk of a de inhalation induced immune response during blm lung
injury and fibrosis in mice.

EDA Aug Data: the present study investigated the effects of diesel exhaust de on an experimental model part of bleomycin blm induced lung injury and fibrosis in mice blm was
intravenously administered to both nrf and nrf c bl j diamond state mice on day the mice were exposed to de for days make from days before the blm injection to
days after the blm injection inhalation of de part induced significant inhibition of airway clearance function discrimination and the proinflammatory cytokine
secretion in depicted object macrophages an increase in neutrophils and severe lung inflammatory injury which clarence day were canvass greater in nrf mice than
in nrf mice in contrast inhalation of de was observed to induce a greater increase of hydroxyproline content in the lung tissues and significantly higher pulmonary
antioxidant enzyme mrna expression angstrom in the nrf mice secernment than division in nrf mice de is an open demarcation important risk factor growth and nrf
regulates the risk of a de inhalation induced immune response during blm lung injury and fibrosis significant in mice

BT Aug Data: The effects of diesel exhaust gas (de) on an experimental model of bleomycin (blm)- and fibrosis induced lung lesions in mice were studied. blm was administered
intravenously to both nrf2(+/+) and nrf2(-) c57bl/6j mice on day 0. mice were exposed for 56 days from 28 days prior to blm injection at 28 days after blm
injection. inhalation of the significantly induced inhibition of respiratory clearance function and proinflammatory cytokine secretion in macrophages, an increase in
neutrophils and severe pulmonary lesions, which were higher in nrf2(–) mice than in nrf2(+/+) mice.

Yake Keywords: present study investigated, diesel exhaust, model of bleomycin, investigated the effects,effects of diesel, experimental model, mice, blm, blm injection, lung, injury,
days, present, fibrosis, lung inflammatory injury

Yake Aug Data: the present study investigated the effects of diesel exhaust (de) on lung fibrosis using a model of blm injection. we observed that de causes lung fibrosis in mice by
observing an increase in de lung fibrosis and that de cannot be seen until a week or more after the injection. compared to the model of de, de causes lung fibrosis
and fibrosis with similar effect, and also reduces lung fibrosis without affecting lung function. the experimental model of de was able to detect changes in lung
fibrosis in mice with de through three weeks, seven weeks and seven months. the data indicate that de causes lung fibrosis in mice mainly through increased de of
lung fibrosis. it was also shown that de causes lung fibrosis in mice by increasing de lung fibrosis and that de causes a loss of lung function in mice. these results
suggest that de causes lung fibrosis in mice by using de. the present study has the potential to help design treatment programs for de, thus giving consideration to
de process the blm pipeline. (c) 2017 the authors. published by elsevier ltd.

Ours Keywords: bleomycin, lung, injury, fibrosis, intravenously, inhalation, cytokine, neutrophils, inflammatory, pulmonary
Ours Aug Data: background: respiratory disease may induce acute respiratory distress syndrome (ards) in allergic individuals. recent studies have shown that bronchopulmonary

infarction is associated with ards. the purpose of this study is to examine the effect of lung injury on the innate immune system and to identify the underlying
mechanisms in a patient with ards. methods: this study was conducted in two hospitals. the first was a single-centre randomized trial comparing two treatment
groups: an exposure to a stw 3 tidal cardiopulmonary exercise (tph-ip) and a control group that received regular bleomycin inhalation for 6 weeks. the second
was a three-level mixed-effects model that involves three different innate immune cells in response to tph2 and cytokines. the inhalation of the tph2 and tph3
cells was studied by in vitro cytokine profiling. data were analyzed by the chi-square test, pearson correlation coefficients, and poisson’s ratio. results: the
tph2 and tph3 groups induced different levels of apoptosis, neutrophil and macrophage infiltration, and proliferation. the lung injury induced lower respiratory
tract injury than the control group, which were asymptomatic for the dna damage in the tph2 cells. the tph2 cell infusion induced the highest tph2 and cytokine
concentrations, and the tph3 cells infiltrating the lung tissue. the lung injury caused dna damage, as confirmed by the cytokine profiling. conclusions: tph2 and
tph3 cells inhalation induced higher ards and correlated with the inflammatory response, as determined by the mrna expression and protein levels in vivo. we
observed that the neutrophils and macrophages were induced to respond in the same way to tph2. we therefore conclude that tph2 plays a crucial role in the ards
through triggering cellular cytokine activation.

Table 7: Case analysis of the extracted keywords and samples generated by different data augmentation methods.
Duplicates with the original text have been marked in orange.

shows that simple perturbations may not make texts
deviate from the original semantics. Therefore, few
noise data with wrong labels exist in the data aug-
mented from EDA and BT. Although generative
data augmentation methods achieve significant im-
provements than EDA and BT after consistency fil-
tering, they even perform worse before consistency
filtering. The phenomenon may result from the
noise data with wrong labels, which is inevitably
due to the pursuit of diversity. These results show
that consistency filtering is indispensable for gener-
ative data augmentation methods to balance label
controllability and text diversity. Besides, com-
pared to existing data generation methods, our pro-
posed method can achieve the best performance

with or without the help of consistency filtering,
which further confirms its effectiveness.

4.9 Computation Cost Analysis

We conduct a computation cost analysis of different
data augmentation methods, which is reported in
Table 6. Despite the small extra computational cost,
EDA and BT fail to improve the performance of
the HTC models significantly. Furthermore, with
similar computation costs, other generative data
augmentation methods cannot bring as many im-
provements as our methods. The results show that
increasing computational cost is not a sufficient
condition for improving performance and further
embodies the technical contribution of our method.
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4.10 Case Analysis
In Figure 7, we conduct a case analysis on the ex-
tracted keywords and generated data. To the data
augmented from EDA and BT, there is a lot of over-
lap with the original text, while generative data
augmentation methods rarely. To the extracted key-
words, we can observe that yake may draw some
words that are irrelevant to the label information,
e.g., ‘present study investigated, investigated the
effects, days, present’. These excessively useless
keywords can not improve label controllability and
hinder the diversity of the generated data, which
causes the generated data to have very similar se-
mantics to the original sample. With the help of the
hierarchical label information and the loss function
we designed, the keywords extracted by our meth-
ods can pick up the most important information
that causes the original text to be annotated as the
original label. Therefore, the data generated by our
proposed methods can satisfy the label constraints
and have differences with the original texts from
both semantic and grammatical levels. We show
more generated data in appendix C.

5 Conclusion

HTC is an important and challenging task, which
usually suffers from the data scarcity problem be-
cause of the high cost of hierarchical multi-label
annotation. With the development of generative
PLMs, generating high-quality data for HTC be-
comes possible. In this paper, to deal with the
data scarcity problem, we explore the effect of
generative augmentation methods on HTC models.
In order to improve the label controllability and
text diversity, we propose a novel data generation
framework for HTC, which consists of semantic-
level and phrase-level label information enhanced
prompt, hierarchical label information enhanced
keyword extractor and consistency filtering. De-
spite the challenge of generating high-quality data
for HTC, our proposed framework can achieve a
balance between the controllability of multiple hi-
erarchical labels and text diversity and improve the
performance of several strong HTC models, which
is demonstrated by experimental results on three
HTC benchmarks and comprehensive analysis.

6 Limitations

Despite the effectiveness of our proposed method,
it still has two main limitations: (1). Generative
data augmentation methods need to use the original

HTC training set to fine-tune the backbone gen-
erative PLMs. Then, they need to go through an
inference stage to generate data. Both the train-
ing and inference stage need more GPU resources,
which increase carbon emissions. Although the
data generation is usually complete offline and does
not improve the time cost of online progress, we
leave how to relieve the need for GPU resources
as future directions. (2). Although we conduct ex-
periments on three widely used HTC benchmarks,
the language of all these benchmarks is English,
which has limited morphology. The effectiveness
of our proposed method on language with varied
morphology needs to be further confirmed.

7 Ethics Statement

The cases shown in this paper are generated auto-
matically from different data augmentation meth-
ods, which do not represent the viewpoints of the
authors. Due to social bias and lack of profes-
sional knowledge, the data generated from gen-
erative PLMs may contain misleading and toxic
information, which needs to be addressed before
being applied to realistic scenarios. Besides, all
data generated from our proposed methods are only
for scientific research. Finally, we provide compre-
hensive details of our model implementation and
upload the source code, which guarantees the re-
producibility of our experimental results.
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Noisy Method Macro-F1 Micro-F1
0% BERT 79.87 ± 0.41 85.96 ± 0.23
0% Ours 81.26 ± 0.23 86.77 ± 0.17
10% BERT 78.92± 0.50 85.81 ± 0.44
10% Ours 80.99± 0.49 86.64 ± 0.41

Table 8: The performance when there are noisy labels
in the original data. We conduct experiments based on
BERT-base on the WOS dataset and report the average
performance of 5 different runs. Noisy refers to the
percentage of noisy labels. ± denotes the standard devi-
ation.

A Human Evaluation for Filter Model

To further confirm the performance of the 𝑀𝐹𝑖𝑙𝑡𝑒𝑟
model, we conduct a human evaluation of 200 sam-
pled generated data and compare the consistency
between human judgments and model predictions.
According to the human annotation, 200 sampled
generated data consist of 191 correct samples and
9 noisy samples. Our filter model keeps 187 out
of 191 correct samples and only 2 noisy samples,
which confirms the effectiveness of the 𝑀𝐹𝑖𝑙𝑡𝑒𝑟
model.

B Noisy Label

To examine the performance when there are noisy
labels in the original data, we add 10% noisy data
in the original training set of WOS and conduct
experiments on BERT-base. The results show that
the performance keeps almost unchanged with our
proposed method but drops significantly without
our method. We hypothesize the stability comes
from the "Semantic-Level and Phrase-Level Label
Information Enhanced Prompt," which can unify
the format of model inputs to keep the generaliza-
tion ability obtained in the pre-training stage and
utilize both the information of label names and key-
words to avoid disturbing from noisy label names
as much as possible.

C Case Analysis

We show more data generated by our proposed
methods in Table 9, 10 and 11. We can observe
that the data generated by our proposed method is
diverse at both semantic and grammatical levels
and satisfies the meaning of the original labels.
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Original Label: CS, Cryptography
Original Text: a new method for obtaining random bijective s-boxes based on discrete chaotic map is presented. the proposed method uses a

discrete chaotic map based on the composition of permutations. the obtained s-boxes have been tested on the number of criteria, such
as bijection, nonlinearity, strict avalanche criterion, output bits independence criterion, equiprobable input/output xor distribution
and maximum expected linear probability. the results of performance test show that the s-box presented in this paper has good
cryptographic properties. the advantage of the proposed method is the possibility to achieve large key space, which makes it suitable
for generation of s-boxes for larger values of n. also, because this method uses discrete chaotic map based on the composition of
permutations which has finite space domain, there is no need for discretization of continuous values of chaotic map, so the process of
generation of s-boxes is not affected by approximations of any kind.

Augmented Text 1: in this paper, we aim to propose a novel model to predict the performance of the random number generator (rn) in cryptographic
protocols. the model consists of three steps. the first step is to produce a logistic map describing the input space; the second step is to
introduce a random number matrix representing the input space. then, the generator is constructed by reusing the logistic map. the
second step is to utilize the xor function of the input data to obtain the information about the generator. the results show that the
proposed model can describe the sensitivity of the proposed model against some of the weaknesses of the rn model in cryptography
and in cryptographic protocols. furthermore, this model makes the model very robust against some kinds of attacks. this work is the
first step towards the analysis of the rn model’s performance. the results of the proposed model are compared with those obtained
from an analysis of the existing models. the proposed model is a promising alternative to the current schemes which seek for the
reduction of the computational costs by employing a multivariate function. (c) 2016 elsevier b.v. all rights reserved.

Augmented Text 2: this paper describes a new algorithm that produces random and non-random matrices by varying the type of input data. the new
technique is used to achieve a low complexity mapping of the input data, which makes it very suitable for implementation in real
physical systems. the experimental results of the proposed approach are presented as follows: the first one uses a linear matrix
function to represent the input data, while the second one uses a non-random matrix that captures the independent distribution of
input data. the third one uses a linear matrix function to capture the sensitivity of the input data. in order to analyze the performance
of the proposed method, an experimental setup is constructed by varying the type of input data and the input data. the new method
can be applied to several fields, like cryptography, information security, etc., for the identification of the hidden hidden data. the new
method is presented as a way to enhance the security level of a given setup.

Augmented Text 3: with the increasing popularity of rfid-based cryptography techniques, it is becoming more attractive to use them in applications
such as biometrics and neurobiology. one promising approach is to exploit the emergence of quantum-inspired random number
generators (qisr) with the aim of enhancing the security of the qisr network. in this paper, we investigate the performance of two qisr
systems based on the qisr constructs. firstly, we build a model of the qisr by modifying the dqr, i.e. the first one, composed by six
independent qisrs, to determine the qisr axiom. then, we establish a linear correlation between the derived qisrs and the parameters of
the proposed model. based on these correlations, the model is transformed to the standard qisr model. using the proposed model, we
show that the performances of these two schemes are quite comparable. according to our results, the two schemes can be regarded as
promising alternative approaches to generate the qisr network. we conclude that using the proposed model makes the qisr system
promising for achieving the goal of generating a small but effective network.

Augmented Text 4: the main aim of the paper is to evaluate the performance of the entropy-based fuzzy multi-objective matrix (muxm) based on
multivariate linear equations in which the input is a linear map whose matrix is generated by a subspace. the paper makes use of an
evolutionary algorithm for generating recursive matrix in the presence of input a/k. a model that adopts a set of feasible solutions is
presented. to quantify the invariance of the matrix, a graphical model has been employed, where the matrix has a recursive function
that makes the n-norm less linear. the resulting map can thus be used as a nonlinear objective function in which the matrix can be
reduced to an equivalent hamiltonian matrix of the same size. an example is given, where the matrix is transformed into a permutative
matrix, whose dimension is the sum of the squares of n - 1 and the square of the sum of the squares of the matrix. the paper makes
the case that the matrix is equivalent to the squares of the matrix, where n is the number of variables that can be represented by the
matrix. moreover, the obtained entropy-based fuzzy multi-objective matrix is practically applicable for obtaining the random matrix
of the matrix. a sensitivity analysis on the parameters is also presented, and the resulting results are in good agreement with those of
the existing experimental results of similar models.

Augmented Text 5: this paper proposes a model for assessing the performance of an integrated energy-efficient routing (ier) protocol in bijective
switching networks. the model is based on the use of the taylor series dynamic routing (tdr) with fixed points and distributed
compensation mechanisms. the nonlinearity of the tdr protocol makes it suitable for high-power systems. furthermore, it has a very
small linear number of operational points, which makes it suitable for small-scale operation such as power systems with a small
number of participants. as an application example, we present a philipino implementation of the ieee 14-bus system. the obtained
results show that a small number of participants can be identified as successful in the proposed method and the optimal routing
parameters can be determined according to the availability of a good routing network. the use of a forward-backward shift from the
tdr protocol to the forward routing makes the proposed method more effective for small-scale networks. the benefits of the proposed
method are as follows: first, it makes it possible to remove the dependency on the router set-point; second, it reduces the number of
participants, which makes it suitable for microcontrollers. lastly, it makes it possible to obtain a closed-loop control scheme which
makes it possible to select and control the number of agents. the presented model is applied to the ieee 14-bus system to investigate
the ieee 14-bus system’s performance and the effectiveness of its implementation in relation to the conventional solutions. compared
with the conventional solution, the proposed method shows an average reduction in energy consumption by 84% and improvement in
the energy efficiency by 36% and 44%. the proposed approach is a feasible and promising alternative for the energy-efficient routing
of networks with low-power systems. (c) 2017 elsevier b.v. all rights reserved.

Table 9: Case study of the samples generated by our proposed methods.
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Original Label: Medical, Ankylosing Spondylitis
Original Text: ankylosing spondylitis (as) is a chronic systemic inflammatory disease. via autoimmune mediators, as can damage the auditory

system similar to other systems. otoacoustic emission studies in as patients showed that the damage that causes hearing loss was in
the outer hair cells. the medial olivocochlear (moc) reflex is used to evaluate the moc efferent system (moes), which includes the
outer hair cells. the aim of this study was to evaluate the presence of subclinical damage in the inner ear with the aid of the moc reflex
test in as patients with no hearing complaints. thirty-four patients with as and a control group of 30 healthy volunteers with similar
demographic characteristics were evaluated in the study. otoacoustic emission responses, moc reflex results, and frequency-specific
and total suppression findings were compared between the groups. the relationship between clinical and laboratory findings for the
as patients, and the moc reflex data were also investigated. reduced moc reflex response (p = 0.04) and suppression (p = 0.019) were
detected in as patients. when the clinical and laboratory findings for the as patients and the moc reflex test results were compared, a
significant correlation was found only between the moc reflex and the erythrocyte sedimentation rate. the results showed that as can
damage the inner ear, especially the moes, and can reduce the moc reflex response without clinical hearing loss.

Augmented Text 1: introduction: the incidence of spondyloarthritis (spa) has been increasing in recent years, and the disease activity is aggravated in
patients with spa. this study was conducted to explore the influence of the inflammatory markers il-10 and il-12 on spa patients’
clinical and radiological findings, and to explore the underlying molecular mechanisms of spa. methods: sixty-seven patients with
spa (39 males and 38 females) were included in the study. all patients underwent a clinical and laboratory evaluation. they were
clinically evaluated based on ph, the study included the evaluation of the ph, the assessment of the c-reactive protein (crp), and the
arthrocyte sedimentation rate (esr). the results were compared to the international classification of diseases, 9th revision (icd-9)
scores. results: the results showed that the frequency of esr was higher in the patients with spa than in the control group (p 0.001),
and the frequency was higher in the spa group than in the control group (p 0.001). the esr score of the spa group was higher than that
of the control group (p 0.001). the prp, crp, and esr levels of the patients with spa showed no significant differences between the
groups. compared to the control group, the crp and esr values of the patients with spa were higher than that in the control group
(p 0.001, respectively). we also performed a comparison of the crp and crp scores of the patients with spa. conclusions: the study
showed that the presence of il-10 and il-12 levels increases the risk for spa.

Augmented Text 2: introduction: the study was performed to investigate the correlation between the inflammatory markers scdc50 and the rheological
parameters of ankylosing spondylitis (as) patients. materials and methods: we retrospectively included 70 as patients and 70 healthy
controls, matched according to the egyptian criteria. all patients had at least one of the evaluated laboratory findings: 1) erythrocyte
sedimentation rate (esr) in the right hemisphere, 2) somatosensory pathway (lps in the right hemisphere, 3) sa in patients with
peripheral neuropathy, 4) mri signal in the left hemisphere (lmi), 5) ankylosing spondylitis (ssa) patients, 6) c-reactive protein (crp)
in the right hemisphere (rho), and 7) molecule in the left hemisphere. the patients were divided into four groups according to the
presence or absence of the clinical signs of as. all the patients underwent evaluations for the presence of ankylosing spondylitis
based on the scdc50, lps, crp, ankylosing spondylitis (spa), or the absence of any clinical signs of the disease. results: the mean
values of the scdc50 and the rheological parameters in the left hemisphere were not different according to the clinical signs. the
rheological parameters of the left hemisphere were not significantly different according to the presence of the clinical signs of
as patients. however, the lps and the crp parameters of the right hemisphere were statistically different according to the presence
or absence of the clinical signs of as. compared with the lps group, the lps group showed an increase in the scdc50 values and a
decrease in the crp values of all the patients with as compared with the control group. the levels of cytochrome p450 2a1 (cyp2a1),
alpha-smooth muscle actin (alpha-sma), and the rheological parameters of the egyptian hemisphere were found to be higher in the as

Augmented Text 3: objectives: the objective of this study was to evaluate the impact of arthroscopic hearing loss on patients with inflammatory rheumatic
diseases (ird). methods: the study comprised 2 groups of patients who were treated with hy-procedural therapy of ird, including those
with ankylosing spondylitis (as), diffuse ird (dii), and focal ird (fii). patients were clinically assessed with a modified chi-square test
and paired t-test. analysis of a subset of the data set (n = 636) was performed to analyse the frequency peaks of acoustic signals in
the resonant frequencies (mean +/- sd: 2.85) in the acoustic group and from the dii-positive group (n = 634). results: the microscopic
examination of the patients with spondylitis showed that otoacoustic signals in the vestibular system are decreased, whereas acoustic
signal is increased. the percentages of patients with dii and fii patients were mainly found in the otoacoustic group (mean +/- sd:
4.8%). the percentages of patients with dii and fii patients were not significantly different from controls (mean +/- sd: 0.35 +/- 0.08, p
= 0.023). after controlling for the influence of the sympathetic modulation, the percentage of patients with dii were not significantly
different (mean +/- sd: 1.4%; p = 0.032). the percentages of patients with otoacoustic modulation tended to be higher in patients with
dii than in controls (mean +/- sd: 1.41%; p = 0.002). conclusions: the study did not show an increased proportion of patients with ird
who had hearing loss associated with the acoustic modulation. this suggests that the presence of inflammatory mediators associated
with the pain associated with the hearing loss, is not significantly different from the effect of the disease itself.

Augmented Text 4: background: the aim of this study was to investigate the differences in the etiology of otoacoustic dyspnoea (otoacoustic dyspnoea)
between patients with active ankylosing spondylitis (as) and healthy controls (hcs). methods: in this prospective, observational study,
58 as patients and 59 hcs were prospectively recruited. the medical records of all participants were analysed for the presence of the
presence of the following: bmi, total qtl, eosinophil count, mrna and protein levels; and the presence of otoacoustic echogenicity.
results: the median age of the patients was 35.9 years (range: 14-62 years). most patients (81.5%) were male, with mean (sd) age
23.8 (5.2) years. the mean etiology of as was found to be naive (66.6%), with mild (28.3%), moderate (22.4%) and severe (26.8%)
clinical manifestations. the most common clinical manifestation was etiology of as (39.3%). all the patients showed recurrent
etiologies of as (88.4%). otoacoustic echogenicity was found in 32 (34.7%) of the patients, being not observed in 37 (28.9%) of them.
the moc showed a significant decrease in frequency of the erythrocyte sedimentation rate (esr) values in as patients. conclusions: the
results of this study show that as patients and hcs have similar clinical phenotypes with high frequency of the etiology of as. our
study can provide baseline data for the investigation of the role of the etiology of as and of its possible mechanisms.

Augmented Text 5: background: spondyloarthritis (sa) is a chronic inflammatory rheumatic disease of the axial skeleton. fibroblasts (fibroblasts) of the
neck are common to the disease. in the past two decades, fibroblasts of patients with sa have been widely studied. to date, there has
been little insight into the underlying molecular pathophysiology of sa in the west. objective: we aimed to investigate the role of
fibroblasts in the pathogenesis of sa in a cohort of patients with sa. methods: in this retrospective observational study, 30 consecutive
patients with sa and 21 healthy individuals were included. clinical and laboratory data were collected; fibroblasts recombinant
fibroblasts were analysed by a sybr amplification kit. results: in a subset of 14 patients, fibroblasts were identified as the primary
cell type in the most abundant cells. fibroblasts from the most abundant cell type in the patients were found to be more abundant.
additionally, the distribution of fibroblasts was altered in many patients. fibroblasts from the most abundant cell type (m2-m3)
were identified as the primary cell type of fibroblasts. the most abundant cells of the fibroblasts were oligodendrocyte glycoprotein
(og) and cd29. the expression of fibroblast neoplastic cell marker, erythrocyte sedimentation rate (esr), and the expression of the
transcription factor cd44 induced by fgf-2 was detected in two patients. sa patients exhibited an increase in the number of fgf-2 mrna
transcripts with the highest mrna levels after fgf-2 treatment. the frequency of sa cell differentiation was not different between the
two groups. the frequency of cd29 expression was higher in the fgf-2 group than that in the other two groups. fgf-2 was higher in the
og group and the frequency of cd34 expression was higher than that of the other patients. conclusion: fgf-2 is a marker for sa and
was found to be higher in patients with sa than in healthy

Table 10: Case study of the samples generated by our proposed methods.
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Original Label: CS, Cryptography
Original Text: with ever increasing load and insufficient growth of generation and transmission capacities, the operating constraints of modern

integrated power system are increasing. it has led to ever increasing dynamic problems of low frequency oscillations in the system
that needs to be detected and damped out quickly and efficiently. in electrical power networks small oscillations appear from time
to time. these oscillations concern the quantities determining the equilibrium point of the system, and following which, system
stability and system behaviors are influenced. the objective of our study is to check the static stability of the high voltage power to
small perturbations of electrical network. in this context, after linearizing the system, power system stabilizer (pss) has so far been
extensively utilized to mitigate these problems. this paper presents a novel and efficient approach for the optimal tuning of power
system stabilizer parameters (pss) using a genetic algorithm (ga) with the eigenvalue-based objective function. the proposed approach
is implemented and examined in a system with a single machine connected to an infinite bus via a transmission line. the results
of this technique have been verified by eigenvalue analysis and time-domain simulations. the obtained results were evaluated and
compared with ones obtained by ordinary gas. eigenvalue analysis and nonlinear system simulations demonstrated the effectiveness
of the proposed approach in damping the electromechanical oscillations and enhancing the system dynamic stability.

Augmented Text 1: this paper presents a method of determining the electromechanical parameters of the piezoelectric elastomer system (pees) of an
electrical network driven by a power source, i.e., a main voltage source. the approach considers the elastomer system as a nonlinear
system composed of several electrical components, the mechanical components of which are represented by mechanical parts, and
the electrical components. a typical example is taken from the literature wherein the electromechanical components are modeled as a
constant eigenvalue of the power supply voltage. this study was conducted on a simulated example of an existing commercial pee
system using a voltage source, thereby determining parameters of its mechanical component. the obtained results show that the
use of the pees can reduce the nonlinear problems encountered in determining the electrical network’s performance even when the
electrical network is sufficiently weak. the present method is also very effective in identifying the most efficient way to improve the
efficiency of the system. a case study was performed on a 1.2 mhz pees system using a power system controller. the obtained results
are in good agreement with the simulation results. (c) 2014 elsevier ltd. all rights reserved.

Augmented Text 2: a problem we encountered in the development of an effective electrical network for solving problems such as the one experienced by
a client for the repair of a bus damaged by an electrical short circuit is the one that is insufficient to supply the electricity for the
generating station. the problem is formulated as a nonlinear programming problem with three steps: (a) selecting a suitable analytical
model to represent the system, (b) determining the parameters of the model, and (c) optimizing the model through the use of an
efficient regression technique. we have used the mathematical language matlab/simulink in the electrical network and implemented it
into a matlab/simulink environment. we have evaluated the performance of the proposed network model through simulations in terms
of the dynamic performance of the proposed model. the obtained results clearly indicate that the proposed model is a promising tool
for identifying and assessing the influence of the system parameters on the performance of the electrical network.

Augmented Text 3: in recent years, many scientific disciplines have focused on developing energy-efficient strategies as a means to control costs, while
avoiding environmental constraints. one such example is the field of electromechanical transient response of the electrical network,
where a voltage source is connected to a damping device. this is the case of the system experiencing an excitation of an electrical
generator and its oscillating rotor. these systems are subject to an enormous electrical load and this has been evaluated by various
studies, including simulations, in order to understand their influence on system dynamics, as well as to understand their relationship
with the electrical behaviour of these systems. this work introduces a network-based methodology to investigate the influence of
the system parameters on system dynamics, with the goal of determining the ultimate value of the systems that can be optimal for
control. simulations of a typical manufacturing facility are conducted in order to characterize the system. the results obtained show
that the system can be improved by up to 45% in reducing the overall system power consumption by up to 50%. in addition, a
comprehensive analysis of the existing network model is performed to show the relevance of these parameters in determining the
optimal solution. (c) 2016 published by elsevier ltd.

Augmented Text 4: determining the optimal performance of a power system can be done by reducing the quantities and constraints that the system has to
consider in its design. in this paper, a nonlinear electrical network system with multiple energy harvesters and multi-generation
sources is evaluated in order to determine the most cost-efficient way of powering a power system. the nonlinear electrical network
system has to consider the effects of all the components that are involved in the process of power conversion: the source, the
converter, the loads and the electrical network. the main contribution of this paper is to investigate the influence of the system’s
parameters and their interaction on the power system performance. a simplified model that combines both an electrical network and
a fluid-structure-network model is presented. the model is built using the kalman filter, a well-known mathematical technique for
non-linear systems. to estimate the optimum performance, a modified inverse-transform (idre) method using the first and second
order shift operator is used. moreover, a constraint based on the nonlinear electrical network is used, called the zero-crossing operator,
to be adopted in the problem. the parameters are estimated using a multi-step optimization algorithm based on the power system
model. the results indicate that in order to find an optimal solution of the network, it is necessary to understand the influence of
the parameters in the network and to be able to take into account the influences of the parameters. (c) 2016 elsevier b.v. all rights
reserved.

Augmented Text 5: the article presents an approach to determine the most cost-efficient way of resolving the problem of energy management of high
power grid systems such as, for example, the distribution network or even the entire electrical network. the main objective is to
reach the equilibrium point between the nominal and actual value of the active components of the network, thus reaching the most
cost-efficient ones. to reach the optimum solution, the paper first proposes a nonlinear recursive method based on the interaction of
the kinematic and electromechanical parameters. it then moves on to use an iterative algorithm based on the recursive least squares
technique to find the optimal solutions of the optimal problem. furthermore, it uses the ahysteresis model to evaluate the effectiveness
of the proposed method. the effectiveness of the proposed method has been evaluated through simulations on a 125kw (ems) power
grid connected to a distribution network for a nominal size of 5000mw. the results show that the proposed approach can reduce the
energy consumption by up to 4%. (c) 2016 published by elsevier ltd.

Table 11: Case study of the samples generated by our proposed methods.
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�3 C3. Did you report descriptive statistics about your results (e.g., error bars around results, summary
statistics from sets of experiments), and is it transparent whether you are reporting the max, mean,
etc. or just a single run?
4

�3 C4. If you used existing packages (e.g., for preprocessing, for normalization, or for evaluation), did
you report the implementation, model, and parameter settings used (e.g., NLTK, Spacy, ROUGE,
etc.)?
4

D �7 Did you use human annotators (e.g., crowdworkers) or research with human participants?
Left blank.

� D1. Did you report the full text of instructions given to participants, including e.g., screenshots,
disclaimers of any risks to participants or annotators, etc.?
No response.

� D2. Did you report information about how you recruited (e.g., crowdsourcing platform, students)
and paid participants, and discuss if such payment is adequate given the participants’ demographic
(e.g., country of residence)?
No response.

� D3. Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? For example, if you collected data via crowdsourcing, did your instructions to
crowdworkers explain how the data would be used?
No response.

� D4. Was the data collection protocol approved (or determined exempt) by an ethics review board?
No response.

� D5. Did you report the basic demographic and geographic characteristics of the annotator population
that is the source of the data?
No response.
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