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Abstract

Learning multiscale Transformer models has
been evidenced as a viable approach to aug-
menting machine translation systems. Prior
research has primarily focused on treating sub-
words as basic units in developing such sys-
tems. However, the incorporation of fine-
grained character-level features into multiscale
Transformer has not yet been explored. In this
work, we present a Slow-Fast two-stream learn-
ing model, referred to as TranSFormer, which
utilizes a “slow” branch to deal with subword
sequences and a “fast” branch to deal with
longer character sequences. This model is effi-
cient since the fast branch is very lightweight
by reducing the model width, and yet provides
useful fine-grained features for the slow branch.
Our TranSFormer shows consistent BLEU im-
provements (larger than 1 BLEU point) on sev-
eral machine translation benchmarks.

1 Introduction

Transformer (Vaswani et al., 2017) has demon-
strated strong performance across a range of nat-
ural language processing (NLP) tasks. Recently,
learning multiscale Transformer models has been
evidenced as a promising approach to improving
standard Transformer. Previous research on this
line can be broadly categorized into two streams:
one learns local fine-grained features by using a
fixed-length window (Yang et al., 2019; Hao et al.,
2019; Guo et al., 2020), linguistic-inspired local
patterns (Li et al., 2022b), and a hybrid approach
that combines convolution and self-attention mod-
els (Gulati et al., 2020) or run in parallel (Zhao
et al., 2019); the other learns sequence representa-
tions by considering multiple subword segmenta-
tion/merging schemas (Wu et al., 2020).
Despite the attractiveness of these approaches,
previous work is based on an assumption that sub-
*The work was done when the first author was an intern

at Microsoft Research Asia.
t Corresponding author.

Fast Encoder
Q
g
g _> Lf
8 @)
e g V| 8
H 2. 2 ©
s g &
9
Slow Encoder
%}
E
e — il I I O
2
(=%
H, L L

Figure 1: Overview of the proposed TranSFormer, an
encoder-decoder paradigm where the encoder involves
two separated branches. One is the Slow-branch with
subword-level input features and the other is the Fast-
Branch with character-level features. H is far smaller
than H for computation efficiency.

words are the basic units in sequence modeling,
and therefore ignores smaller, more fine-grained
character-level features. In fact, the benefits of
using characters have long been appreciated, and
character-based models have been discussed in sev-
eral sub-fields of NLP, such as language modeling
(Xue et al., 2022) and machine translation (Lee
etal., 2017; Li et al., 2021; Gao et al., 2020). But
there are still important problems one needs to ad-
dress in multi-scale Transformer. The first of these
is the computational challenge of dealing with long
sequences. For example, when we represent an En-
glish text as a character sequence, the length of this
sequence is in general 5x longer than that of the
subword sequence. We therefore need to consider
this length difference in model design. The second
problem is that, from a multiscale learning perspec-
tive, learning text representations with features at
different levels is not just making use of the syn-
tactic hierarchy of language. To better model the
problem, we need some mechanism to describe the
interactions among these different linguistic units.

In this study, we aim to exploit the potential
of character-level representations in multiscale se-
quence models while maintaining computational
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efficiency. Drawing inspiration from the SlowFast
convolutional models in video classification (Fe-
ichtenhofer et al., 2019), we propose the Slow-
Fast Transformer (TranSFormer) model, which
utilizes a fast, thin branch to learn fine-grained
character-level features and a slow, wide branch
to capture correlations among subword features.
A cross-granularity attention layer is placed be-
tween the self-attention and feedforward sublayers
to make exchanges of cross-granularity informa-
tion. This enables the slow branch to be aware
of fine-grained features while providing optimized
high-level representations of the input sequence to
the fast branch.

We also make use of character-to-word boundary
information to model the interactions among neigh-
boring characters in a word. Additionally, we de-
velop a boundary-wise positional encoding method
to better encode the positional information within
words for the fast branch. Through a series of exten-
sive experiments on the WMT’ 14 English-German,
WMT’ 17 Chinese-English and WMT’ 16 English-
Romanian tasks, we demonstrate that TranSFormer
yields consistent performance gains while having
a negligible increase in the number of parameters
and computational cost. As a bonus, our TranS-
Former is robust to errors caused by suboptimal
tokenization or subword segmentation.

2 Related Work

Multiscale Transformer Learning multiscale
Transformer is a promising way to acquire for fur-
ther improvements in the machine translation task.
A feasible way is to model global and local patterns
to enhance Transformer models (Shaw et al., 2018;
Yang et al., 2018, 2019; Zhao et al., 2019). These
work mainly modeled the localness within a fixed
window size upon subword input features. Apart
from these, Wu et al. (2018) partitioned the input se-
quence according to phrase-level prior knowledge,
and build attention mechanism upon phrases. Simi-
larly, Hao et al. (2019) proposed a multi-granularity
self-attention mechanism, designed to allocate dif-
ferent attention heads to phrases of varying hierar-
chical structures. Perhaps the most related work to
ours is UMST (Li et al., 2022b). They re-defined
the sub-word, word and phrase scales specific to
sequence generation, and modeling the correla-
tions among scales. However, more fine-grained
character-level scale is not explored in the previous
work due to the serve challenge for encoding long

character sequences.

Character-level NMT Fully character-level neu-
ral machine translation originates from recurrent
machine translation system in Lee et al. (2017).
They built a fully character-level encoder-decoder
model, and utilize convolution layers to integrate
information among nearby characters. Cherry et al.
(2018) show the potential of character-level models
which can outperform subword-level models under
fully optimization. This contributes to their greater
flexibility in processing and segmenting the input
and output sequences, though modeling such long
sequences is time-consuming. More recently, sev-
eral studies analyze the benefits of character-level
systems in multilingual translation scenarios (Gao
et al., 2020), low-resource translation and translat-
ing to typologically diverse languages (Li et al.,
2021). But these methods all simply view char-
acters as basic units in language hierarchy, and it
is still rare to see the effective use of multi-scale
learning on character-based language features.

Multi-Branch Transformer The utilization of
multi-branch architectures has been extensively
studied in Transformer models. Early efforts
in this area include the Weighted Transformer
(Ahmed et al., 2017), which replaced the vanilla
self-attention by multiple self-attention branches.
Subsequently, the Multi-attentive Transformer (Fan
et al., 2020) and Multi-Unit Transformer (Yan et al.,
2020) have advanced this design schema by incor-
porating branch-dropout and switching noise in-
puts, respectively. Additionally, Wu et al. (2020)
investigated the potential advantages of utilizing
dual cross-attention mechanisms to simultaneously
attend to both Sentencepiece (Kudo and Richard-
son, 2018) and subword (Sennrich et al., 2016). In
this work, we take a forward step to exploit the
potential of character features. We argue that a
lightweight branch is sufficient to encode useful
fine-grained features, an aspect that has not been
previously investigated.

3 Method

The proposed TranSFormer follows a encoder-
decoder paradigm (see Figure 1) which involves
two encoder branches operating at different input
granularities. The original subword encoder, which
has a large model capacity for fully learning corre-
lations among input individuals, is defined as the
slow branch. The other branch, designed to handle

6884



Character: A . SWiss . bicycle

A_swiss _bicycle
A
s
w
i
N
s
b
i
c
y
c
1
€
(a) Af

Subword: A swi@@ ss bicy@@ cle

(b) As

0.8

0.6 |

Percentage

0.4 -

o2 | N

Number of subwords or characters

(c) Length Distributions

Figure 2: An example of the character-to-word boundaries (a), subword-to-word boundaries (b), along with the
distribution of character/subword counts within a single word for the source language in the WMT En-De task (c).
Note that characters/subwords in same color belong to the same word, and “_" denotes the word boundary among
characters. Similar trends would be observed in Romanian and Mandarin.

character-level representations using a thin encoder
to efficiently capture correlations among charac-
ters, is referred to as the fast branch. Our goal is
to use the fast branch to learn a fine-grained but
less precise representation to complement the slow
branch. In the following sections, we will elaborate
the core design of Slow branch, Fast branch and
the cross-granularity attention, respectively.

3.1 The Slow Branch for Subwords

We use the standard Transformer as the slow branch
due to its strong ability to model global interac-
tions among input sequences. The input of the
slow branch is the mixture of subwords and words
since some high-frequency words have not been
further divided into subwords. Following the sug-
gestions in Li et al. (2022b), we adopt a graph
convolutional network to model the inner corre-
lations among words through the adjacency ma-
trix A,. To this end, the Slow branch then en-
codes the enhanced representation via the self-

attention mechanism, SAN = Softmax(Q'—\/%T) -V,
where ), K, V are obtained through three inde-
pendent projection matrix, such as Wy, Wy, W,,.
A point-wise feed-forward network is followed,
FEFN = max(xWi + b1, 0)Ws + ba, where W and
Wy are transformation matrices and b and b, are
bias matrices. To bridge the gap between two gran-
ularities, we sandwich a new sublayer between the
self-attention and the feed-forward network, to ac-
complish the feature interaction between the slow
and fast branches. A straightforward idea is to em-
ploy a cross-attention similar with encoder-decoder

attention in the decoder side. We will discuss more
details in the Section 3.3.

3.2 The Fast Branch for Characters

To enhance the efficiency of modeling long
character-level inputs, we propose the use of a fast
branch with a tiny hidden size. The hidden size
is a critical factor in the computation of the self-
attention network (Vaswani et al., 2017), and by
reducing it, we can achieve faster computation. To
the best of our knowledge, this is the first attempt
to design multiscale Transformer models that con-
siders character-level features, as the long input
sequence has previously hindered such exploration.

While the fast branch may not be as powerful
as the slow branch, it is still effective in learning
fine-grained features. Our initial experiments have
yielded two notable findings: 1) a slow branch
with hidden size of 32 is sufficient for transferring
fine-grained knowledge to the slow branch, and
2) cross-granularity fusion is crucial for the slow
branch, while removing the reversed fusion in the
fast branch has only a moderate effect on perfor-
mance. We would ablate this settings in the Section
4.2. To further improve the modeling ability, we
introduce several techniques as follows:

Char Boundary Information The use of word-
boundary information has been shown to effec-
tively reduce the redundant correlations among sub-
words, as demonstrated in (Li et al., 2022b). This
leads to the consideration of character-level mod-
eling, which poses a more challenging problem
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Figure 3: The encoder architecture of the proposed TranSFormer, a two-branch network with fast branch (left)
and slow branch (right). Ay and A, are adjacency matrices of fast and slow branches. Here, we omit the layer
normalization for simplification. Actually, we follow the pre-normalization strategy as its stability.

due to the greater number of characters typically
present within a word in comparison to subwords.
The statistical analysis in Figure 2c further evi-
dences it that a significant proportion of words con-
tain more than 5 characters, while a much smaller
number are divided into subwords. Thus, model
may be unable to discern the distinction between
the same character that belongs to the same word
and that of distinct words.

To address this issue, we propose the use of a
character-level graph convolution network (GCN)
to learn local, fine-grained features while also al-
lowing each character to be aware of its proximity
to other characters. GCN(Kipf and Welling, 2017)
is a suitable choice for this task as it aggregates fea-
ture information from the neighbors of each node to
encapsulate the hidden representation of that node.
The computation can be described as:

~_ 1 _
GCNpast = o(D; 2 A D

A ¢t = Ay + Iy, denotes the adjacency matrix of
the undirected graph with self-connections. Here
71, denotes the identity matrix. D ¢ 1s the degree
matrix of the adjacency matrix Aj. W is a linear
transformation which is a trainable parameter. The
character-level encoder architecture is illustrated in
Figure 3.

Boundary-wised Positional Encoding To fur-
ther enhance the relative positional representation
among characters, we design a boundary-wised po-
sitional encoding (PE) method. Our intuition is
to provide each character with the ability to rec-
ognize which characters belong to the same word.
Thus we restrict the relative window within each
word, as illustrated in Figure 4. Vanilla relative
positional encoding (Shaw et al., 2018) models the
correlations in a fixed window size 2k + 1. Here
we set k = 3, positions exceed k£ would be masked.
Differently, the proposed boundary-wised PE is
utilized to enhance the inner relative positional in-
formation among characters within each word. In
our preliminary experiments, boundary-wised PE
is helpful for stable training.

3.3 Cross-Granularity Fusion

As depicted in Figure 3, the computation of the
two branches in our TranSFormer architecture is
separated, with each branch operating indepen-
dently of the other’s representation. To facilitate
communication between the branches, we propose
the utilization of a cross-granularity information
fusion method within each encoder block. This
method can be implemented through various op-
tions. Given the lengths of the slow and fast
branches as Ly and Ly, and the hidden sizes as
H, and Hy, respectively, the goal is to seamlessly
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Figure 4: Comparison of the relative positional encod-
ing (a) and our proposed boundary-wised positional
encoding method (b). Note that characters in a dark
color means the mask for exceeding the max window.

integrate cross-scale information within each en-
coder block between the two branches. In the field
of machine translation, it is straightforward to em-
ploy cross-attention mechanisms, such as encoder-
decoder attention (Vaswani et al., 2017) or context-
aware cross-attention (Voita et al., 2018), to capture
correlations between the representations.

Our default strategy is to employ a cross-
granularity attention mechanism (namely CGA)
sandwiched between the self-attention and feed-
forward network. The architecture is plotted in
Figure 3. x; and x4 denote the representation
of the fast and slow branches, respectively. The
challenge remains here is the mismatched feature
shape between x5 and z; Here, we take the Fast
branch as an instance, we first normalize x, via
&y = LN(x5). LN(-) denotes the layer normaliza-
tion for stable optimization. Then Z is fed into
CGA of the fast branch, the formulation is as fol-
lows:

a. (n k\T
Softmax(wfwf (@7 W5) ),
a5
ATTNy - 2; WY, 2)

ATTN; =

CGA =

where the query is derived from the residual output
of SAN in the Fast branch via z - W}]. The key and

value are derived from the Slow branch via z ¢ WJ’;C
and Ty W}’, respectively. It is worthy to note that,
the shape of W}“ and W}’ € RHs*Hy to reduce
the hidden size. Detailed transformation could be
found in the left part of Figure 3.

It is important to note that our proposed method
of cross-granularity fusion is bidirectional, as op-
posed to the lateral connections used in the Slow-
Fast (Feichtenhofer et al., 2019). Other alternative
methods would be discussed in Section 4.3.

3.4 Interactions Between Encoder and
Decoder

In vanilla Transformer, the key and value of the
encoder-decoder attention on the decoder side de-
rives from the encoder output, however, there are
two branches in our TranSFormer (See Figure 1). It
is worthy to investigate how to effectively leverage
the multi-granularity representations. Our default
strategy is to regard the fast branch as an auxiliary
to provide fine-grained features for the slow branch,
thus only the output of the slow branch is exposed
to the decoder. Besides this, there are also several
feasible options. For example, we can fuse the
outputs of two branches as the final encoder out-
put, or building a double-branch encoder-decoder
attention to attend two branches independently. We
compares this options in our experiments.

4 Experiments

4.1 Experimental Setups

Datasets The present study examines the perfor-
mance of our proposed TranSFormer on several
machine translation datasets: the WMT’ 14 English-
German (En-De), WMT’ 16 English-Romanian
(En-Ro) and WMT’17 Chinese-English (Zh-En)
datasets. The En-De dataset comprises approxi-
mately 4.5 million tokenized sentence pairs, which
were preprocessed following the same procedure as
in Ott et al. (2018) to yield a high-quality bilingual
training dataset. For validation, we use the new-
stest2016 set, while the newstest2014 set served as
the test data. The En-Ro dataset consists of 610K
bilingual sentence pairs, and we adopt the same
preprocessing scripts as in Lee et al. (2018); Kasai
et al. (2020), using a joint source and target BPE
factorization with a vocabulary size of 40K. The
newsdev2016 set is used for validation, while the
newstest2016 set served as the test set. For the Zh-
En task, we collect all the available parallel data for
the WMT17 Chinese-English translation task, con-
sisting 15.8M sentence pairs from the UN Parallel
Corpus, 9M sentence pairs from the CWMT Cor-
pus and about 332K sentence pairs from the News
Commentary corpus. After carefully data filtering
setups in Hassan et al. (2018), there are left 18M
bilingual pairs. newsdev2017 and newstest2017 are
served as the validation and test sets, respectively.

Setups For the machine translation task, we
mainly evaluate the proposed TranSFormer on base
and big configurations. The hidden size of slow
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Base Big
Model Enc. . Dec: piram BLEU  Param BLEU
Transformer (Vaswani et al., 2017) Sub Sub 65M 27.30 213M 28.40
Transformer Char Sub 63M 26.56 208M 28.05
RPR (Shaw et al., 2018) Sub Sub 65M 27.60 213M  29.20
CSAN (Yang et al., 2019) Sub Sub 88M 28.18 - 28.74
Multiscale Localness (Yang et al., 2018) Sub Sub 8OM 28.11 267M 29.18
MG-SA (Hao et al., 2019) Sub Sub 89M 28.28 271IM  29.01
UMST (Li et al., 2022b) Sub Sub 70M 28.51 242M  29.75
Muse (Zhao et al., 2019) Sub Sub - - 233M 29.90
Double-Branch Multi-Attentive (Fan et al., 2020) Sub Sub - - 325M 29.80
Multi-Unit (Yan et al., 2020) Sub Sub 130M 29.30 - -
ConvTransformer (Gao et al., 2020)  Char Char 65M 2347 - -
Character-level Fast Only (Hidden=32, L=6) Char Sub 42M  17.9016.9) - -
Fast Only (Hidden=512, L=6) Char Sub 64M  27.11(26.1y 211M 28.65(27.6)
Slow Only Sub Sub 63M 27.40(26.4) 211IM 28.80(27.5)
Slow-Fast TranSFormer (Hidden=32, L=6) Char/Sub Sub 66M 28.56(27.6) 23IM 29.85(23.9
TranSFormer + ODE (Li et al., 2022a) Char/Sub Sub 66M  29.30(25.3) - -

Table 1: Comparison with previous studies on the WMT En-De task. Models with T denote the re-implementing
results based on our codebase within the same hyperparameters. BLEU at the right corner denotes the SacreBLEU.

(a) Previous work based on Big models

System Params BLEU
Transformer-Big(Hassan et al., 2018) - 2420
CSAN (Yang et al., 2019) - 25.01
Localness (Yang et al., 2018) 307M  25.03
UMST (Li et al., 2022b) 307M  25.23
(b) Our Big models
subword-level Transformer-Big 261M 24.41
character-level Transformer-Big 258M 23.80
TranSFormer (Hidden=64) 283M 25.55

Table 2: Results on WMT Zh-En. We compare several
prior work of learning local patterns.

branch is 512/1024 for base and big, respectively.
And the filter size in FFN is 2048/4096. In our de-
fault setting, a width of 32 slow branch is enough to
learn fine-grained features, and the corresponding
filter size is set to 128. We both employ residual
dropout, attention dropout and activation dropout.
All values are 0.1, except the residual dropout 0.3
for big counterparts.

Training and Evaluations The codebase is de-
veloped upon Fairseq (Ott et al., 2019). All experi-
ments are conducted on 8 Tesla V100 GPUs. We
use Adam (Kingma and Ba, 2015) optimizer with
(0.9, 0.997), and the default learning rate schedule
with 0.002 max value, 16, 000 warmup steps. For
machine translation tasks, BLEU scores are com-
puted by mult-bleu.perl, and we also provide the
SacreBLEU! for En-De. The beam size is 4 for
En-De and 8 for Zh-en, and the length penalty is
0.6 and 1.3, respectively.

'"BLEU+case.mixed+numrefs. 1+smooth.exp+
tok.13a+version.1.2.12

Model Param BLEU
DELIGHT (Mehta et al., 2020) 53M 3470
Baseline in MBART (Liu et al., 2020) - 3430
Baseline in D1sco (Kasai et al., 2020) - 34.16
Transformer t (Vaswani et al., 2017) 54M  34.21
TNT7T (Han et al., 2021) 73M  34.00
UwmsT (Li et al., 2022b) 60M  34.81
ODE Transformer (Li et al., 2022a) 6OM 3494
TranSFormer (Hidden=32) SOM 3540

Table 3: Results on the WMT En-Ro task.

Results of En-De The results of the WMT En-
De task under both base and big configurations
are summarized in Table 1. As evidenced by the
results, our TranSFormer model demonstrates sig-
nificant improvements in BLEU when compared to
the Slow only model, with gains of up to 1.16/1.05
BLEU scores under the base/big configurations.
Conversely, the Fast only baseline, which has a
hidden size of 32, only attains a BLEU score of
17.90, leading to a considerable performance gap
due to its limited capacity. However, it still con-
tributes up to a 1.14 BLEU-point benefit to the
Slow branch, indicating that the fine-grained corre-
lations modeled by the Fast branch are complemen-
tary. Additionally, we present the results of prior
works, which have employed both character-level
and subword-level systems, and categorize them in
terms of various aspects. TranSFormer can beat or
on par with prior works with less parameters. This
indicates the investigation of character-level mutlis-
cale models is meaningful. Note that TranSFormer
is computationally efficient, only requiring addi-
tional 15% training cost and negligible inference
latency. And TranSFormer can also benefit from
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Model Width | En-De Param.|Zh-En Param. Model Fusion Methods BLEU
Transformer - 2720 63.1M|24.41 261.9M Slow only - 27.20
TranSFormer| 16 |28.10 66.6M | 25.20 281.0M Fast only - 17.90
TranSFormer| 32 |28.56 66.9M | 25.47 281.7M TranSFormer CGA 28.56
TranSFormer| 64 |28.39 67.6M|25.55 283.1M TranSFormer | Linear + Attention  28.47
TranSFormer| 128 |28.27 69.7M | 25.51 286.6M TranSFormer DS + Concat 27.82
TranSFormer| 256 |28.17 76.1M|25.33 295.7M TranSFormer DS + Sum 27.96

(a) Char-width: Comparisons of various char width on (b) Fusion Method: Fusing Slow and Fast

performance. branches with several types of methods.
Input Granularity

Model | Enc. Output BLEU Model Slow-Branch Fast-Branch BLEU
TranSFormer Slow Branch 28.56 TranSFormer Subword Character 28.56
TranSFormer Fast Branch 23.11 TranSFormer Subword Subword 27.50
TranSFormer | Both Slow and Fast ~ 28.25 TranSFormer Subword Sentencepiece | 28.27
(c) Interactions: Figuring out the impact of vari- TranSFormer | Sentencepiece Character 28.60

ous encoder-decoder interaction manners on perfor-
mance.

(d) Input: Figuring out the impact of various input granularites
for Slow and Fast branch.

Table 4: Ablations on TranSFormer design on the WMT En-De task. The evaluation metric is BLEU (%). We
mainly ablate the experiments from the width of fast branch, various fusion methods, the interactions between

encoder-decoder, and the input granularity.

advanced design, e.g., another 0.74 improvement
with ODE method (Li et al., 2022a).

4.2 Results

Results of Zh-En The WMT’17 Zh-En task
poses a significant challenge due to the linguis-
tic differences between Chinese and English. Ad-
ditionally, the Chinese language owns less char-
acters per word than English. Table 2 shows the
results of our comparison of the TranSFormer with
prior works. We observe TranSFormer yields a 1
BLEU point improvements than the subword-level
systems. Our TranSFormer model demonstrates
superior performance compared to previous work
that models local patterns, while maintaining effi-
cient computational requirements. We will exploit
whether TranSFormer can gain more benefits when
incorporating these techniques on the slow branch.

Results of En-Ro Furthermore, our empirical
evaluations of the proposed TranSFormer archi-
tecture on the smaller WMT En-Ro dataset also
demonstrate consistent improvements in BLEU
scores as a result of the utilization of interactions
among granularities. Notably, the TranSFormer
model even outperforms the ODE Transformer (Li
et al., 2022a), an advanced variant that leverages
the advantages of high-order ordinary differential
equations (ODE) solutions, by a substantial margin
while incurring less computational cost.

4.3 Analysis

This section provides ablation studies of TranS-
Former in terms of several core techniques.

Effect of width on Fast branch We first aim
to explore TranSFormer under various widths of
the Fast branch, including 16, 32, 64, 128 and 256.
Results in Table 4a show that even a hidden size of
16 can provide helpful fine-grained features for the
slow branch, and yielding almost 1 BLEU-point
gains by bringing modest parameters. Empirically,
a hidden of 32 and 64 deliver the best performance
on base (En-De) and big (Zh-En) configurations,
respectively. Further increasing the hidden layer
dimension of the model results in no more gains,
while requiring more computational cost.

Fusion methods between branches In addition
to our proposed fusion method CGA, there are sev-
eral alternative techniques that can be considered.
The most straightfoward one is to transform the hid-
den with a linear projection and then use a standard
cross-attention. It delivers similar performance
but consumes more parameters. Another option is
to downsample the character-level representation
from Ly to L, and then concatenate (namely DS
+ Concat) or sum (DS + Sum) the two representa-
tions. Although both of these methods have been
found to outperform the Slow only baseline, they
have not been found to be on par with CGA method.
This may be due to the fact that downsampling may
impede optimization due to the low compression
ratio of text compared with images.

Various interaction methods In Table 4c, we
present a summary of various promising options
for interactions between the encoder and decoder.
Empirical results indicate that utilizing the Slow
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# | Model | BLEU
1 | TranSFormer 28.56
2 | w/ unidirectional CGA 28.41
3 | w/o character-boundary 27.61
4 | w/replace boundary with random 26.79
5 | w/oboundary-wised PE 28.13
6 | w/ linear attention (Wang et al., 2020) | 28.08

Table 5: Ablations on the fast branch in terms of several
core design schemas.

# | Model | BLEU
1 | TranSFormer (default: all blocks) 28.56
2 | + at the last encoder block (e.g., 6) | 27.99
3 + at bottom 3 blocks (e.g., 1/2/3) 28.10
4 | + attop 3 blocks (e.g., 4/5/6) 28.40
5 + every 2 blocks (e.g., 1/3/5) 28.20

Table 6: Ablations on operating interactions between
two branches in different levels.

branch as the output yields the highest performance.
This can be attributed to the Fast branch’s ability
to provide fine-grained features and low-level se-
mantic knowledge as auxiliary information to the
Slow branch. Additionally, while utilizing the Fast
branch as the encoder output results in inferior per-
formance compared to the baseline, it still yields a
significant improvement over the Slow only base-
line (17.90). This highlights the effectiveness of
the TranSFormer model in leveraging interactions
between different granularities. Furthermore, we
also evaluated a two-stream approach in the de-
coder, in which one stream attends to the Slow
branch and the other attends to the Fast branch,
with a gated mechanism being used to fuse the fea-
tures. However, this method was not sufficient to
further improve performance. We attribute this to
the negative interactions brought by the Fast branch,
increasing the optimization difficulty.

Effect of various input granularities To ascer-
tain whether the observed performance gains can
be attributed to the complementary information
provided by fine-grained character-level represen-
tations, we replaced the input of the fast branch
with subword-level sequences, identical to that of
the slow branch. The results presented in Table 4d
demonstrate a degradation of up to 1 BLEU point.
This can be attributed to the lack of distinct or com-
plementary features provided by the fast branch
and the limited capacity of the model in fully op-
timizing subword-level features. This observation
further supports the hypothesis that the Slow-Fast
design can learn complementary features for each
granularity. Furthermore, we found that the TranS-

# | Model | 50K | 500K | 1000K
1 | TranSFormer 11.87 | 22.75 | 25.30
2 | Character-only | 10.50 | 20.50 | 22.50
3 | Subword-only | 7.00 22.00 | 23.50

Table 7: Comparison of different low-resource settings,
including 50K, 500K, and 1000K training subsets sam-
pled from the WMT En-De dataset.
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Figure 5: BLEU against differnt BPE merging opera-
tions and model depths.

Former architecture with sentencepiece (Kudo and
Richardson, 2018) as the fast branch input can
also benefit from the two-branch design, due to the
different segmentations. Additionally, our TranS-
Former is a general design that can work well with
a character-level fast branch and a sentencepiece-
level slow branch, yielding a BLEU score of 28.60,
even slightly better than the subword-level one.

Ablations on fast branch designs It is hard to
directly learn the tedious character sequence. The
proposed character-boundary injection serves as
a crucial component in addressing this challenge.
Without this injection, the TranSFormer model suf-
fers from a significant decrease in BLEU (#3). Fur-
thermore, the situation is exacerbated when the
boundary is replaced with a randomly initialized
one (#4), emphasizing the importance of the pro-
posed character-boundary injection. Also, both
removing the boundary-wised positional encoding
(#5) or replacing the vanilla attention by linear at-
tention (Wang et al., 2020) (#6) lead to modest
BLEU degradation. While, there is no significant
impact when using unidirectional CGA (# 2, from
Fast to Slow).

Ablations on interactions in different levels
Our default configuration permits the model to
allocate interactions at each encoder layer. It is
beneficial to determine how interaction frequency
impacts the performance. Table 6 compares vari-
ous interaction frequencies at different levels, in-
cluding exclusively at the final encoder block, the
bottom three blocks, the top three blocks and every
two blocks. The experiments were conducted on
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Figure 6: Results on MorphEval. Where P-Gender
and P-Number stands for pron2nouns-gender and
pron2nouns-number.

# | Model | FLOPs

1 | Baseline 1.1G FLOPs
2 | TranSFormer 1.4G FLOPs
3 | Baseline (Big) 3.9G FLOPs
4 | TranSFormer (Big) | 5.0G FLOPs

Table 8: Comparison of FLOPs of different models.

WMT En-De. It is evident that the default configu-
ration delivers optimal performance. Interactions
conducted at the top three blocks demonstrate supe-
rior results compared to those at the bottom three
blocks. Furthermore, performing fusion solely at
the last encoder block proves insufficient for the
model to learn multiscale interactions effectively.

BLEU v.s. Depth and BPE mergings Figure
5 plots the performance against model depths and
BPE merging operations. The proposed TranS-
Former architecture demonstrates consistent per-
formance improvements as a result of increased
encoder depth. Furthermore, an empirical evalua-
tion of the TranSFormer against various byte-pair
encoding (BPE) operations (Sennrich et al., 2016),
on the slow branch of the model yields a statisti-
cally significant average gain of 1.1 BLEU scores
over the Slow only baseline.

Low resource setting and morphological evalu-
ation Li et al. (2021) has shown that character-
level systems are better at handling morpholog-
ical phenomena and show strong performance in
low-resource scenarios than subword-level systems.
Consequently, we evaluate how TranSFormer be-
haves at these scenarios. For the low-resource set-
ting, we randomly select subsets of 50K, 500K,
and 1000K from the WMT En-De training corpus.
TranSFormer achieves respective BLEU scores of
11.87, 22.75, and 25.30, while the character-only
and subword-only Transformers yield approximate
scores of 10.50/7.00, 20.50/22.00, and 22.50/23.50.
This empirical evidence demonstrates that TranS-
Former effectively amalgamates the benefits of

both character-level and subword-level features.
Moreover, Figure 6 plots the performance on Mor-
phEval(Burlot and Yvon, 2017) benchmark. TranS-
Former behaves better than subword solely in terms
of Negation, Past, P-Gender and P-Number met-
rics.

Comparisons in Efficiency Table 8 compares
the FLOPs between baseline and our TranSFormer
both in base and big configurations. Due to the
light computation cost of the fast branch, TranS-
Former only brings additional 0.3G/1.1G FLOPS
in base/big configurations, respectively. Note that
the bulk of the additional computational cost is as-
sociated with the upsampling/downsampling oper-
ations within the cross-granularity attention mech-
anism. This process aligns the hidden size between
the two representations.

5 Conclusions

In this work, we comprehensively leverage the
potential of character-level features in multiscale
sequence models while preserving high computa-
tional efficiency. To accomplish this, we propose
a Slow-Fast Transformer architecture consisting
of two branches in the encoder. The slow branch,
akin to the vanilla Transformer, handles subword-
level features, while the fast branch captures fine-
grained correlations among characters. By lever-
aging the complementary features provided by the
fast branch, our TranSFormer demonstrates consis-
tent improvements in BLEU scores on three widely-
used machine translation benchmarks. Further in-
depth analyses demonstrate the effectiveness of the
TranSFormer and its potential as a universal multi-
scale learning framework.
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Limitations

The proposed TranSFormer architecture employs
a two-branch design, which separately encodes
character-level and subword-level features. Our
original design of the proposed cross-granularity
attention is to acknowledge the correlation between
subwords and characters that belong to the same
word. For example, a cross-granularity Gaussian
distribution to let subwords pay more attention to
the corresponding characters. However, the vari-
ability of word boundary information across sen-
tences presents a challenge in effectively batching
them and achieving high computational efficiency.
This is an area of ongoing research, and will be
the focus of future work. On the other hand, our
current evaluation of the TranSFormer architecture
is limited to machine translation tasks. It is worth
exploring the potential of TranSFormer in optimiz-
ing character sequences on natural language un-
derstanding tasks and other sequence generation
tasks, such as abstractive summarization. These
tasks are more challenging in terms of encoding
longer sequences, but we believe that TranSFormer
can serve as a versatile backbone. We aim to verify
its effectiveness on these tasks in the future.
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