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Abstract

A few benchmarking datasets have been re-
leased to evaluate the factual knowledge of pre-
trained language models. These benchmarks
(e.g., LAMA, and ParaRel) are mainly devel-
oped in English and later are translated to
form new multilingual versions (e.g., nLAMA,
and mParaRel). Results on these multilingual
benchmarks suggest that using English prompts
to recall the facts from multilingual models
usually yields significantly better and more
consistent performance than using non-English
prompts. Our analysis shows that mLAMA
is biased toward facts from Western countries,
which might affect the fairness of probing mod-
els. We propose a new framework for curating
factual triples from Wikidata that are culturally
diverse. A new benchmark DLAMA-v1 is built
of factual triples from three pairs of contrasting
cultures having a total of 78,259 triples from
20 relation predicates. The three pairs com-
prise facts representing the (Arab and Western),
(Asian and Western), and (South American and
Western) countries respectively. Having a more
balanced benchmark (DLAMA-v1) supports
that mBERT performs better on Western facts
than non-Western ones, while monolingual Ara-
bic, English, and Korean models tend to per-
form better on their culturally proximate facts.
Moreover, both monolingual and multilingual
models tend to make a prediction that is cul-
turally or geographically relevant to the correct
label, even if the prediction is wrong.

1 Introduction

Transfer learning paradigms such as fine-tuning,
few-shot learning, and zero-shot learning rely on
pretrained language models (PLMs), that require
having large compilations of raw data (Devlin et al.
2019; Brown et al. 2020; Chowdhery et al. 2022;
Scao et al. 2022). These PLMs showed some ability
to model different linguistic phenomena (Goldberg
2019; Jawahar et al. 2019) in addition to memoriz-
ing facts related to real-world knowledge. While

there is a drive to have multilingual models, En-
glish is still the language that is better supported
due to the abundance of large English raw cor-
pora, diverse datasets, and benchmarks. Moreover,
monolingual non-English PLMs are still being pre-
trained for other high-resource languages. As a way
to probe the non-English and multilingual PLMs,
researchers tend to translate English benchmarks
into other languages, which might degrade the qual-
ity of the samples especially if the translation is per-
formed automatically. While translating English
benchmarks saves the time and money needed to
build new language-specific benchmarks, it might
introduce unintended biases or artifacts into the
benchmarks.

LAMA (Petroni et al., 2019) and ParaRel (Elazar
etal., 2021) are two benchmarks developed to quan-
tify the factual knowledge of the English PLMs.
They used a setup in which a language model is
said to know a specific fact if it can predict the
right object for a prompt in a fill-the-gap setup
(e.g., For the prompt “The capital of England is
[MASK]", the model needs to fill the masked gap
with “London'"). Multilingual versions of these
benchmarks namely: mLAMA (Kassner et al.,
2021), and mParaRel (Fierro and Sggaard, 2022)
were released to evaluate the performance of mul-
tilingual PLMs by translating LAMA and ParaRel
into 53 and 46 languages respectively. The subjects
and objects of the triples within these benchmarks
were translated using their multilingual labels on
Wikidata, while the templates were automatically
translated from the English ones used in the origi-
nal benchmarks. These templates transform triples
into textual natural language prompts for probing
the models. X-FACTR is another benchmark shar-
ing the same setup, and is built for 23 different
languages (Jiang et al., 2020). All three bench-
marks sample factual triples in the form of (subject,
relation predicate, object) from T-REx, a dump
of Wikidata triples aligned to abstracts extracted
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from the English Wikipedia (Elsahar et al., 2018).
The way T-REx is constructed might make it more
representative of the facts related to Western cul-
tures, which might introduce an unnoticed bias to
the benchmarks based on it. We hypothesize that
having a fair representation of the different cultures
within a benchmark is vital for fairly probing mod-
els pretrained for multiple languages. The main
contributions of our paper can be summarized as
follows:

1. Investigating the impact of sampling mLAMA
triples from T-REx on the distribution of the
objects within the relation predicates.

2. Proposing DiverseLAMA (DLAMA), a
methodology for curating culturally diverse
facts for probing the factual knowledge of
PLMs, and building 3 sets of facts from pairs
of contrasting cultures representing the (Arab-
West), (Asia-West), and (South America-
West) cultures, to form DLAMA-v1'.

3. Showing the impact of having a less skewed
benchmark DLAMA-v1 on the performance
of mBERT and monolingual Arabic, English,
Korean, and Spanish BERT models.

4. Demonstrating the importance of having con-
trasting sets of facts in diagnosing the behav-
ior of the PLMs for different prompts.

2 Related Work

Petroni et al. (2019) investigated the possibility
of using PLMs as potential sources of knowledge,
which can later substitute manually curated knowl-
edge graphs. To this end, they created LAMA
(LAnguage Model Analysis), a dataset of 34,000
relation triples representing facts from 41 differ-
ent Wikidata relation predicates. These facts are
extracted from a larger dataset called T-REx that
contains 11 million relation triples, acquired from
a large Wikidata dump of triples, that were auto-
matically aligned to English Wikipedia abstracts
(Elsahar et al., 2018). Manual English templates
were written to transform the triples into prompts to
probe the model’s factual knowledge. The triples
were limited to the ones whose objects are tok-
enized into a single subtoken.

Kassner et al. (2021) constructed a multilingual
version of LAMA (mLAMA) having 53 different
languages. They handled the limitation of using
single-subtoken objects by computing the proba-

'The DLAMA-v1 benchmark and the codebase can be
reached through: https://github.com/AMR-KELEG/DLAMA

bility of a multi-subtoken object as the geomet-
ric mean of the subtokens’ probabilities. They
concluded that the performance of mBERT when
probed with prompts written in 32 languages is sig-
nificantly lower than mBERT’s performance when
probed with English prompts. Moreover, they ob-
served insignificant performance improvement for
German, Hindi, and Japanese when their corre-
sponding templates were manually corrected.

Similarly, Jiang et al. (2020) created X-FACTR
by sampling relation triples from T-REx for 46
different Wikidata predicates. The multilingual
Wikidata labels were used to translate the subjects
and objects of the triples. They compared multi-
ple decoding methods. Moreover, they employed
different templates to generate prompts having the
correct number/gender agreement with the subjects
of the triples. English prompts still outperformed
prompts written in 22 other languages.

ParaRel and its multilingual version mParaRel
are benchmarks created by sampling triples from
T-REx for 38 relation predicates (Elazar et al. 2021;
Fierro and Sggaard 2022). Their aim is to measure
the consistency of the model in making the same
prediction for different paraphrases of the same
template. Results on both benchmarks showed that
the multilingual mBERT and XLM-R models are
less consistent than the monolingual English BERT
model, especially when these multilingual models
are prompted with non-English inputs.

From a model diagnostics perspective, Cao et al.
(2021) found that English PLMs might be biased to
making specific predictions based on a predicate’s
template irrespective of the subjects used to popu-
late this template. Thereafter, Elazar et al. (2023)
designed a causal framework for modeling multiple
co-occurrence statistics that might cause English
PLMs to achieve high scores on some of LAMA’s
predicates.

We focus on why a non-English PLM might
fail to recall facts and hypothesize the following
possible reasons:

1. The quality of the template might degrade af-
ter automatically translating it from English.

2. Non-English or multilingual PLM are gen-
erally pretrained on a lesser amount of non-
English data and thus might be less capable
of recalling facts efficiently.

3. Translating the underlying facts of a bench-
mark, initially designed to probe English
PLMs, might cause a representational bias.
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While the first two factors are studied in the lit-
erature, we believe that the third factor is a major
quality issue that previous work has overlooked.
Randomly sampling the triples from T-REx might
introduce a representation bias toward Western cul-
tures, since only facts aligned to English Wikipedia
abstracts are considered. We investigate the pres-
ence of such bias (§3). Moreover, we empirically
demonstrate how better model diagnostics can be
performed when the benchmark is formed using
two diverse and contrasting sets of facts (§5).

3 Cultural Bias in mLAMA

Probing PLMs using prompts is an analysis tool at-
tempting to understand how they behave. A biased
probing benchmark might be deceiving, as both a
good-performing model and a model sharing the
same bias found in the benchmark would achieve
good performance. In this section, we investigate if
the facts within mLAMA might be biased toward
Western cultures, which can affect the reliability of
the performance scores achieved by PLMs when
probed using mLAMA.

3.1 Quantifying the Cultural Bias

As a proxy for measuring the skewness of the
triples of T-REx, LAMA, and X-FACTR toward
Western cultures, 26 relation predicates are selected
that have a person’s name or a place as their subject
or object. Moreover, 21 Western countries are iden-
tified as representative of Western cultures from
Western European and South Western European
countries?: Andorra, Austria, Belgium, France,
Germany, Ireland, Italy, Liechtenstein, Luxem-
bourg, Monaco, Netherlands, Portugal, San Marino,
Spain, Switzerland, the United Kingdom, in addi-
tion to Canada, the United States of America, Aus-
tralia, and New Zealand. For each relation predi-
cate out of the 26, triples with a subject or object
that either has a country of citizenship or is located
in one of the 21 Western countries are counted.
63.6% of the triples within the LAMA bench-
mark are related to these Western countries com-
pared to 62.7% for X-FACTR, and 57.1% for T-
REX (from which LAMA and X-FACTR are sam-
pled)’. This highlights the issue that aligning Wiki-
data triples to English Wikipedia abstracts in T-
REx would skew them toward Western countries,

2According to EuroVoc: https://eur-1lex.europa.eu/
browse/eurovoc.html?params=72,7206#arrow_912
3Full percentages for each predicate are listed in Table Al.

impacting both LAMA and X-FACTR.

3.2 Qualitative Analysis of the Bias and its
Impact

Kassner et al. (2021) used mLAMA to probe
mBERT using prompts in 41 languages. We find
that all the languages in which prompts achieve the
highest performance* use the Latin script, while
the ones with the least performance’ use other
scripts. This might be attributed to the model’s
ability to share cross-lingual representations for
common named entities for languages using the
Latin script, which allows for cross-lingual knowl-
edge sharing. Moreover, it is known that more than
78% of mBERT’s vocabulary is Latin subwords®.

However, there are still some relation predi-
cates for which a non-Latin scripted language out-
performs a Latin-scripted one. The P1407 (reli-
gion or worldview) predicate is a clear example of
these predicates. An example triple for the P140
predicate is: (Edward I of England, religion or
worldview [P140], Christianity). mBERT has
higher performance for Arabic (23.1%), Azerbai-
jani (8.1%), Korean (30.1%), Georgian (35.1%),
Thai (13.4%), Tamil (4.0%), Russian (54.6%), and
Japanese (30.0%) than for English (1.5%). Look-
ing at the objects for the English triples within
mLAMA, we find that 53.7% of the triples have
Islam as their object.

While the objects for the P140 predicate should
be religions, we find that only seven triples have
incorrect inflected forms of Muslim, Christian, and
Hindu instead of Islam, Christianity, and Hinduism.
Further investigation reveals that the English tem-
plate used to transform the triples into prompts is
([X] is affiliated with the [Y] religion .) which
would suit retrieving these infrequent inflected la-
bels than the frequent labels. Therefore, most pre-
dictions for the English prompts are considered
incorrect justifying the low performance achieved
for English. To overcome penalizing these pre-
dictions, we mapped the model’s predictions and
the objects’ labels such that for instance Christian
and Christianity are both considered to represent
the same prediction Christianity, and similarly for
Hinduism and Islam.

*English, Indonesian, Malay, Afrikaans, Galician, Viet-
namese, Danish, Spanish, Catalan, Cebuano, Romanian.

SRussian, Azerbaijani, Hebrew, Arabic, Korean, Armenian,
Georgian, Tamil, Thai, Japanese.

f’http://juditacs.github. i0/2019/02/19/

bert-tokenization-stats.html
"Wikidata predicates’ identifiers format is P[0 — 9]+.
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Arabic Azerbaijani Hebrew Armenian Georgian
P@1 = 63.0% P@1 = 53.6% P@1 = 27.0% P@1 = 22.2% P@1 = 48.4%
(245 v out of 389)(113 v out of 211) (83 v out of 307) (40 v out of 180) (103 v out of 213)

English Indonesian Malay Afrikaans Galician
P@1 = 51.4% P@1 = 71.2% P@1 = 71.1% P@1 = 59.0% P@1 = 54.3%
(243 v out of 473)(255 v out of 358)(145 v out of 204) (79 v out of 134) (114 v out of 210)
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Russian Thai Korean Japanese Tamil
P@1 = 64.7% P@1 = 20.1% P@1 = 29.9% P@1 = 32.6% P@1 = 20.7%
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Vietnamese Danish Spanish Catalan Romanian
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(a) Languages with the least overall performance on mLAMA. (b) Languages with the highest overall performance on mLAMA.

Figure 1: The distribution of the predictions of mBERT for the P140 predicate (religion or worldview) for prompts
in 20 different languages after merging similar objects’ predictions (e.g., Muslim and Islam). The *P

of

the bar represents the triples for which the prediction is correct, while the |red portion represents the triples for
which the prediction is wrong. The P@1 (Precision at first rank) metric is the percentage of triples for which the
model’s first prediction for a triple’s subject matches the triple’s object.

Note: P@1 scores are not directly comparable since the number of triples in mLAMA differs between languages.

Figure 1 shows the distribution of mBERT’s pre-
dictions for the P140 triples for prompts in 20 dif-
ferent languages after unifying the labels. We ob-
serve that: (1) For some languages, the predictions
are skewed toward a specific wrong label that is
culturally related to these languages. For exam-
ple, the mode of the predictions of prompts in Ar-
menian, Thai, Korean, and Tamil is Christianity,
Buddhism, Buddhism, and Hinduism respectively.
(2) Arabic, and Russian prompts tend to yield high
performance. The same holds for Indonesian and
Malay which achieve similar performance with less
skewness in the predictions. Since the label distri-
bution for this predicate within mLAMA is skewed
toward a specific label Islam, one can not confi-
dently conclude whether the model is choosing the
right answer for having some knowledge of the
facts or for making a biased guess that luckily co-
incides with the right label. While these findings
signify the possibility that mLAMA is biased for
the P140 predicate, it on the other hand might hint
that mLAMA is also biased toward Western cul-
tures for most of the remaining predicates. For
instance, the P103 (Native Language) predicate in
mLAMA has French as the correct label for 60.14%
of the triples.

4 Building DLAMA

Our methodology aims at building a culturally di-
verse benchmark, which would allow for a fairer
estimation of a model’s capability of memorizing
facts. Within DLAMA, query parameters form un-

derlying SPARQL queries that are used to retrieve
Wikidata triples as demonstrated in Figure 2.

To operationalize the concept of cultures, we
use countries as a proxy for the cultures of inter-
est. For instance, countries that are members of
the Arab League are considered representatives of
Arab cultures. Conversely, Western countries men-
tioned in §3.1 represent Western cultures. Further-
more, China, Indonesia, Japan, Malaysia, Mongo-
lia, Myanmar, North Korea, Philippines, Singapore,
South Korea, Taiwan, Thailand, and Vietnam are
13 countries from East Asia, and Southeast Asia®
representing Asian cultures, while Argentina, Bo-
livia, Brazil, Chile, Colombia, Ecuador, Guyana,
Paraguay, Peru, Suriname, Uruguay, Venezuela rep-
resent South American cultures.

For predicates in which the subject is a person,
we add a filter to the SPARQL query which limits
the country of citizenship of the person to a specific
set of countries (i.e., a specific culture). For predi-
cates in which the subject is a place, we limit the
values of the places to those located in a country
within the predefined set of countries related to the
target culture.

We implemented a Python interface to simplify
the process of querying Wikidata triples. Currently,
20 relation predicates are supported. The user-
friendly interface allows the addition of new rela-
tion predicates and filters, which we hope would
encourage contributions to DLAMA.

8Based on the UN stats classification: https://unstats.
un.org/unsd/methodology/m49/
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SPARQL Query.
Query parameters ﬁ 'SELECT ?person ?country ?subject_article_en |“”I|I“
WHERE (S1b) Query|| suburi jobjuri| article url
- Subject: Person { Wikidata Q81324 | Q30 Bret_Hart
- Object: Country (81a) Form " | yEs 2country {wd:Q30} . # Country is USA Q81328 | Q30 | Harrison_Ford
- Predicate: P27 (Country of Citizenship) | query 2person wdt:P27 2country . -
jf::"‘::ez:z"':;e;:;‘_: gﬁsn OPTIONAL {?subject_article_en schema:about ?person . Q65645 | Q30 |Matthias_Pintscher
guag : ENg ?subject_article_en schema:inLanguage "en" .
?subject_article_en schema:isPartOf
<https://en.wikipedia.org/> .} o (S2a) Query
' J articles'
sizes
suburi |objuri| articleurl | article size sub uri | obj uri article url article size
Q180589 | Q30 |Boris_Johnson| 433128 Q81324 | Q30 Bret_Hart 201353
Q22686 | Q30 |Donal_Trump | 417652 Q81328 | Q30 Harrison_Ford 81422
(S2b) Sort by
|IIHI|IH Q313381 | Q30 | Tom Brady | 408608 article size Q65645 | Q30 | Matthias_Pintscher | 6923
(S3) Query all|

valid objects

suburi |objuri| article url article size
Q30

Q145

Q180589 Boris_Johnson| 433128

I>/

sub label obj label
United States of America

United Kingdom

Boris Johnson

Q22686 | Q30 |Donal Trump | 417652
Q313381 | Q30 | Tom Brady | 408608

(S4) Query labels

Donald Trump United States of America

Tom Brady United States of America

Figure 2: A demonstration of DLAMA’s querying framework for the predicate P27 (Country of Citizenship).

4.1 Methodology of Querying Triples for a
Specific Predicate

Step #1 - Getting an exhaustive list of triples
for a Wikidata predicate: A set of parameters
need to be specified through the Python interface
to generate an underlying SPARQL query. These
parameters are (1) an entity label for the subject,
and an entity label for the object’, (2) a set of coun-
tries representing specific cultures, (3) a Wikidata
predicate relating the object to the subject, (4) a
list of Wikipedia sites that are expected to contain
facts related to each specified country, and (5) a
list of languages for which the parallel labels of
the subjects and the objects are acquired and later
used to populate the multilingual probing templates.
In addition to querying the Wikidata Unique Ref-
erence Identifiers (URIs) of the subjects and the
objects, the Unique Reference Links (URLSs) of the
Wikipedia articles linked to the subjects are queried
as optional fields.

Step #2 - Sorting the list of retrieved triples
by their validity: Facts on Wikidata are crowd-
sourced, and contributors are encouraged to add ref-
erences to the facts they modify. However, lots of
the facts on Wikidata still have missing references.
Therefore, we use the length of the Wikipedia arti-
cle corresponding to the triple’s subject as a proxy
for the validity of the triple. The fact that contribu-
tors and editors spent time writing a long Wikipedia
article implies that a group of people finds the arti-
cle important. Therefore they will be keen on mak-
ing sure the information there is factually sound

°The used entity labels are City, Continent, Country,
Genre, Instrument, Language, Occupation, Original Network,
Person, Piece of Work, Place, Record Label.

(Bruckman, 2022). We believe that using the size
of the article rather than other metrics such as
the number of visits to the Wikipedia article, al-
lows facts related to underrepresented groups on
Wikipedia to still be ranked high, thus making the
top-ranked facts more diverse and inclusive. We
sort the retrieved triples by the size (in bytes) of the
Wikipedia article linked to their subjects. In case a
subject has articles on multiple Wikipedia sites, the
size of the largest article is used. DLAMA also al-
lows sorting the triples by the total number of edits
(revisions) of their subjects’ respective articles.

Step #3 - Querying all possible objects for each
subject: Since a subject might be linked to multi-
ple objects for the same relation predicate, another
query is executed in order to ensure that all these
objects are retrieved. For instance, a person might
be a citizen of an Arab country in addition to an-
other non-Arab country. This step ensures that the
non-Arab country is still considered as a valid coun-
try of citizenship for the person, even if the initial
query restricted the countries to Arab ones only.
While previous benchmarks limited the object for
each triple to a single value, we believe it is fairer
to allow multiple valid labels instead of randomly
picking one label out of the valid ones.

Step #4 - Querying the labels for the triples: Till
this stage, the subjects and objects are represented
by their Wikidata URIs. The Wikidata labels of all
the subjects and objects need to be fetched for the
languages of interest. Relation triples having miss-
ing subject or object labels in any of the languages
specified are discarded in order to ensure that the
triples are the same for all the languages.
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Step #5 (optional) - Handling overlapping ob-
jects: The degree of granularity of the objects for
Wikidata’s relation predicates differs even among
triples of the same predicate (e.g.: The official
language of Australia is set to English while
that of The United States of America is
set to American English which is a subclass of
English). To avoid penalizing models for picking
an object that is a superclass of the correct object,
a graph is built, modeling the hierarchical relations
between all the objects of the sampled triples of a
relation predicate. The graph is later used to aug-
ment the valid objects with their superclasses as
detailed in §B of the Appendix.

4.2 The DLAMA-v1 Benchmark

We used the above method to build three sets of
facts as part of DLAMA-v1 to assess the perfor-
mance of PLMs on recalling facts related to 21
Western countries as compared to the 22 Arab,
13 Asian countries, and 12 South American coun-
tries'’. The sets provide examples of how the
framework can be used to compile facts from pairs
of contrasting cultures. We hope the community
will use the framework to introduce new pairs rep-
resenting other countries and cultures. A maximum
of 1000 triples from each predicate out of the 20
supported ones are independently queried for each
set of countries within each pair. This ensures that
the queried triples are balanced across the two sets
of countries within the pair.

In total, the (Arab-West) pair comprises 24535
triples with labels in Arabic and English, as com-
pared to 27076 triples with labels in Korean, and
English for the (Asia-West) pair, and 26657 triples
with labels in Spanish, and English for the (South
America-West) pair. Figure 3 shows an example of
a triple of DLAMA-v1’s (Arab-West) set. The un-
derlying triples belonging to the Western cultures
in the 3 sets are not identical. Triples in a set are
discarded if their subjects or objects do not have
labels in the languages.

Regarding the languages of the labels, Arabic
and Korean are chosen as they are two of the least-
performing languages on mLAMA. It is expected
that facts related to Arab and East Asian/South
East Asian countries are relevant to Arabic and
Korean PLMs respectively, and would be contrast-
ing to Western facts. Additionally, both languages
have non-Latin scripts, use white spaces to sepa-

0Refer to §3.1 and §4 for the list of countries.

® Prompt: Egypt is located in ...
* Subject: {Egypt}
¢ Set of correct objects: { Africa, Asia}

* Set of objects of the predicate to be ranked: {Africa, Asia, Europe,
Insular Oceania, North America}

Figure 3: An example of a prompt created using a rela-
tion triple of DLAMA from the P30 (continent) relation
predicate for the Arab-Western pair.

rate tokens, and have an inventory of monolingual
PLMs. On the other hand, the (South America-
West) pair is a trickier case since most South Amer-
ican countries use Spanish as their official language.
One can argue that sharing the same language with
Spain introduces commonalities between the South-
American countries and the Western ones.
Overlap between DLAMA-v1 and T-REx: For
the three culture sets, we measured the percentage
of triples found in T-REx. 17.92% of Arab-related
facts are in T-REx compared to 39.85% of Western-
related ones in the (Arab-Western) pair. Moreover,
22.64% of Asian-related facts are found in T-REx
compared to 44.43% of Western-related ones in the
(Asia-Western) pair. Lastly, the overlap percent-
ages for the (South America-West) pair are 17.68%
and 32.22% respectively. These values demonstrate
that T-REx has less coverage of the Arab, Asian,
and South American factual triples than its cov-
erage of Western triples. Moreover, the fact that
T-REXx is tuned for higher precision means that its
recall is affected and a lot of the Western facts ex-
pected to be found in English Wikipedia abstracts
are discarded. Conversely, DLAMA-v1 is a less
skewed benchmark across different cultures.

5 Probing PLMs via DLAMA-vl

5.1 Experimental Setup

We follow mLAMA’s probing setup to evaluate
the PLMs’ factual knowledge. For each relation
predicate [PREDICATE], the set {OBJECTS} of
unique objects of the triples is first compiled. Then,
for each relation triple within the [PREDICATE],
the PLM is asked to assign a score for each object
within {OBJECTS} by computing the probability
of having this object replacing the masked tokens.
This setup asks the model to choose the correct
answer out of a set of possible choices, instead of
decoding the answer as a generation task. The tem-
plates used in DLAMA to convert triples into nat-
ural language prompts are adapted from mLAMA
and listed in Table F9 of the Appendix.
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Model

Pay

Paq

Prompt a1
Lang. name Arab West DLAMA mLAMA
N=10946 N=13589 N=24535 N=17128
Arabic mBERT-base 13.7 15.1* 14.5 15.2¢
arBERT 33.6* 23.0 27.7¢ 24.4
English mBERT-base 21.2 37.7% 30.3 33.9¢1
) BERT-base 27.5 31.3* 29.6 37.9¢
(a) DLAMA-v1 (Arab-West)
Prompt Model Pa1 Pa
Lang. name Asia West DLAMA mLAMA
N=13479 N=13588 N=27067 N=14217
Korean mBERT-base 16.4 28.5% 22.5¢ 15.7
KyKim 22.1* 19.5 20.8+ 13.4
English mBERT-base 33.0 39.9% 36.41 35.1
BERT-base 38.3* 31.9 35.1 39.01
(b) DLAMA-v1 (Asia-West)
Prompt Model Pay Pay
Lang. name S. America West DLAMA mLAMA
N=13071 N=13586 | N=26657 N=28168
Spanish mBERT-base 254 33.8* 29.7 30.57
) BETO 16.0 26.5% 21.4 22.71
Enelish mBERT-base 27.0 37.6* 324 33.9t
© BERT-base 26.9 31.3* 29.2 37.17

(c) DLAMA-v1 (South America-West)

Table 1: Performance of mBERT, and monolingual Ara-
bic (arBERT), Korean (KyKim), Spanish (BETO), and
English (BERT-base) language models on the three sets
of facts of DLAMA-v1. *: the set of cultures on which
a model performs better, : the benchmark on which the
model achieves higher Pq; score.

Models: We evaluated the cased multilingual
BERT-base, and the cased English BERT-base us-
ing all the sets of facts of DLAMA-v1. Moreover,
a monolingual Arabic BERT-base model arBERT
(Abdul-Mageed et al., 2021), a monolingual Ko-
rean BERT-base model KyKim BERT-base (Kim,
2020), and a monolingual cased Spanish BERT-
base model BETO (Caiiete et al., 2020) are evalu-
ated using the (Arab-West), the (Asia-West), and
the (South America-West) pairs respectively. We
focus on BERT models to compare our results to
those previously reported on mLAMA.

5.2 Aggregated Results

Precision at the first rank (P@1) is the metric
used to evaluate the performance of the models.
P@1 is the percentage of triples for which the
first prediction of the model matches one of the
objects for this triple. In order to quantify the di-
versity of the objects of a relation predicate for
each culture, an entropy score is computed. For
each triple of a relation predicate, only the most
frequent object among the list of valid objects
is considered. The entropy score is computed
as Entropy({objs}) = 3 oc(objsy —Po *108(Po):
where p, is the probability of object o across the
set of objects {objs}. The higher the entropy of
the objects is, the more diverse the objects are, and
thus the harder the predicate would be for a model

to randomly achieve high (P@1) scores.

Looking at the performance of models on
DLAMA indicated in Table 1, (1) we find how
the facts’ relevance to the probed model’s lan-
guage affects the results. For instance, arBERT
and KyKim perform better on non-Western facts
than on Western ones. Conversely, the English
BERT-base model performs better on Western facts
for the (Arab-West) pair. The same observation
tends to hold for individual predicates as shown
in Table 2. (2) Moreover, arBERT and KyKim
achieve lower performance on mLAMA than their
performance on DLAMA-v1, while the English
BERT-base and BETO models achieve higher Pg,
scores on mLAMA than on DLAMA-v1. This is
expected given the bias mLAMA has toward facts
from Western cultures.

5.3 Revisiting the Language bias of PLMs

Kassner et al. (2021) showed that for prompts in
English, German, Dutch, and Italian, mBERT is
biased toward predicting the language or the coun-
try name related to the language of the prompts
(e.g., Filling the masked object with [Italy if the
prompt’s language is Italian). This phenomenon is
not a bias if most of the triples in the underlying
subset of mLAMA for a language are also biased
toward the same label. For DLAMA, looking at the
P@1 scores in Table 2 in addition to checking the
most common predictions of arBERT and the cased
BERT-base models in Table 3 provides a better di-
agnostic tool for analyzing the models’ behavior'!.
For the P364 predicate, the models perform better
on their culturally proximate triples. This can be at-
tributed to the Language bias phenomenon which is
indicated by arBERT predicting Arabic for 30.8%
of Western facts, while BERT-base predicting En-
glish for 44.6% of Arab facts. On the other hand,
both models achieve high P@1 scores for P17 and
P103. Even when the models make wrong predic-
tions for triples of these predicates, the predictions
can be considered to be educated guesses, as they
are still relevant to the culture to which the triples
belong. Lastly, the models perform poorly on P495
for being biased toward specific objects irrespective
of the culture of the triples (Japan for BERT-base,
Germany and France for arBERT). These three pat-
terns can be noticed thanks to having a contrastive
set of facts representing two different cultures.

""A similar analysis for the other two sets of contrasting
cultures can be found in §E of the Appendix.
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Arabic prompts English prompts

Relation # facts (entropy) Pa1 Pa1
Arab West Arab West Arab West
P17 (Country) 1000 (3.9) 1000 (2.8) 49.9 474 52.2 45.6
P19 (Place of birth) 1000 (3.9) 1000 (2.6) 33.7 223 10.1 8.8
P20 (Place of death) 1000 (3.8) 1000 (2.7) 21.3 22.7 14.2 17.2
P27 (Country of citizenship) 1000 (3.8) 1000 (2.4) 38.1 279 4.1 17.5
P30 (Continent) 22 (1.0) 19 (1.0) 45.5 26.3 86.4 84.2
P36 (Capital) 22 (4.5) 19 (4.2) 95.5 78.9 36.4 84.2
P37 (Official language) 22 (0.0) 19 (2.5) 90.9 84.2 95.5 100.0
P47 (Shares border with) 22(2.5) 19 (2.7) 27.3 15.8 68.2 78.9
P103 (Native language) 1000 (1.0) 1000 (1.7) 61.8 72.8 67.7 744
P106 (Occupation) 1000 (2.3) 1000 (2.0) 3.7 33 4.8 14.3
P136 (Genre) 452 (2.7) 1000 (2.6) 6.6 24.3 4.0 7.6
P190 (Sister city) 67 (4.9) 468 (7.3) 0.0 2.6 6.0 2.8
P264 (Record label) 166 (3.0) 1000 (5.2) 0.0 0.3 4.2 7.5
P364 (Original language of work) 1000 (0.6) 1000 (0.4) 61.2 48.5 36.1 88.9
P449 (Original network) 127 (4.5) 1000 (5.3) 0.8 0.4 0.0 10.8
P495 (Country of origin) 1000 (3.1) 1000 (1.3) 18.6 8.7 14.7 55
P530 (Diplomatic relation) 22 (0.0) 19 (0.0) 227 42.1 31.8 68.4
P1303 (Instrument) 1000 (0.9) 1000 (1.1) 0.3 0.2 1.9 27.7
P1376 (Capital of) 24 (4.3) 26 (4.0) 91.7 84.6 79.2 76.9
P1412 (Languages spoken or published) 1000 (0.8) 1000 (1.5) 67.4 26.1 83.4 88.7
Aggregated statistics 10946 (2.6) 13589 (2.7)  33.6 23.0 27.5 31.3

Table 2: Detailed P@1 scores of arBERT (Arabic prompts) and cased BERT-base (English prompts) on the
DLAMA-vI (Arab-West) set. Note: # facts is the number of facts for each culture within the benchmark, while
(entropy) is the entropy of the objects for the facts of each culture.

5.4 Pilot Evaluation for a Large Language
Model

Given the success of large language models (LLMs)
(Brown et al., 2020; Scao et al., 2022), we evaluated
the performance of the GPT3.5-turbo model on tu-
ples from the P30, P36, P37, P47, P103, P530, and
P1376 predicates of DLAMA-v1 (Arab-West). To
probe the model, the Arabic and English templates
for these predicates were mapped into questions
listed in Table F10. While the model is instructed to
only respond with an entity, it sometimes provides
a full sentence. Consequently, we consider the
model’s response to a question to be correct if one
of the valid objects of the tuple used to populate the
question is a substring of the response. GPT3.5’s
probing setup is harder than BERT’s setup in which
an answer is chosen from a set of unique objects
for the predicate. Nevertheless, GPT3.5 achieves
superior performance compared to the monolingual
BERT models as per Table D3. However, GPT3.5
seems to be hallucinating for a lot of the tuples
within the P190 (Sister City) predicate (e.g.: The
twin city of Nice is Naples.). Such issues might
be unnoticed unless benchmarks like DLAMA are
used to systematically evaluate the LL.Ms.

6 Conclusion

Previous work suggested that English prompts are
more capable of recalling facts from multilingual
pretrained language models. We show that the
facts within the underlying probing benchmark

(mLAMA) are skewed toward Western countries,
which makes them more relevant to English. Hence,
we propose a new framework (DLAMA) that per-
mits the curation of culturally diverse facts di-
rectly from Wikidata. Three new sets of facts
are released as part of the DLAMA-v1 benchmark
containing factual triples representing 20 relation
predicates comprising facts from (Arab-Western),
(Asian-Western), and (South American-Western)
countries, with a more balanced representation be-
tween the countries within each pair. The results
of probing PLMs on the DLAMA-v1 support that
mBERT has a better performance recalling West-
ern facts than non-Western ones irrespective of the
prompt’s language. Monolingual Arabic and Ko-
rean models on the other hand perform better on
culturally proximate facts. We believe the probing
results are more trustable and fairer when the un-
derlying benchmark is less skewed toward specific
countries, languages, or cultures. Moreover, we
find that even when the model’s prediction does not
match any of the correct labels, the model might be
making an educated guess relevant to the culture
of the underlying facts. This finding augments pre-
vious experiments which showed that models tend
to have a language bias, by which a model tends to
overgenerate a specific prediction for each prompt-
ing language irrespective of the triple’s subject used
to fill in the prompt. Finally, our framework is open-
sourced for the community to contribute new pairs
to the DLAMA benchmark in the future.
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Relation predicate

Common correct predictions
(% of predictions)

Common wrong predictions
(% of predictions)

Probing arBERT with Arabic prompts populated with Arab facts

P17: [X] is located in [Y] .

P19: [X] was born in [Y] .

P20: [X] died in [Y] .

P27: [X]is [Y] citizen .

P495: [X] was created in [Y] .

P103: The native language of [X]is [Y].

P364: The original language of [X] is [Y] .

P1412: [X] used to communicate in [Y] .

(7.1%) MALISEN (6.7%)

(9.8%) [IITLATN (2.0%) [\

[ 2699

(8.8%) R

(4.5%) PUITEREN (4.2%) (3.8%) (5.2%)

(3.0%) (2.9%)

(59.7%) | ERERGRY 1.1%) (0.4%)
(58.9%) | ERERGHY (1.1%) 0.9%)
(62.5%) | ERERGHY (4.7%)

. 5%)-(7 6%)
©.19%) | FREREHY (5.0%)

(11.7%)

0.1%) (15.1%)

Probing arBERT with Arabic prompts populated with Western facts

P17: [X] is located in [Y] .

P19: [X] was born in [Y] .

P20: [X] died in [Y] .

P27: [X]is [Y] citizen .

P495: [X] was created in [Y] .

P103: The native language of [X] is [Y] .

P364: The original language of [X] is [Y] .

P1412: [X] used to communicate in [Y] .

Fran (13.5%) QUNMEINEERVFNISN (9.3%) @l (9.1%)

(7.4%) QA (4.6%) NS CHASHA (3.5%)
m(%%) [€SVhETVE (3.5%) RIIVE (3.4%)

(8,7%) Germany JCRKA] United States of America JGIREA)]

United States of America [RENA)] (2.4%) (1.7%)

English

[ERTINN (3.3%) | South Africa | (7.5%) [[EINRY (6.6%)

.0%) (10.8%)
(7.6%)

(11.0%) RRERWNITAVBIEENTE (6.8%)

[ESVIENVE (44.2%) QIEIIVE (23.4%) (4.5%)

IS (7.7%) @E (4.2%) BRI (3.9%)
R o.s7) Ry 5.7%) (5.1%)
00 JEAEAY German ROEZRY French [EREDY

(3.2%)
English

French

Relation predicate

Common correct predictions
(% of predictions)

Common wrong predictions
(% of predictions)

Probing BERT-base with English prompts populated with Arab facts

P17: [X] is located in [Y] .

P19: [X] was born in [Y] .

P20: [X] died in [Y] .

P27: [X]is [Y] citizen .

P495: [X] was created in [Y] .

P103: The native language of [X]is [Y].

P364: The original language of [X] is [Y] .

P1412: [X] used to communicate in [Y] .

(9.0%) BHASTUN (8.6%) (4.6%)
(3.8%) WEETIGECE (3.0%) (0.5%)

(10.9%) BT (2,0%)-(0,7%)
[ 1.s00) QORE (1.3%) (0.4%)

(10.0%) WAECIEN (1.1%) (0.7%)
(66.2%) (0.8%)

22 s.6%) [ Moscow | (4.1%) IR 3.8%)
. (18.19%) [N (6.4%)
@5.9%) | (19.2%) (8.0%)

(73.9%) (8.8%) (2.8%)

Japan (25.2%) (12.2%) o (9.2%)
(6.5%) WAUGIEN (4.3%)

(0.4%) (12.2%)
Arabic [EARED) (3.5%) (1.6%) @4.6%) |[EERERY (4.3%) 2.1%)
P (78.3%) @.8%) |[EGRERY (1.8%) Arabic (8.5%)-(4.5%) (1.2%)

Probing BERT-base with English prompts populated with Western facts

P17: [X] is located in [Y] .

P19: [X] was born in [Y] .

P20: [X] died in [Y] .

P27: [X]is [Y] citizen .

P495: [X] was created in [Y] .

P103: The native language of [X] is [Y] .

P364: The original language of [X]is [Y] .

P1412: [X] used to communicate in [Y] .

(10.1%) <9 1%) (6.0%)
Chicago [ERREY London [EEREAY paris [CELDY
I (20.0%) (22.9%) 83%)
British America [CPRED) (8.5%) (6.8%)

N (15.7%) (10.3%) (8.2%)
(3.4%) M (0.9%) (0.7%)

(1.1%)

(2.2%) KEETUETNE (1.4%) Japan (0.6%) Japan (61.3%) @8 (N (10.1%) India (4.6%)

AT (50.8%) SO (13.3%) RESart (3.3%)

SRl (3.2%)

S (D) German [EX
n (2.1%)2.0%) el (1.9%)

-(3 o%) (O (2.2%) R (1.2%)

(85.4%) RREICN (1.5%) HEEHELN (0.9%)

English [EXEEAY French [GEREAY G

Table 3: The most common predictions for monolingual arBERT and BERT-base models when probed by DLAMA-
vl (Arab-West) with English and Arabic prompts respectively. culturally related prediction,

culturally proximate prediction, Light Orange culturally proximate prediction to another culture,

cultur-

ally related prediction to the other culture. Note: The Arabic prompts/entities are translated for clarity.
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Limitations

We acknowledge that the methodology used to
build DLAMA-v1 still has limitations related to
the information within its relation triples. While
directly querying Wikidata as a dynamic source of
facts provides the flexibility needed to acquire data
that is relevant to different cultures (as opposed to
using the static T-REx dump of triples), the diver-
sity of the triples that are compiled depends on the
availability of a diverse set of facts on Wikidata in
the first place. For instance, the smaller number
of relation triples related to Arab countries for the
predicates (P136 - Genre), (P190 - Sister city), and
(P449 - Original network) in DLAMA-v1 (Arab-
West) demonstrates the difficulty of querying the
exact number of facts for both cultures despite us-
ing exactly the same queries with the only differ-
ence being limiting the region to which the triples
belong. Another limitation is the inability to enu-
merate valid and fine-grained subclasses of objects
for specific subjects, if these fine-grained objects
are not on Wikidata. Steps #3 and #5 of DLAMA
explained in §4.1 ensure that a possible and more
general object is still valid for a specific subject.
However, inferring a more specified object from a
generic one is impossible. For example, the fact
that someone speaks “American English" implies
that they speak English as well, but knowing that
someone speaks “English" is not enough to spec-
ulate about their dialect (i.e.: “American English",
“British English", etc.).

While the triples within DLAMA are sampled
by picking the ones whose subjects have the largest
Wikipedia articles’ sizes, the infeasibility of man-
ually reviewing the large number of diverse facts
within DLAMA-v1 makes it hard to claim that
the facts are free of inaccuracies or missing infor-
mation. More broadly, DLAMA supports relations
predicates that are already part of mLAMA to fairly
compare the results on DLAMA to those previously
reported on mLAMA. Moreover, we make sure that
the subjects and the objects of the relation triples
are available in the different languages of interest.
Having these constraints might imply that some
culturally relevant facts might have been dropped
out of DLAMA-v1 (e.g., Predicates that are not
part of mLAMA, or triples having missing labels
in one of the languages of interest).

Lastly, we used mLAMA’s probing setup in
which the models rank a predefined set of objects
for each prompt. Their prediction is correct if the

top-ranked object is one of the valid labels for the
corresponding relation triple used to populate the
prompt. Therefore, a model’s performance is ex-
pected to be higher than that achieved by a genera-
tive setup in which the model is asked to generate
the most probable completions for the masked to-
kens.

Ethics Statement

We believe that using a set of countries to represent
cultures is just a proxy for acquiring a more diverse
set of facts that are less skewed toward a specific
culture. More specifically, using the terms Arab
cultures, Western cultures, and Asian cultures sim-
plifies the differences between the cultures within
the countries that we have used to represent these
macro-cultures. On the other hand, we still think
that the differences between Asian cultures are less
subtle than between them and Western cultures.
We also acknowledge that the accuracy and valid-
ity of some relation triples queried from Wikidata
might be biased by the views of the people who
added such information to Wikidata. This might
be particularly vibrant for relation triples related to
zones with political/ sectarian wars and conflicts.
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A Detailed Bias Values within the Factual
Knowledge Benchmarks

Table A1 provides the fine-grained percentages for
the distribution of the triples of T-REx, LAMA,
and X-FACTR for 21 Western countries as com-
pared to the rest of the world. For most of the
relation predicates, triples related to one of the 21
Western countries represent more than 50% of the
total triples. We find that this skewness is even
larger for LAMA, and X-FACTR than for T-REx.
Triples within LAMA are restricted to the ones
whose objects are tokenized into a single subword
by monolingual language models. This filtering
might be responsible for the increased skewness of
LAMA toward facts from Western countries.

B Augmenting the correct objects within
DLAMA

For each relation predicate, a graph is used to
model all the subclass-superclass relations between
the objects of the queried triples. The edges within
the graph are built using Wikidata’s P279 (subclass
of) predicate. All the possible subclass/superclass
relations between the list of objects for each rela-
tion predicate are queried and then used to form the
edges of the graph. Afterward, the list of objects for
each subject is augmented by the list of all the pos-
sible ancestors (superclasses) of these objects (e.g.,
The official languages of The United States of
America are now set to American English and
English instead of just American English).

Similarly, we noticed that the level of specificity
of places of birth (objects of P19) and places of
death (objects of P20) varies between different tu-
ples. Thus, we queried all the territorial entities
in which the places of birth and death are located.
For instance, Paris Hilton had the place of birth
set to {New York City} while Donald Trump
had the place of birth set to {Jamaica Hospital
Medical Center}. After querying the higher
administrative-territorial entities, the set of valid
objects for both entities became {New York City,
New York, United States of America} and
{Jamaica Hospital Medical Center, Queens,
New York City, New York, United States of
America} respectively.

C Results on Raw Triples before the Last
Optional Step

To demonstrate the impact of the last optional step
within DLAMA, we evaluate the PLMs on the

triples before augmenting their objects with valid
overlapping ones (i.e.: before applying the optional
Step #5 of the framework). It is clear that the per-
formance of the models shown in Table C2 is worse
than their performance on the augmented bench-
mark previously listed in Table 1.

D GPT3.5 performance on a subset of
DLAMA (Arab-West)

As mentioned in §5.4, we used OpenAl’'s API
to evaluate the performance of the GPT3.5-turbo
model on six predicates of DLAMA-v1l (Arab-
West). The accuracy scores of the model for these
predicates are reported in Table D3. We plan to
extend our evaluation to cover more predicates and
include other LLMs.

E Model diagnostics using the (Asia-West)
and (South America-West) sets

Contrasting KyKim BERT to English BERT-
base: We replicate the analysis process done in
§5.3 to investigate the behavior of KyKim BERT-
base and the English BERT-base models using Ta-
bles E4 and E6. We find that the English BERT-
base has the same patterns detailed before for P17,
P103, P364, and P495. Moreover, since English
BERT-base overgenerates Japan for the P495 predi-
cate, its performance on the Asian part of DLAMA-
vl (Asia-West) is high. This once again shows the
importance of having two contrasting sets of facts
from the same predicates. Despite the fact that the
majority of triples of P495 within the Asian part of
DLAMA-v1 (Asia-West) has Japan as one of the
correct labels, a biased model toward predicting
Japan has a significantly low performance on the
opposing set of facts. Consequently, the bias can
still be detected.

Regarding the KyKim BERT-base model, lan-
guage bias toward overpredicting Korean is clear
for the P103 and the P364 relation predications.
The model also shows a bias toward the Javanese la-
bel for P1412. This bias can be seen in the model’s
poor performance on the Western part of the bench-
mark. P19 is a relation predicate on which the
model is generally performing well. The most fre-
quent predictions indicate that the model leans to-
ward selecting Japan and United States of America.
However, the model’s predictions change according
to the underlying culture of the triples and hence
demonstrate an ability to memorize facts from both
cultures.
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Language Model name Paq Pa1 Paq
of Prompt Arab West All
N=10946 N=13589 N=24535
Arabic mBERT-base 114 12.8 12.2
arBERT 26.6 19.3 22.6
Enelish mBERT-base 19.1 34.2 27.5
& BERT-base  24.5 29.9 27.5
(a) DLAMA-v1 (Arab-West)
Language Model name Pa, Pay Pa1
of Prompt Asia West All
N=13479 N=13588 N=27067
Korean mBERT-base 15.0 22.6 18.8
ored KyKim 16.0 11.8 139
Enelish mBERT-base 27.1 36.2 31.7
Ehs BERT-base  36.4 30.4 334
(b) DLAMA-v1 (Asia-West)
Language Model name Pqy Pqy Pa,
of Prompt S.America West All
N=13071 N=13586 N=26657
Spanish mBERT-base 22.3 304 26.4
pans BETO 15.5 25.5 20.6
Enelish mBERT-base 24.1 34.7 29.5
ngis BERT-base 24.4 29.9 27.2

(c) DLAMA-v1 (South America-West)

Table C2: Performance of mBERT, and monolingual
Arabic (arBERT), Korean (KyKim), Spanish (BETO),
and English (BERT-base) language models on the three
sets of facts of DLAMA-v1 without augmenting the set
of objects (i.e.: without applying Step #5).

Contrasting Spanish BETO to English BERT-
base: While similar patterns can be found in Ta-
bles ES5, and E7, a new subtle bias is that BERT-
base predicts Madrid for more than 50% of the
South American triples in P19 (Place of Birth), and
P20 (Place of Death) predicates. This might be
attributed to the fact that South American names
are hard to distinguish from Spanish ones.

F Details of DLAMA

Wikipedia sites: For the Arab, Asian, South Amer-
ican, and Western cultures, representative countries
from each region are used as a proxy. Table F8 enu-

merates the countries representing these cultures
and their relevant respective Wikipedia sites.
Probing templates: To probe the models’ factual
knowledge, natural language templates are used to
transform the triples into prompts. The template
has two fields for the subject [X] and the object
[Y] of the triples. For each triple, the subject fills
the subject field while the object field is masked.
Models are then fed the prompts and asked to fill
in the masked token (i.e., the object). While the
templates can affect the predictions of the models,
we used the same ones of mLAMA listed in Ta-
ble F9 to control for the impact that changing the
templates might have on the results. In addition
to that, we mapped the templates into questions as
shown in Table F10 to evaluate the performance
of the GPT3.5 model on a subset of DLAMA-v1
(Arab-West).

# facts (entropy) Arabic prompts English prompts
Relation Accuracy Accuracy
Arab West Arab West Arab West
P30 (Continent) 22 (1.0) 19 (1.0) 63.6 89.5% 100.0* 89.5
P36 (Capital) 22 (4.5) 19 (4.2) 81.8%* 63.2 95.5% 94.7
P37 (Official language) 22(0.0)  19(2.5) | 1000+  89.5 100.0%  100.0%
P47 (Shares border with) 22 (2.5) 19 (2.7) 100.0* 100.0* 95.5% 89.5
P190 (Sister city) 67 (4.9) 468 (7.3) 6.0% 5.6 3.0 33.1*
P530 (Diplomatic relation) 22 (0.0) 19 (0.0) 63.6 68.4* 50.0 84.2%*
P1376 (Capital of) 24(43)  26(4.0) | 875 88.5¢ | 100.0* 923

Table D3: The accuracy of the GPT3.5-turbo model for
some predicates of the DLAMA-v1 (Arab-West) set.
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Korean prompts  English prompts

Relation # facts (entropy) Pa1 Pa1
Asia West Asia  West Asia West
P17 (Country) 1000 (2.2) 1000 (2.8) 37.8 42.1 67.1 453
P19 (Place of birth) 1000 (1.7) 1000 (2.7) 63.1 55.8 24.3 11.9
P20 (Place of death) 1000 (2.6) 1000 (2.8) 23.0 45.8 404 20.7
P27 (Country of citizenship) 1000 (1.5) 1000 (2.4) 74.0 53.5 71.8 19.5
P30 (Continent) 13 (0.0) 19(L0) 769 316 100.0 842
P36 (Capital) 13(3.7) 19 (4.2) 30.8 21.1 69.2 84.2
P37 (Official language) 13 (2.7) 19 (2.5) 30.8 26.3 84.6 100.0
P47 (Shares border with) 13 (1.7) 19 (2.7) 0.0 0.0 76.9 78.9
P103 (Native language) 1000 (1.6) 1000 (1.7) 333 23 84.7 75.6
P106 (Occupation) 1000 (0.9)  1000(1.0) 170 9.4 14 15.9
P136 (Genre) 1000 (1.0) 1000 (2.5) 0.2 0.5 0.8 6.3
P190 (Sister city) 387 (7.4) 467 (7.3) 0.0 1.9 0.3 2.8
P264 (Record label) 1000 (5.3) 1000 (4.8) 0.3 0.1 33 6.6
P364 (Original language of work) 1000 (0.7)  1000(0.3) 105  18.5 377 891
P449 (Original network) 1000 (4.6)  1000(5.0) 51 02 1.1 10.7
P495 (Country of origin) 1000 (0.5) 1000 (1.3) 29.1 19.2 79.7 4.3
P530 (Diplomatic relation) 13 (0.0) 19 (0.0) 7.7 53 46.2 68.4
P1303 (Instrument) 1000 (0.5) 1000 (1.1) 0.4 1.1 9.0 29.5
P1376 (Capital of) 27 3.0) 26(4.0) 519 269 889 769
P1412 (Languages spoken or published) 1000 (1.3) 1000 (1.4) 1.0 134 874 86.8
Aggregated statistics 13479 (2.1) 13588 (2.6)  22.1 19.5 38.3 31.9

Table E4: Detailed P@1 scores of KyKim (Korean prompts) and cased BERT-base (English prompts) on the
DLAMA-v1 (Asia-West) set.

Spanish prompts English prompts
Relation # facts (entropy) Pai Pa1
S.America West S.America West S.America West
P17 (Country) 1000 (2.8) 1000 (2.9) 57.5 47.7 63.0 49.9
P19 (Place of birth) 1000 (2.6) 1000 (2.5) 2.0 0.9 14.6 8.3
P20 (Place of death) 1000 (2.8) 1000 (2.4) 0.1 0.6 0.5 10.3
P27 (Country of citizenship) 1000 (2.5) 1000 (2.4) 19.5 4.2 28.9 14.5
P30 (Continent) 12 (0.0) 19 (1.0) 91.7 73.7 100.0 73.7
P36 (Capital) 12 (3.6) 19 (4.2) 83.3 68.4 66.7 84.2
P37 (Official language) 12 (1.2) 19 (2.5) 75.0 84.2 75.0 100.0
P47 (Shares border with) 12 (1.0) 19 (2.7) 83.3 68.4 91.7 78.9
P103 (Native language) 1000 (1.1) 1000 (1.8) 344 78.6 58.5 74.5
P106 (Occupation) 1000 (2.1) 1000 (2.5) 6.8 7.8 8.3 12.0
P136 (Genre) 1000 (2.6) 1000 (2.4) 0.3 1.7 2.4 55
P190 (Sister city) 144 (6.1) 465 (7.4) 4.9 1.7 35 3.0
P264 (Record label) 854 (6.1) 1000 (6.0) 0.0 0.1 1.5 5.6
P364 (Original language of work) 1000 (1.1) 1000 (0.6) 48.5 85.1 60.5 89.5
P449 (Original network) 1000 (4.6) 1000 (4.7) 0.3 0.7 0.4 18.7
P495 (Country of origin) 1000 (2.4) 1000 (1.8) 6.3 60.0 27.3 10.3
P530 (Diplomatic relation) 12 (0.0) 19 (0.0) 66.7 68.4 58.3 68.4
P1303 (Instrument) 1000 (1.2) 1000 (1.3) 6.7 11.7 17.0 264
P1376 (Capital of) 13(3.4) 26 (4.0) 84.6 73.1 84.6 76.9
P1412 (Languages spoken or published) 1000 (1.2) 1000 (1.7) 20.2 51.6 62.9 89.2
Aggregated statistics 13071 (2.4) 13586 (2.7) 16.0 26.5 26.9 313

Table ES: Detailed P@]1 scores of cased BETO (Spanish prompts) and cased BERT-base (English prompts) on the
DLAMA-v1 (South America-West) set.
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Relation predicate

‘Common correct predictions

‘Common wrong predictions
(% of predictions)

(% of all predictions)

Probing KyKim with Korean prompts populated with Asian facts

P17: [X] is located in [Y] .

P19: [X] was born in [Y] .

P20: [X] died in [Y] .

P27: [X] is [Y] citizen .

P495: [X] was created in [Y] .

P103: The native language of [X] is [Y] .

P364: The original language of [X] is [Y] .

P1412: [X] used to communicate in [Y] .

(ST 13.5%) |TEASESOTATERER) (13.0%) ©.7%)
_(12.8%) South Chungcheong Province [EROE) N G.2%)

i Province (14.5%)- “.7%)

(13.5%) South Korea JeREY China [EXLE)

Probing KyKim with Korean prompts populated with Western facts

P17: [X] is located in [Y] .

P19: [X] was born in [Y] .

P20: [X] died in [Y] .

P27: [X] is [Y] citizen .

P495: [X] was created in [Y] .

P103: The native language of [X] is [Y] .

P364: The original language of [X] is [Y] .

P1412: [X] used to communicate in [Y] .

)

(4.4%) States of (6.8%)
Germany [e2H ; (3.2%)
(9.3%)

| SOTMROIE (36.4%) | Jordan | (21.4%) (12.8%)
-(97.0%) English [0} (0.2%)
RS (79.3%) TR (0.8%) ©.7%)
-(51.2%) man (9.3%)_(9.0%)

Relation predicate

‘Common correct predictions

Common wrong predictions
(% of predictions)

(% of all predictions)

Probing BERT-base with English prompts populated with Asian facts

P17: [X] is located in [Y] .

P19: [X] was born in [Y] .

P20: [X] died in [Y].

P27: [X] is [Y] citizen .

P495: [X] was created in [Y] .

P103: The native language of [X] is [Y] .

P364: The original language of [X] is [Y] .

P1412: [X] used to communicate in [Y] .

(48.9%) PUS Taiwan [ERXO] China (R (5.6%) (3.2%)
(17.8%) [N (2.4%) RIUEEY (1.0%)

(52.3%) a. 0%) @.1%)
(26.3%) . . (21.0% (16. 5% (7.8%)
(67.4%) . | (12.8%) s.4%) Y 4.6%)
. . . (5.3%) 3. 5%)
(4.2%) 1 % (1.5%)

N (34.6%) } ) (50.2%) (18%)-(1.5%)
PR (73.5%) n [CRXDY Chinese [EXEO) (5.6%) (2 2%) (1.5%)

Probing BERT-base with English prompts populated with Western facts

P17: [X] is located in [Y] .

P19: [X] was born in [Y] .

P20: [X] died in [Y] .

P27: [X]is [Y] citizen .

P495: [X] was created in [Y] .

P103: The native language of [X] is [Y] .
P364: The original language of [X] is [Y] .

P1412: [X] used to communicate in [Y] .

Georgia (12.6%) .7%) O

@42%) RN 1.4 | 105%)
(30.7%) (19.9%) (9.4%)
(19.7%) @9%)

Table E6: The most common predictions for monolingual Korean and English
DLAMA-v1 (Asia-West) with English and Korean prompts, respectively.

BERT models when probed by
culturally related prediction,

culturally proximate prediction, Light Orange culturally proximate prediction to another culture,

culturally related prediction to the other culture. Note: The Korean prompts/entities are translated for

arity.
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Relation predicate

Common correct predictions
(% of predictions)

Common wrong predictions
(% of all predictions)

Probing BETO with Spanish prompts populated with South America facts

P17: [X] is located in [Y] .

P19: [X] was born in [Y] .

P20: [X] died in [Y] .

P27: [X] is [Y] citizen .

P495: [X] was created in [Y] .

P103: The native language of [X]is [Y].

P364: The original language of [X]is [Y] .

P1412: [X] used to communicate in [Y] .

N (17.6%)

(14.9%)
(0.2%) REIEVAN (0.1%)

N (7.9%)

(12.0%) (8.1%) (4.3%)

(39.7%) ' Taiwan  (9.0%) (5.5%)

(29.6%) (23.4%) (16.6%)
el (14.1%) %)
36.1%) [Tt (13.7%) | EREREH (0.5%)

(70.6%) (LRl 5.5%) [ 2.6%)

(0.1%)
BIEVAN (13.0%) (4.3%) N (1.4%)
PNECWTEN (1.3%) (1.2%) Qeievail (1.1%)

e (17.6%) B (15.4%) (1.4%)
(39.1%)

(13.4%)

(7.5%) (1.9%)

(6.5%) (0.2%)

Probing BETO with Spanish prompts populated with Western facts

P17: [X] is located in [Y] .

P19: [X] was born in [Y] .

P20: [X] died in [Y] .

P27: [X] is [Y] citizen .

P495: [X] was created in [Y] .

P103: The native language of [X]is [Y] .

P364: The original language of [X] is [Y] .

P1412: [X] used to communicate in [Y] .

N 10.6%) Rl (10.2%) Mexico | (15.5%) TN el .79 O 3.2%)
©.5%) F 0.2%) PN ©.1%) ©s.6% |2 4% | 22N 04%)
(0.29%) RYPRICEN (0.1%)

(98.8%) (0.2%) @GN (0.1%)
El (0.5%) (21.7%)

Taiwan (25.3%) (7.3%)

United States of America [CIRGRY France [CXG0) (23%) United States of America URIEZ8Y Kingdom of Portugal [ERESY 11 . KEXN
el 633% el (10.7%) (1.7%) English QRREA) French [RELDY Spanish (AR

(BN (0.7%)
Il (2.9%)

English [&VEYA] (2.8%) | BELTRIN (10.5%) .5%) RIEISIN (0.3%)
ISIIN (41.3%) BIEWE N (6.0%) | X 1 (3.1%) RN (1.3%)

Relation predicate

Common correct predictions
(% of predictions)

Common wrong predictions
(% of all predictions)

Probing BERT-base with English prompts populated with South American facts

P17: [X] is located in [Y] .

P19: [X] was born in [Y] .

P20: [X] died in [Y] .

P27: [X] is [Y] citizen .

P495: [X] was created in [Y] .

P103: The native language of [X] is [Y] .

P364: The original language of [X]is [Y] .

P1412: [X] used to communicate in [Y] .

Bolivia [ (5.1%) (3.5%)

[FRGEY (54.19%) RO 6.4%) . (3.9%)

-(SS.IMIGAS%)-(IIA%)
(25.0%) (15.8%) (6.0%)

(24.4%)  Japan | (11.3%) (8.7%)

BV (20.5%) iy 4 7%) (3.6%)

) ™ c.6%) (5.5%)
RN (16.4%) (12.0%) [T (3.0%)

(0.1%)
(0.3%)

(1.8%)
(0.6%)
(2.6%)
(2.6%)

Probing BERT-base with English prompts populated with Western facts

P17: [X] is located in [Y] .

P19: [X] was born in [Y] .

P20: [X] died in [Y] .

P27: [X] is [Y] citizen .

P495: [X] was created in [Y] .

P103: The native language of [X] is [Y] .

P364: The original language of [X] is [Y] .

P1412: [X] used to communicate in [Y] .

(9.5%)
TN (36.7%) (ROl (13.0%) EVCT L (12.9%)

(23.0%) RETl 22.8%) [Tl (15.0%)
65% (26.1(4.2%)
Japan | (53.1%) RIELS Germany [C3

(5.1%) Lebanon (2.9%)

(16.9%) Wl (12.7%) (7.9%)
(2,3%) (1.7%) m,7%)
(1.8%) RUNEH (1.1%)
(S,G%m (2.0%) RIEWH (1.9%)

Table E7: The most common predictions for monolingual Spanish and English BERT models when probed by
DLAMA-v1 (South America-West) with English and Spanish prompts, respectively. culturally related

prediction,

culture,
for clarity.

culturally proximate prediction, Light Orange culturally proximate prediction to another

culturally related prediction to the other culture. Note: The Spanish prompts/entities are translated
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Cultures Country Wikipedia sites used for articles
Arab Cultures 22 countries of the Arab League Arabic (ar), English (en), French (fr)
Australia English (en)
Canada English (en), French (fr)
New Zealand English (en), Mori (mi)
USA English (en)
Andorra Catalan (ca), English (en)
Italy Italian (it), English (en)
Liechtenstein German (de), English (en)
Monaco French (fr), English (en)
Portugal Portuguese (pt), English (en)
Western Cultures San Marino Italian (it), English (en)
Spain Spanish (es), English (en)
Austria German (de), English (en)
Belgium German (de), French (fr), Dutch (nl), English (en)
France French (fr), English (en)
Germany German (de), English (en)
Ireland Irish (ga), English (en)
Luxembourg Luxembourgish (Ib), French (fr), German (de), English (en)
Netherlands Dutch (nl), English (en)
Switzerland German (de), French (fr), Italian (it), Romansh (rm), English (en)
UK English (en)
China English (en), Chinese (zh)
Indonesia English (en), Indonesian (id)
Japan English (en), Japanese (ja)
Malaysia English (en), Malay (ms)
Mongolia English (en), Chinese (zh)
Myanmar English (en), Burmese (my)
Asian Cultures North Korea English (en), Korean (ko)
Philippines English (en)
Singapore English (en), Malay (ms)
South Korea English (en), Korean (ko)
Taiwan English (en), Chinese (zh)
Thailand English (en), Thai (th)
Vietnam English (en), Vietnamese (vi)
Argentina English (en), Spanish (es)
Bolivia English (en), Spanish (es)
Brazil English (en), Portugese (pt)
Chile English (en), Spanish (es)
Colombia English (en), Spanish (es)
South American Cultures Ecuador English (en?, Spanish (es)
Guyana English (en)
Paraguay English (en), Spanish (es)
Peru English (en), Spanish (es)
Suriname Dutch (nl), English (en)
Uruguay English (en), Spanish (es)
Venezuela English (en), Spanish (es)

Table F8: The list of Countries and their respective Wikipedia sites used for representing the four different cultures.

The English Wikipedia is used for all the countries.
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