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Abstract

Much of the work testing machine translation
systems for robustness and sensitivity has been
adversarial or tended towards testing noisy in-
put such as spelling errors, or non-standard in-
put such as dialects. In this work, we take a step
back to investigate a sensitivity problem that
can seem trivial and is often overlooked: punc-
tuation. We perform basic sentence-final inser-
tion and deletion perturbation tests with full
stops, exclamation and questions marks across
source languages and demonstrate a concerning
finding: commercial, production-level machine
translation systems are vulnerable to mere sin-
gle punctuation insertion or deletion, resulting
in unreliable translations. Moreover, we demon-
strate that both string-based and model-based
evaluation metrics also suffer from this vulner-
ability, producing significantly different scores
when translations only differ in a single punc-
tuation, with model-based metrics penalizing
each punctuation differently. Our work calls
into question the reliability of machine transla-
tion systems and their evaluation metrics, par-
ticularly for real-world use cases, where incon-
sistent punctuation is often the most common
and the least disruptive noise.'

1 Introduction and Related Work

Since the advent of the Transformer models
(Vaswani et al., 2017), machine translation (MT)
has seen tremendous improvement in performance,
with several claims of parity with human transla-
tions (Wu et al., 2016; Hassan et al., 2018; Popel
et al., 2020). However, one issue that is common
to most deep learning models but does not hinder
humans is sensitivity to small changes in the input,
or a lack of robustness.

Robustness in machine translation refers to the
ability of the models to produce consistent transla-
tions that preserve the meaning of the source sen-
tence regardless of any noise in the input (Heigold

"https://github.com/rakutentech/Punctuation-NMT-
ACL2023

From Example

Ours Iran gibt britischen Tanker frei
Iran gibt britischen Tanker frei!

Niu et al. (2020) Se kylld tuntuu sangen luultavalta.

Se kylld tumtuu sangen luultavalta.

Michel et al. (2019) Si seulement je pouvais me muscler aussi rapidement.

Si seulement je pouvais me muscler asusi rapidement.

Ebrahimi et al. (2018) ... er ist Geigenbauer und Psychotherapeut.

... er ist Geigenbauer und Psy6hothearpeiut.

Tan et al. (2020) When is the suspended team scheduled to return?

When are the suspended team schedule to returned?

Wallace et al. (2020)  Did you know that adversarial examples can transfer
to production models

Did you know that adversarial examples can transfer
to production models Siehe Siehe Siehe Siehe Siehe

Siehe Siehe

Table 1: Common perturbations used in various robust-
ness tests compared to our punctuation insertion. Origi-
nal words in bold, perturbed text highlighted in red.

et al., 2018). Changes in the input that preserve
the semantics should not significantly change the
output of the models. This can be a particularly
critical quality for commercial machine translation
systems, which are expected to translate real-world
data including social media or internet text, which
tend to be non-standard and noisy (Li et al., 2019).

Models are typically tested for robustness by
changing the input to introduce noise, called a per-
turbation, and checking whether the output is differ-
ent. Several works have documented the sensitivity
of machine translation models to various kinds of
noise which commonly occurs in real-world data
(Belinkov and Bisk, 2018; Niu et al., 2020; Tan
et al., 2020). There has also been work on adversar-
ial attacks, where algorithms with access to model
gradients try to find optimal perturbations that re-
sult in a significant performance drop, or manip-
ulate the model into producing malicious output
(Ebrahimi et al., 2018; Wallace et al., 2020; Zhang
et al., 2021). Most of these works have concen-
trated on robustness to variations in orthography
and grammar. Table 1 shows some examples.

There has also been some work on MT evaluation
metric robustness that has included similar pertur-
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bations at the character and word-level, and other
linguistic phenomena such as synonyms, named
entities, negation, numbers, and others (Sun et al.,
2022; Freitag et al., 2022; Karpinska et al., 2022).

However, Michel et al. (2019) argue that many
of these perturbations do not preserve the meaning
on the source side. They propose that “meaning-
preserving” perturbations should be limited to near-
est neighbours in the embedding space and out-of-
vocabulary word-internal character swaps.

In this work, we take a further step back from
meaning-preserving spelling and grammatical per-
turbations, and ask: are machine translation models
robust to trivial changes in sentence-final punc-
tuation? Are the metrics used to evaluate machine
translation robust to the same changes?

To investigate this, we test basic punctuation vari-
ation for which robustness may have been taken for
granted. We perform simple sentence-final punc-
tuation perturbations, restricting the experiments
to two settings: insertion and deletion. Mimicking
a very common form of natural noise, we insert
or delete full stops, exclamation marks and ques-
tion marks at the end of the input sentence (§2;
see Table 1 for an example). Unlike common per-
turbation strategies, we make no changes to the
content, words, or characters which may cause out-
of-vocabulary or unseen tokens in the input. Our
goal in this work is not to induce as drastic a drop
in performance as possible, but to investigate the
changes in translation that result from extremely
minimal perturbations, and whether we are ade-
quately able to detect these changes.

We test commercial MT systems from Google,
DeepL and Microsoft on 3 language pairs from
across resource levels and scripts: German (De),
Japanese (Ja) and Ukrainian (UK) to English
(En). These systems are intended for real-world
use, and can therefore be expected to already be
robust to common noise in real-world data.

We first investigate whether commonly used eval-
uation metrics are robust to our perturbations, in
order to ensure that our subsequent evaluation of
the MT systems is fair (§3). We find that both string-
based and model-based evaluation metrics are not
robust to trivial sentence-final punctuation perturba-
tions, significantly penalizing text with mismatched
full stops, question marks or exclamations, some-
times more than text with more severe perturbations
such as insertion or deletion of random characters.

Based on these results, we deviate from the stan-

dard robustness testing regime of perturbing the
inputs and expecting the translations of both the
original and the perturbed source text to match ex-
actly. In the MT setting, adding a punctuation to the
source text can naturally induce the model to also
produce the corresponding punctuation in the trans-
lation. We therefore reset the punctuation changes
in the translations in order to perform evaluation,
and call for a review of standard MT robustness
evaluation in such settings.

More importantly, we show that even commercial
machine translation systems are extremely sensitive
to trivial punctuation changes, particularly in lan-
guages such as Japanese and Ukrainian (§4). We
show that both insertion and deletion of punctu-
ation causes performance drops, which indicates
that models may be biased to expect (or not expect)
punctuation in certain types of sentences. We con-
duct a manual analysis and find that in more severe
cases, a mere punctuation change can cause com-
plete changes in the meaning of the translation or
introduce hallucinations such as negation, with less
severe changes including pronouns, named entities,
tense, number, and others (§5).

S@gaard et al. (2018) provide some common ex-
amples of punctuation variation in real-world data
and demonstrate how dependency parsers are sen-
sitive to such punctuation differences. Ek et al.
(2020) demonstrate the sensitivity of neural mod-
els to punctuation in Natural Language Inference
tasks. Though there has also been some work on
punctuation-based perturbation for machine transla-
tion (Bergmanis et al., 2020; Karpinska et al., 2022),
the tendency has been to make more extreme per-
turbations than we adopt. Unlike previous work,
we do not combine all punctuation changes into
one bucket, and instead analyse each punctuation
separately. We find that models are more sensitive
to some punctuation than others. We also unify the
usually independent work on machine translation
robustness and evaluation metric robustness, and
adjust our evaluation based on our observations.

Our work exposes serious real-world use-case
implications and serves to show that while great
strides have been made in both machine translation
and its evaluation, we are a long way from building
systems that are reliable for real-world use.

2 Test Set Creation

In this section, we describe the original test sets
and perturbation operations we perform to build
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our test sets. Our perturbations reflect natural noise
in punctuation occurrence: we only insert or delete
punctuation such as full stops, exclamation marks
and question marks from the ends of sentences.

2.1 Original Test Data

In order to build our perturbation test sets, we need
a large test set with naturally occurring noise, e.g.,
sentences which originally do not have full stops
at the end (for insertion) or sentences ending with
question marks (for deletion). Test sets typically
have a majority of sentences ending with full stops,
while other punctuation or punctuation-less sen-
tences occur less often. In order to maximize these
sentences, we combine test sets across FLORES101
(Goyal et al., 2021) and WMT 2020-2022 (Barrault
et al., 2020, 2021; Kocmi et al., 2022) in both di-
rections for German (De, high-resource), Japanese
(Ja, medium-resource) and Ukrainian (Uk, medium-
resource) to English (En).> We choose these 3 lan-
guage pairs to optimize for diversity in resource
levels and scripts, while ensuring we have adequate
test data and commercial MT system support. FLO-
RES101 and WMT2022 are general domain test
sets, while WMT2020-2021 are news domain.

We then split the final combined test set based on
whether the sentences originally end with a (7) full
stop, (if) exclamation mark, (iii) question mark, or
(iv) no punctuation. In order to balance the test
set sizes, we randomly choose 1000 sentences end-
ing with a full stop. All test set sizes are given in
Appendix A.1.

2.2 Perturbation Tests

Insertion. For the insertion perturbation, we start
with the test set split that originally occurs with no
ending punctuation, and then insert at the end of
each sentence: a (i) full stop, (if) exclamation mark,
(iii) question mark, or a (iv) random character for
comparison. The insertion of a single punctuation
mark at the end of a sentence is an extremely mini-
mal perturbation that does not change any content.
We contrast this with the insertion of a random
character at the end which changes the final word.

Deletion. For the deletion perturbation, we start
with the test set splits that originally occur with a
punctuation at the end of the sentences (full stop,
exclamation or question mark) and delete them. We
also contrast this with deleting the final character

Approximation based on https://www.statmt.org/
wmt22/translation-task.html.

of the sentence, for which we use the split with no
ending punctuation.

3 Evaluation Metrics

Before we evaluate the machine translation systems
on our punctuation perturbation test sets, we first
evaluate the evaluation metrics themselves to see
if they are robust to these variations. This meta-
evaluation is crucial; if the metrics are not reliable,
we cannot be sure if changes in the scores are due
to changes in translation content. We include the
string-based metric BLEU (Papineni et al., 2002)
for convention, and based on the recommendations
from Kocmi et al. (2021), we use chrF (Popovid,
2015), which is another string-based metric, and
COMET (Rei et al., 2020), which is a model-based
metric shown to have high correlations with human
judgements, and also include BLEURT-20 (Sellam
et al., 2020) and BERTScore (Zhang* et al., 2020).
Metric versions can be found in Appendix A.2.

3.1 Meta-Evaluation

Typical robustness tests for machine translation
evaluate the translations of both the original and the
perturbed source texts against the original reference
text (Belinkov and Bisk, 2018; Michel et al., 2019;
Bergmanis et al., 2020). The implicit assumption
here is that given that the semantics are preserved,
the ideal MT system should produce the same or a
similar translation for both, and that the automatic
metrics used to perform evaluation against the orig-
inal reference translation will accurately measure
the translation quality.

However, adding or deleting punctuation from
the source input can lead to a predictable corre-
sponding presence or absence of punctuation in the
machine translation - which the reference transla-
tion lacks, since it may match the punctuation in the
original source. In such circumstances, it is unclear
if this significantly influences the evaluation quality
perceived by the metrics.

Setup. In order to investigate whether automatic
metrics are robust to the “translation of perturbed
source but original reference” discrepancy, we con-
duct experiments comparing the scores produced
by the metrics using the original and perturbed
source texts as the “reference” and “translation”
texts. More concretely, given the original source
text X, its perturbed version X', and a scoring met-
ric f(Y,R) where Y is the translation and R is
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Lang. Insertion Test BLEU chrF COMET BLEURT BERTScore
Original Source  100.0 100.0 1247 96.6 100.0
+Fullstop -97 -03 -1.5 -4.2 -5.2

De + Exclamation -9.7 -0.3 9.1 -6.4 -5.7
+ Question 9.7 -0.3 -24.9 -7.1 -6.0

+Random -10.6  -0.3 -322 -9.1 -3.0

Original Source  100.0 100.0 129.6 97.6 100.0
+Fullstop -6.7 -0.7 -2.8 -6.3 -4.3

Ja + Exclamation -6.7 -0.7 -3.7 -1.8 -6.0
+ Question -6.7 -0.7 9.9 9.0 -5.5

+Random  -69  -0.7 -17.4 -11.7 -3.1

Original Source  100.0 100.0  132.6 99.0 100.0
+Fullstop 93 -04 -0.8 -2.6 -5.0

Uk + Exclamation 9.3 -0.4 -0.7 -4.5 -5.0
+ Question  -93  -0.7 -2.5 -5.6 -5.5

+Random -10.2 -0.4 -7.6 -8.5 2.7

Original Source  100.0 100.0  125.3 97.3 100.0
+Fullstop 9.1 -0.4 -6.8 -4.1 -0.9

En + Exclamation -9.1 -0.4 -1.6 -6.3 -1.2
+ Question 9.1 -0.4 -18.2 -6.9 -1.7

+Random -99  -04 =253 -1.8 -2.5

Table 2: Results comparing the punctuation insertion per-
turbed source texts against the original source texts using
various metrics and showing the difference in scores. All
comparisons use the original source text as the “refer-
ence" translation. COMET, BERTScore and BLEURT
are reported x100 to match all score scales. Note that
COMET and BLEURT do not always produce a score
of 100.0 for perfect matches as they were not trained to
produce scores within a specific range.

the reference, we compute the score f(X, X) (per-
fect match) and f(X’, X) (single punctuation mis-
match).> We conduct this comparison for both the
insertion and deletion tests, across all 4 languages
(De, Ja, Uk and En).

The goal here is to measure, given all else is
equal, whether punctuation insertion/deletion at the
end of the sentence significantly affects the scores
produced by the automatic metrics, and how this
compares against a more typical perturbation of in-
serting or deleting a random final character. Ideally,
the metrics should not produce different scores that
are statistically significant given trivially perturbed
inputs. We can then rely on scores produced by the
metrics to perform robustness evaluations.

Insertion Results. The meta-evaluation results
for the punctuation insertion tests are shown in Ta-
ble 2. We see that the metrics produce significantly
different scores even though the only difference is
a single additional punctuation mark at the end of
the sentence. The difference is particularly stark
for BLEU, COMET and BLEURT while less pro-
nounced for chrF and BERTScore, and is equally
poor across languages. More interestingly, we see
that while string-based matching metrics such as

3For COMET, which is of the form f(Y, S, R) where S is
the source text, we compute f(X, X, X) and f(X', X, X).

Lang. Deletion Test BLEU chrF COMET BLEURT BERTScore
Original Source  100.0  100.0 114.3 95.9 100.0
-Fullstop  -3.7  -0.6 -7.0 -6.6 -3.2

Original Source  100.0 100.0 123.5 97.1 100.0

De - Exclamation -7.1 -1.2 -8.0 -7.0 -5.6
Original Source  100.0 100.0  125.8 97.2 100.0

- Question  -8.1 -1.5 -15.5 <14 -1.4

Original Source  100.0 100.0  124.7 96.6 100.0
-Random -106  -1.3 -34.3 -12.0 -3.6

Original Source  100.0 100.0  127.6 98.0 100.0

- Fullstop  -35  -1.6 -3.2 -5.7 -2.7

Original Source  100.0 100.0  131.3 96.7 100.0

Ja - Exclamation -7.5 -3.6 2.3 -6.3 -6.3
Original Source  100.0 100.0  131.9 97.6 100.0

- Question -6.7 3.3 2.7 -6.0 -6.1

Original Source  100.0  100.0 129.6 97.6 100.0
-Random  -7.3 -3.0 -23.9 -14.3 -3.3

Original Source  100.0  100.0 131.8 99.2 100.0

- Fullstop  -54  -09 -1.0 -5.0 -32

Original Source  100.0 100.0  132.6 99.9 100.0

Uk - Exclamation -8.2 -1.5 -0.6 -6.0 -5.7
Original Source  100.0 100.0 132.7 99.1 100.0

- Question -8.7 -1.7 -1.5 -6.5 -5.6

Original Source  100.0 100.0  132.6 99.0 100.0
-Random -102  -1.6 -11.6 -11.4 -2.8

Original Source  100.0 100.0  116.7 97.9 100.0

- Fullstop  -3.8  -0.7 -6.1 -6.2 -0.7

Original Source  100.0  100.0 124.1 97.9 100.0

En - Exclamation -6.7 -1.5 -7.1 -8.2 -1.4
Original Source  100.0  100.0 126.2 97.7 100.0

- Question  -7.9  -1.7 -12.2 -8.7 -1.7

Original Source  100.0 100.0 125.3 97.3 100.0
-Random -99 -15 -34.2 -10.8 -2.9

Table 3: Results comparing the punctuation deletion per-
turbed source texts against the original source texts using
various metrics and showing the difference in scores. All
comparisons use the original source text as the “refer-
ence" translation. COMET, BERTScore and BLEURT
are reported x100 to match all score scales. Note that
COMET and BLEURT do not always produce a score
of 100.0 for perfect matches as they were not trained to
produce scores within a specific range.

BLEU and chrF treat all punctuation equally, model-
based metrics assign drastically lower scores for
exclamation and question marks. In the case of
BERTScore, punctuation insertion results in lower
scores than random character insertion for all lan-
guages except English.

Deletion Results. The meta-evaluation results for
the punctuation deletion tests are shown in Table 3.
A similar trend is seen here, where the lack of a
single punctuation at the end of the sentence causes
a significant drop in scores across all metrics. We
also see the same trend where missing exclamation
or question marks result in more significant drops
in scores. Furthermore, punctuation deletion more
often results in lower scores than deleting a random
final character compared to punctuation insertion.
Surprisingly, results for Uk are relatively more sta-
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chrF  COMET

Original 1) Deauthorize your e-book reader 79.3 94.9
Perturbed 1) Deauthorize your e-book reader .  78.6 93.0
Score A -0.7 -1.9

Original ~ Elon Musk lets Tesla shares rise 60.4 98.5

Elon Musk makes Tesla shares rise  59.4 97.7
Score A -1.0 -0.8

Perturbed

Table 4: Example of a case where minor punctuation
difference earns similar or lower scores than more se-
vere translation changes. Original translations are high-
lighted in yellow and changes in translation are high-

lighted in red .

ble than for En, particularly for COMET.

Note that all score differences here will regis-
ter as statistically significant: the original source
will always “win” against the perturbed source in
all comparisons performed by tests such as paired
bootstrap resampling or randomization.

Some issues with BLEU have been highlighted
previously (Reiter, 2018; Kocmi et al., 2021);
COMET, BLEURT and BERTScore presumably
suffer from robustness issues as neural models.
ChrF scores display smaller variations that are con-
sistent across punctuation and languages, and there-
fore seem more reliable for robustness evaluations,
corroborating the findings from Michel et al. (2019).
Overall, we expand the metric sensitivity issues
highlighted in Karpinska et al. (2022) for English
in finer-detail for punctuation, and further confirm
them for German, Japanese and Ukrainian.

Comparison with severe translation errors. We
performed a manual segment-wise analysis of a
subset of machine translation outputs. We find that
in several cases, particularly for shorter sentences,
translations with punctuation differences are penal-
ized similar to translations with severe errors. See
Table 4 for an example.

Broader Implications. More broadly, these re-
sults indicate that (i) statistically significant differ-
ences can be obtained merely by changing a single
punctuation, (if) models that fail to match the ref-
erence punctuation may be penalized more than
they should be, and (iii) models that mistranslate
a single word but correctly match the punctuation
may be getting more credit than they should. For
example, we found that up to 5% of the sentences
in the WMT2022 Uk-En test set and up to 10% of
the sentences in the WMT2022 Ja-En test set had
mismatches between the ending punctuation in the
source and reference. This could mean that model

performance on these instances may be underval-
ued if the model reproduces the source punctua-
tion. Conversely, we also found many instances
of models producing acceptable punctuation that
was not present in the original source (e.g., =~ 13%
of Microsoft’s Uk-En output for full stop deletion
perturbation test set had full stops), which may also
get unfairly penalized.

More importantly, it may be worthwhile to re-
examine how machine translation models are eval-
uated in robustness tests and after adversarial train-
ing, since resultant differences in scores may not be
a reflection of actual translation quality.

4 Machine Translation Experiments

We now test the publicly available commercial ma-
chine translation systems of Google, DeepL and
Microsoft through their paid APIs on our test sets.*
Some of these commercial systems have previously
been claimed to have reached human parity (Wu
et al., 2016; Hassan et al., 2018). Commercial
systems are generally expected to deal with non-
standard inputs as they are targeted for real-world
use cases. We therefore expect that these systems
have already been trained to be somewhat robust to
various kinds of input noise.

For the insertion tests, we compare the transla-
tion of the original source text without punctuation
against the translation of the perturbed source with
sentence-final punctuation. For deletion tests, we
compare the translation of the original source text
with punctuation against the translation of the per-
turbed source without sentence-final punctuation.

4.1 Evaluation

Results from our meta-evaluation in §3.1 mean that
we cannot get reliable results from evaluation met-
rics if we directly use the perturbed source transla-
tions and original references for evaluation; it will
be hard to identify if changes in scores originate
from translation differences or merely punctuation
changes. One solution is to add the same punctu-
ation perturbation to the reference that we add to
the source. We find that this increases the overall
scores since there is now an additional character that
matches the reference in each sentence, rendering
the score incomparable to the original translation.

Another solution is to reset the punctuation
changes in the translations. We therefore remove
corresponding sentence-final punctuation produced

*All translations are from December 2022.
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in the translations for the source inputs perturbed
through insertion that are not also produced for the
original source inputs, and vice versa for deletion,
thereby making the two translations comparable.
Henceforth we use chrF scores due to its relative ro-
bustness and include COMET scores as it has been
shown to have high correlations with human judge-
ments (Kocmi et al., 2021; Freitag et al., 2022).

Inconsistency. Apart from measuring whether
perturbations cause degradation in translations
compared to a reference, another important crite-
rion is the consistency. That is, given the original
and the perturbed sources as input, we measure
how different the translations produced for each
are. Since here we want to also account for surface-
level changes, we choose the string-based matching
metric chrF based on results in §3.1 and findings
from Michel et al. (2019). Given a source X and
its translation Y, and the perturbed source X’ and
its translation Y’, we measure consistency at the
sentence-level as the score chrF(Y’,Y), where Y
acts as the “reference”. We designate a score < 75
to be a significant deviation in translation, and mea-
sure percentage of inconsistency by counting the
number of Y’ which have chrF< 75.

4.2 Results

The results for the punctuation insertion perturba-
tion tests are given in Table 5. We see that in general,
the insertion of sentence-final punctuation results
in a statistically significant drop in scores, but also
some significant improvements. The results for the
punctuation deletion perturbation tests are given
in Table 7. Overall, deletion causes more drops in
performance than insertion, and far fewer improve-
ments in scores.

Effect of Language. Unsurprisingly, based on in-
consistency, we see that the models are far more
robust to insertion perturbations for the high re-
source language pair De-En, with generally < 10%
inconsistency. More interestingly, we see that while
Ja-En and Uk-En are both medium resource, the
models are far more robust for Uk-En at 0 — 23%
inconsistency, as compared to Ja-En which has be-
tween 18 — 35% inconsistency across models.

We see the same inconsistency trends for deletion
as for insertion: models are more robust to pertur-
bations in De (0 — 23%) and Uk (0 — 25%) source
texts than Ja (10 — 37%). Overall, deletion leads to
a higher range of inconsistency than insertion.

Effect of Punctuation. We see that the models are
more likely to be robust to full stop insertion than
exclamation and question marks: statistically signif-
icant differences in performance occur more often
for the latter. In fact, DeepL and Microsoft models
seem to benefit from having full stops and exclama-
tion marks added, with results improving for Ja-En
and Uk-En. In the case of question marks, we see
that it causes a universal drop in scores across mod-
els and languages. For Uk-En, question mark inser-
tion almost always causes more significant drops in
scores than inserting a random character.

Unlike insertion, full stop deletion causes signif-
icant drops in scores, particularly for the DeepL
and Microsoft models for Ja-En and Uk-En. Inter-
estingly, question mark deletion does not cause a
significant score drop in Ja-En for all models. This
is possibly because the question mark is mostly
optional in Ja, which uses the particle ‘7*’ as a
question marker.

Pre-processing. We see that both insertion and
deletion can cause degradation in performance.
This means that while pre-processing of the inputs
to ensure consistent punctuation may lead to more
consistent translations, it is unlikely to result in
better quality translations.

S Analysis and Discussion

Some examples of translation changes caused by
the perturbations are given in Table 6. Both inser-
tion and deletion cause a wide range of translation
changes, with a few severe errors where the mean-
ing is completely changed, such as by hallucinating
or omitting negation. Others include changes in
number, tense, pronouns, named entities, etc.

Reordering. Often, inserting or deleting punctu-
ation leads to a reordering of the words in the sen-
tence. In many cases the reordering leads to mostly
similar but slightly off translations (Example 4),
with some cases causing significant differences in
meaning (Example 8).

While we might expect punctuation perturbation
to ideally cause no other changes in translation apart
from the difference in punctuation itself, there could
be cases of valid translation changes caused by the
perturbation. For example, while “/) Heben Sie
die Autorisierung des Lesegerdits auf” is originally
translated as “/) Deauthorize the reader”, adding
a question mark does not produce “I/) Deauthorize
the reader?” but instead “I) Are you deauthorizing
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Google DeepL Microsoft

Lg. Insertion chrF COMET %Inc. chrF COMET %Inc. chrF COMET %lInc.

Original Source  62.6 66.1 63.5 67.8 63.2 67.1
= +Fullstop 0.0 +0.1 0.0 -0.2 -0.4 83 -0.5 -0.7 7.2
LE + Exclamation  -0.2 00 11,6 -03 -1.3 79 -0.7 -0.9 7.2
A + Question  -0.5 21 135 -0.6 2.0 83 -0.7 -14 8.7
+ Random -0.3 -10.2 104 -09 -21.3 9.4 -0.7 -9.5 6.5

Original 53.2 40.5 51.5 37.7 52.8 36.3
= +Full stop 0.0 00 243 +0.2 +0.2  30.7 +0.2 +1.9  20.6
"Zi +Exclamation  -0.2 06 242 -1.0 -1.9 334 +0.1 +12 192
- +Question  -0.4 -6.0 280 -05 52 358 -04 0.3 254
+Random  -0.4 7.0 223 -0.6 -121 27.1  -0.3 271 18.8

Original  64.7 58.3 63.1 56.1 61.4 42.4
a +Full stop 0.0 0.0 0.8 +0.9 +1.1 126 0.0 +1.9 103
L_E +Exclamation  -0.1 -0.9 10.5 +0.9 +0.7 151 -0.3 +14 10.5
- +Question  -2.1 99 239 -0.8 -5.6 208 -1.8 7.6 221
+Random  -0.9 5.0 107 -04 -69 134 -02 -7.6 9.1

Table 5: Results for the punctuation insertion task for De/Ja/Uk-En for Google, DeepL and Microsoft MT systems,
showing the differences in scores of the translations for perturbed source texts. Lg. indicates language pair, while
%Inconsistent is the percentage sentences which have chrF< 75 with respect to the original translation. Results in
bold are statistically significant (paired bootstrap resampling, p < 0.05).

A Con.
# Text Original (X,Y) Perturbed (X', Y’) chrF COMET chrF
1 Source HKICHAT KN4 2 Fx BIZHT FNL 2 R&We
Google give me some advice Please give me some advice +17.8  +8.0 91.7
2 Source  fIKIIO 1IIe KOKMCh HE 3aX04YeTe MEHi MUCATH, TO A YeKaTUMy SIKIIIO Ime KOMMCh He 3aX04eTe MeHi MUCaTH, TO 5 YeKaTUMy| .
DeepL  If you ever want to write to me again, I will be waiting If ever you do not want to write to me, I will be waiting -2.1 -23.0 677
=
-% 3 Source  Elon Musk lisst Tesla-Aktien steigen Elon Musk lisst Tesla-Aktien steigen !
§ Microsoft  Elon Musk lets Tesla shares rise Elon Musk makes Tesla shares rise -1.0 -0.8 76.9
8 4 Source 7 v RFOoA FDONFozT7REhWVIZTEaY 7RO FONF 272 ER0ICF2aY |
DeepL  Tips for cleaning android hardware Androids, tips on how to clean up your hardware -19.2 984 431
5  Source APUBRIEFZHNFT=LIF Iy HICIHDL PUBRIEZHN T =X Iy SICTHL?
Google Beware of gardening gimmicks that look too good Worried about gardening gimmicks that look too good -11.8  -19.7  78.6
6 Source  Der saubere Lake Tahoe vom Keimwandel verunreinigt Der saubere Lake Tahoe vom Keimwandel verunreinigt ?
DeepL  The clean Lake Tahoe polluted by the germ change Clean Lake Tahoe contaminated by gerrymandering -145 727 410
7 Source IIpoGiiema 3 TeMrepaTypolo BOJZOHArpiBaya Ta BAHHOIO . IpoGema 3 TeMIepaTypoio BOJOHArpiBaya Ta BAHHOIO
Microsoft ~ The problem is with the temperature of the water heater and bath. ~ Problem with water heater temperature and bath. +11.8  +38.6 56.0
8 Source Ja... wir haben hier alle Schusswaffen . Ja... wir haben hier alle Schusswaffen
Microsoft ~ Yes... we all have firearms here. Yes... we have all the firearms here. -9.7 -1.6 75.5
=
";2) 9 Source  «CrnpaBa JiiicHO 3pymmacs 3 micus ! «CrnipaBa AifiCHO 3pyIIHIACs 3 MiCLs
E Google “The matter really got out of hand ! “The matter has really moved from place to place ! -4.0 -194 434
10 Source  Boron zum Grusse ! Boron zum Grusse
Google  Greetings Boron! Greetings from Boron! -2.6 -30.1 73.1
11 Source  Tinbku 51 Oymy TPOIIKH Hi3Hile - aeck 0 8. Moxkna ? Tinbku st Oyay TPOUIKHM Ti3Hile - 1ech 0 8. MokHa
DeepL  Only I will be a little later - around 8 . Can I? Only I will be a little later - around 8 o’clock . You can? -4.3 +0.5  80.6
12 Source LINEWRfTHIZ %2 D2 RVTE 2?2 LINE T F IS f[E3% % O 23 R Td 2
Microsoft ~ What is the best time to send LINE messages per day? How many times a day should I send LINE? -8.5 +14.1 259

Table 6: Examples of changes in translation caused by perturbations. Punctuation perturbations at the end of
the sentence are highlighted in blue , original translations are highlighted in yellow and the changes in the

translations are highlighted in red . Given a translation Y of the original source X, a translation Y’ of the
perturbed source X’ and a reference R, the A scores show the differences in chrF and COMET scores obtained as
FY',R) — f(Y, R), while Con. chrF measures the consistency through chrF scores between the two translations,
obtained as chr F'(Y',Y). Best viewed in color.

the reader?”. This word reordering for an inter-
rogative sentence, typical particularly for English,
can be considered a valid change even though the
chrF (65.5 — 52.7) and COMET (28.2 — —25.8)

scores drop. There are also cases when the resul-
tant reordering actually improves the scores of the
translation despite being wrong e.g., adding a ques-
tion mark to “Und ich muss nochmal Versandkosten
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Google DeepL Microsoft

Lg. Deletion chrF COMET %Inc. chrF COMET %lInc. chrF COMET %lInc.

Original Source  66.1 68.2 67.0 68.6 66.3 67.1
-Full stop 0.0 0.0 0.1 +0.1 0.0 47 0.0 -0.3 1.9

= Original Source  61.2 66.8 61.0 66.3 60.8 65.0
LE - Exclamation -0.3 -0.2 78 -04 +1.6 147 -0.5 -1.9 4.9

A Original Source 61.3 61.8 61.3 56.0 60.8 59.9
- Question  -0.9 -3.7 184 -0.9 -4.5 230 -1.2 -5.2 17.3

Original Source 62.6 66.1 63.5 67.8 63.2 67.1
-Random -0.6 -8.3 104 -1.2 -3.2 99 -15 -154 11.2

Original Source 55.6 52.0 56.5 56.0 55.5 53.9
-Fullstop -0.1 -0.3 13.1  -0.3 -1.5 132 -0.2 -1.8 10.0

- Original Source 46.8 41.6 48.1 433 46.7 39.9
LE - Exclamation -0.8 -3.2 26.1 -0.7 2.9 314 -1.3 2.7 26.6

B Original Source 489  41.3 51.8 483 476 395
- Question -0.3 -2.9 349 -1.8 -6.4 29.6 -0.2 2.2 194

Original Source 53.2  40.5 51.5 37.7 52.8 36.3
-Random -1.7 -13.2 334 2.7 -14.0 375 22 -18.5 33.5

Original Source 65.2 64.6 65.2 65.1 62.6 59.3
-Fullstop +0.1 -0.2 0.6 -04 -1.0 55 -0.2 -0.8 4.2

< Original Source 64.6  69.7 63.5 66.0 594 585
E - Exclamation  -0.9 -0.9 58 -03 +0.5 8.7 -0.9 -39 10.1

= Original Source 61.7  57.7 61.6 609 59.0 50.0
- Question -1.7 -5.6 21.6 -1.3 -6.2 247 -2.4 -6.7 25.4

Original Source  64.7 58.3 63.1 56.1 614 424
Random -1.0 -1.5 122 -1.3 -7.9 155 -29 -16.2 17.5

Table 7: Results for the punctuation deletion task for De/Ja/Uk-En for Google, DeepL and Microsoft MT systems,
showing the differences in scores of the translations for perturbed source texts. Lg. indicates language pair, while
%Inconsistent is the percentage of sentences which have chrF< 75 with respect to the original translation. Results
in bold are statistically significant (paired bootstrap resampling, p < 0.05).

zahlen” changes the translation from “And I have
to pay shipping again” to “And do I have to pay
shipping costs again?” (instead of “And I have
to pay shipping again?”) and improves both chrF
(17.5 — 23.4) and COMET (26.3 — 45.6) scores,
presumably due to the presence of the word “costs”
that now matches the reference (“And I still need
to pay the delivery costs”). Similarly for ques-
tion mark deletion, removing the question mark
from “3aHATTS B MOHEALIOK i cepey BiJIpi3HSII0-
ThCA?” changes the translation from “Are Monday
and Wednesday classes different?” to “Monday
and Wednesday classes are different”, dropping the
chrF (76.2 — 74.9) and COMET (91.0 — 83.7)
scores. Expecting translations of both original and
perturbed source texts to match is a standard eval-
uation setting for robustness tests, even for more
severe perturbations resulting in drastic changes
and out-of-vocabulary inputs (see Table 1). Given

these results, we reiterate our call from §3 to re-
examine this evaluation setup for settings similar to
this work.

However, there are several cases where the inter-
rogative nature of the source is not dependent on the
question mark and the model correctly produces
a translation that is also interrogative but differ-
ent. For example, deleting the question mark from
“® D 3 27 ” changes the translation from “Is
there?” to “do you have”. Example 12 shows an-
other case where the model correctly recognizes
the perturbed source as a question, but produces a
significantly different translation. Example 5 and
Example 6 are also cases of translation differences
that are more severe than reordering.

Sentence Style Association. Although we see
some critical translation changes due to perturbing
full stops (Example 2), a majority of the translations
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underwent a change in sentence style. In particular,
we found that inserting a full stop resulted in mod-
els producing longer, complete sentences, while
deleting the full stop resulted in shorter, headline-
style sentences. This was observed across systems
(Example 1 and 7), which indicates that this stylis-
tic change presumably comes from what is com-
monly seen in training data: the models have seem-
ingly learnt to associate a lack of full stop with
article headlines from news domain data. In the
case of Example 7, the changed translation better
matches the reference (“Water heater temp and bath
issue.”), leading to improvement in scores in both
chrF (46.8 — 58.6) and COMET (36.7 — 75.3).

Robustness. Previous works have correlated con-
sistency with robustness (Niu et al., 2020; Wallace
et al., 2020), the implication being that less con-
sistent outputs are lower in translation quality. We
find that this is not necessarily the case for our per-
turbation setting. For instance, Example 1 shows
a translation that has high consistency (91.7 chrF
compared to original translation), while Example 7
has low consistency (56.0 chrF). However, in both
cases the translations of the perturbed sources score
significantly higher than the original translations.
Similarly, Example 12 has a very low consistency
score (25.9) but the chrF reduces (—8.5) while the
COMET increases (+14.1). COMET is more re-
flective of the translation quality here: given the
reference (‘ ‘How many LINE messages are okay to
send in a day?”), the translation of the perturbed
source is closer to the actual translation. Conversely,
instances with relatively high consistency (Exam-
ple 3,5, 8, 10) all drop in scores and have significant
translation issues.

Other Changes. Some other changes in the trans-
lations include changes in number, tense, pronouns,
named entities, capitalization, and so on. Some of
the less severe errors such as changes in capitaliza-
tion or extra demonstratives also incur heavy drops
in chrF and COMET scores. Some more examples
of the translations produced for perturbed inputs
can be found in Appendix A.3.

6 Conclusions

In this work, we unite the robustness evaluation of
both machine translation systems and their evalua-
tion metrics, and discuss ways in which both fail to
be adequately robust to trivial punctuation change.
This shows that models and metrics are in fact far

more sensitive and a lot less reliable in real-world
use cases than is commonly expected. We show
that both metrics and machine translation systems
treat each punctuation differently, with machine
translation systems showing associations between
punctuation and sentence styles. We also highlight
the implications of these sensitivities for robustness
research and evaluation for machine translation.

Although it may not necessarily be a hard task
to train systems that are robust to punctuation, our
goal is to highlight one of the issues that has possi-
bly been overlooked due to its triviality. We hope
that future research in robustness, evaluation met-
rics and machine translation accounts for these sen-
sitivities while performing evaluation and model
training.

Limitations

Test Set Size. One of the main limitations of our
work is relatively smaller test set sizes. This stems
from the way our perturbation experiments are set
up - we can only use existing test sentences which
already end with specific punctuation in order to
measure the effect of deleting them, or start with
sentences which do not have sentence final punctua-
tion in order to measure the effect of inserting them.
In general, a majority of the official test sets have
sentences ending in full stops; this results in having
a smaller test set to work with. This is also the same
issue that presumably gives rise to sensitivity issues
in the trained models.

However, given that our focus has been on each
particular punctuation, instead of merging them all
together, we find that our test sets are larger than the
ones used in previous work for each punctuation.
Combined with the fact that we ensure to perform
significance testing and manual analysis, we believe
our results are reliable. Appendix A.1 includes
details and a discussion.

Target Language. Although we test models
across several source languages, the target language
is always English. This makes our analysis of in-
duced errors limited to phenomena that occur in
English, for example, changes in number, reorder-
ing of words for question marks, or changes in capi-
talization, etc. Languages without capitalization or
number marking but with morphological richness
and other phenomena are likely to have different
errors. For example, inserting a full stop changes
the translation to include ‘Please’ and makes the
sentence more polite in Example 1 in Table 6. For
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languages like Japanese, which have complex sys-
tems of marking varying levels of honorifics, punc-
tuation perturbations may result in more interesting
changes to the translations.

A vast majority of previous work has performed
perturbations on languages using the Latin alphabet,
so we consider our work a step forward, consider-
ing that we also evaluate metrics on Japanese and
Ukrainian texts. However, it is also important to
evaluate sensitivity when both directions are non-
English, for example, Ukraininan to Japanese trans-
lation. A lack of adequate parallel data in such
directions usually precludes such experiments. We
hope to undertake this in future work.
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A Appendix

A.1 Testset Sizes

Test Split De-En Ja-En Uk-En
No Final Punctuation 748 956 515
Final Full Stop 1000 1000 1000
Final Exclamation Mark 102 207 69
Final Question Mark 283 284 287

Table 8: Testset sizes

Test set sizes for our perturbation tests are given
in Table 8. Note that all punctuation insertion tests
use the No Final Punctuation split, while the dele-
tion tests use the respective ending punctuation
splits. Random insertion and deletion both use the
No Final Punctuation split.

The test set sizes reflect a general imbalance in
sentence-final punctuation in parallel corpora that
may be causing the sensitivity in the models. In
order to be able to insert or delete punctuation, we
are limited to sentences which originally have no
punctuation or the specific punctuation we intend
to delete. This is a requirement unique to our ex-
tremely minimal setup, since more indiscriminate
punctuation perturbations can be possibly carried
out on a larger scale.

For comparison, the FLORES101 dataset has
1012 sentences, and the WMT2020-2022 datasets
range from 785 to 2037 sentences. Some challenge
sets for metrics in the WMT Metrics Tasks (Freitag
etal., 2022) included 50 sentences per phenomenon
for 3 language pairs (Alves et al., 2022) and 721
sentences covering 5 error types for Zh-En (Chen
et al., 2022).

A.2 Metric Versions

Metric signatures and versions used for evaluation
are given in Table 9.

A.3 More Translation Examples

Table 10 shows some more examples of translation
changes in response to perturbations. We see more
instances of changes in sentence style, fluency, hal-
lucination and others.
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Metric

Version

BLEU

BLEU [Ja]

chrF
COMET

BERTScore [En]
BERTScore [Other]
BLEURT

nrefs:1|case:mixed|eff:no|tok:13a|smooth:exp|version:2.3.1

nrefs:1|case:mixed|eff:no|tok:ja-mecab-0.996-IPA|smooth:exp|version:2.3.1

nrefs:1|case:mixed|eff:yes|nc:6|nw:0|space:no|version:2.3.1

1.1.3 wmt20-comet-da

0.0.2 BLEURT-20

roberta-large_L17_no-idf_version=0.3.12(hug_trans=4.25.1)
bert-base-multilingual-cased_L9_no-idf_version=0.3.12(hug_trans=4.25.1)

Table 9: Metric versions and signatures. We use the sacreBLEU (Post, 2018) implementations for BLEU and chrF,
and the huggingface implementations for BLEURT and BERTScore.

# Text Original Perturbed
13 Source 20194EH] D £ L fEH 20194EH] D) + L |
DeepL 2019 New Year’s Sale is underway! 2019 First Year Sale is on now!
14 Source VY Hac BiiickkoBa CiTy’k0a 0GOB’A3KOBOIO TS BCiX YOJIOBIKiB V Hac BiiickkoBa ciTy:k0a 060B’A3KOBOIO IS BCiX YOJOBIiKiB
B 16 10 29 pokiB . Bz 16 10 29 pokiB
DeepL In Ukraine , military service is compulsory for all men aged 16 to 29. In our country , military service is compulsory for all men aged 16 to 29.
15 Source  16ayKo Bij s0:1yHI HeiaIeKo, sIK BiZIOMO, Maja.. . S16yKo Bij s0TyHI HealIeKo, sIK BiZIOMO, Maja..
Google As you know, the apple does not fall far from the apple tree... As you know, the apple falls far from the apple tree.
16 Source  BGM BGM ?
Google  Background music BGM
17 Source  Vorwiirfe gegen Trump verschirfen sich Vorwiirfe gegen Trump verschirfen sich !
Microsoft ~ Allegations against Trump intensify Accusations against Trump are intensifying
18 Source 51 po3MOBJIAI0 YKPAHCHKOIO, POCIFICBKOIO Ta YECHKOK MOBAMH 51 PO3MOBJIAI0 YKPAHCHKOIO, POCIICHKOIO Ta YECHKOIO MOBAMU
iHTEHCHBHO BUYCS . iHTEHCHBHO BUYCS
DeepL I speak Ukrainian, Russian and Czech and I am studying intensively. I speak Ukrainian, Russian and Czech intensively studying .
19 Source I'pumiko Bike MiIIOB y sCIIi aJie HE BCE TaK MPOCTO. . . I'puinko Bike MILIOB y sCIIi aJie He BCE TaK MPOCTO. . .

DeepL

Jlyske CHIIbHO Iu1aye
Grishko has already gone to the nursery, but it’s not so easy ...
He criesalot ...

Jlyske CHIIbHO TIaye; .
Hryshko has already gone to the nursery, but not everything is so simple
He cries a lot

20

Source
Microsoft

FIGIcies HIH 3 2

‘What Sunday left a lasting impression on you?

E1Ic5% 5 HIEH iz

Memorable Sundays?

Table 10: Examples of changes in translation caused by perturbations. Punctuation perturbations at the end of the
sentence are highlighted in blue , original translations are highlighted in yellow and the changes in the translations

are highlighted in red .
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