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Abstract

In order to solve the inefficient parameter up-
date and storage issues of fine-tuning in Natu-
ral Language Generation (NLG) tasks, prompt-
tuning methods have emerged as lightweight
alternatives. Furthermore, efforts to reduce the
gap between pre-training and fine-tuning have
shown successful results in low-resource set-
tings. As large Pre-trained Language Models
(PLMs) for Program and Language Generation
(PLG) tasks are constantly being developed,
prompt tuning methods are necessary for the
tasks. However, due to the gap between pre-
training and fine-tuning different from PLMs
for natural language, a prompt tuning method
that reflects the traits of PLM for program
language is needed. In this paper, we pro-
pose a Task-Agnostic prompt tuning method
for the PLG tasks, CodePrompt, that combines
Input-Dependent Prompt Template (to bridge
the gap between pre-training and fine-tuning of
PLMs for program and language) and Corpus-
Specific Prefix Tuning (to update the parame-
ters of PLMs for program and language effi-
ciently). Also, we propose a method to provide
richer prefix word information for limited pre-
fix lengths. We prove that our method is effec-
tive in three PLG tasks, not only in the full-data
setting but also in the low-resource setting and
cross-domain setting.

1 Introduction

As the software engineering field continues to grow,
the use of AI to increase the efficiency of devel-
opers through code intelligence is becoming in-
creasingly important. In particular, Program and
Language Generation (PLG) tasks, such as code
summarization, code generation, and code transla-
tion, are essential for developers to maximize their
productivity. Code summarization allows develop-
ers to quickly understand the structure and purpose
of a code, code generation assists by automatically
generating code given a natural language descrip-
tion, and code translation facilitates the translation

of code from one programming language to another,
such as from Java to C#, and vice versa.

The recent success of Pre-trained Language
Models (PLMs) for the PLG tasks, such as Code-
BERT (Feng et al., 2020), PLBART (Ahmad et al.,
2021), and CodeT5 (Wang et al., 2021), has been
attributed to their utilization of large-scale code
and text corpora. The "pre-training then fine-
tuning" approach has been widely used to de-
rive program language representations by self-
supervised training on large-scale unlabeled data,
which can then be transferred to multiple down-
stream tasks with limited data annotation. These
approaches have proven to be successful on code-
related downstream tasks. However, fine-tuning
large pre-trained models can be expensive and time-
consuming in terms of both updating and storing
all parameters. Furthermore, there is a discrep-
ancy between pre-training and fine-tuning in the
viewpoint of the inputs and the training objectives
(Brown et al., 2020; Wang et al., 2020). It makes
the model difficult to fully utilize the knowledge
of pre-trained models, resulting in suboptimal per-
formance on downstream tasks (Lester et al., 2021;
Gu et al., 2022; Han et al., 2022).

In order to address the issues of fine-tuning,
prompt tuning approaches have recently been pro-
posed in Natural Language Generation (NLG)
tasks. To reduce the gap between pre-training and
fine-tuning, Schick and Schütze (2021) proposed
a prompt tuning method that combined manually
crafted templates with the input. However, finding
the optimal manual prompt template for each nat-
ural language task is arduous and laborious. Fur-
thermore, due to the updating of all parameters
of the language model, it also requires updating
full model parameters for each task, similar to
fine-tuning. It can also easily lead to sub-optimal
language model parameters in low-resource set-
tings. Li and Liang (2021) proposed a lightweight
method, prefix tuning, to freeze the language model
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"In the mid-1970s punk rock was born in a dank little New York

nightclub called CBGB\'s. It all started when rockers like Television,

the Ramones and Patti Smith launched a frontal assault on the

monolith of corporate rock \'n roll. Now another artistic revolt,

Remodernism, is about to widen its offensive from the birthplace of

punk.“ On May 10, 2006, the Stedelijk Museum and the University

of Amsterdam staged a talk on remodernism by Daniel Birnbaum,

contributing editor of Artforum, and Alison Gingeras, Assistant

Curator, Guggenheim Museum. The summary is: In August 2006,

an online group called "The Remodernists of Deviantart" was

founded by Clay Martin. The group is composed of artists who are

active on the website deviantart.com. In 2006, artist Matt Bray said,

(a) An example of Wikipedia

def change_return_type(f):

# Converts the returned value of wrapped function to the  

# type of the first arg or to the type specified by a kwarg key

# return_type's value.

@wraps(f)

def wrapper(*args, **kwargs):

if kwargs.has_key('return_type'):

return_type = kwargs['return_type']

kwargs.pop('return_type')

return return_type(f(*args, **kwargs))

elif len(args) > 0:

return_type = type(args[0])

return return_type(f(*args, **kwargs))

else:

return f(*args, **kwargs)

return wrapper

(b) An example of CodeSearchNet (Husain et al., 2019)

Figure 1: (a) PLMs for natural language are pre-trained
using text from Wikipedia. (b) PLMs for program and
language are pre-trained using code and comment from
CodeSearchNet. The text of PLMs for program and
language is agnostic to task.

parameters and instead optimize a sequence of con-
tinuous task-specific vectors (prefix). This method
has shown performance comparable to fine-tuning
in the full data setting while updating much fewer
training parameters of a large pre-trained model.
Also, even in the low-resource setting, this method
has been proven to be effective by prefix initializa-
tion with words specific to the task.

However, those prompt tuning approaches for
most NLG tasks are difficult to apply directly to the
PLG tasks. The pre-training of PLMs for natural
language involves the use of large amounts of text
data consisting of a series of sentences. This dataset
contains task-specific natural language instructions
(templates). As shown in Figure 1a, task-specific
natural language instructions, such as "Summarize
_", "TL;DR _", and "The summary is _", appear in
data for pre-training. These templates can bridge
the gap between pre-training and fine-tuning. How-
ever, datasets of PLMs for program and language
hardly contain such task-specific textual instruc-
tions (templates). PLMs for program and language
are usually pre-trained with unimodal data (code-

only) or bimodal data (code-comment). Input is
either code or its corresponding comment, but there
are very few task-specific natural language instruc-
tions, shown in Figure 1b.

Due to the lack of task-specific instructions in
the pre-training stage, it is hard to manually select
task-dependent prompt templates for the PLG tasks
during the fine-tuning stage. Prefix tuning in the
NLG tasks improved performance by initializing
prefix embedding from task-specific words, espe-
cially in low-resource settings. However, for PLG
tasks, we can hardly adopt such initialization ap-
proaches because there are very few task-specific
words in data for PLG tasks, as mentioned. Also,
unlike NLG tasks, PLG tasks are two cross-modal
generation tasks. It is not appropriate to initial-
ize encoder and decoder prefixes with the same
words in the same language. Prefix embeddings
of encoder and decoder need to be initialized with
different words of their corresponding language.

Therefore, we propose a task-agnostic prompt
tuning method, CodePrompt, applicable to any
PLG tasks. Our method consists of three com-
ponents: input-dependent prompt template, corpus-
specific prefix tuning, and multi-word prefix ini-
tialization. First, we propose the input-dependent
prompt template by combining the template with
input to bridge the gap between pre-training and
fine-tuning in PLMs for program and language.
Input-dependent prompt template contains unified
backbone words and input-specific words, regard-
less of the task. Second, we propose the corpus-
specific prefix tuning to reduce the number of pa-
rameters for update considering the traits of two
cross-modal tasks. They can effectively transfer the
task and corpus specific information in cross-modal
tasks, especially in low-resource settings and zero-
shot settings. Third, we propose the multi-word
prefix initialization to provide richer information to
prefix embeddings while maintaining the number
of parameters within the limited prefix length. Our
CodePrompt shows great performances on three
PLG tasks in full data, low-resource, and cross-
domain settings.

2 Related Work

Pre-trained Model for Program and Language
As the pre-trained models based on the Transformer
architecture (Vaswani et al., 2017) have achieved
great success in NLG tasks, the methods on ex-
tending natural language-based methods to code
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def change_return_type(f):

@wraps(f)

def wrapper(*args, **kwargs):

if kwargs.has_key('return_type'):

return_type = kwargs['return_type']

kwargs.pop('return_type')

return return_type(f(*args, **kwargs))

else:

return f(*args, **kwargs)

return wrapper

Language: Python , Function Name: change_return_type , 

Keywords: return type kwargs …

Input-Dependent Prompt Template

CodeT5 EncoderInput-Corpus 

Specific Prefix

Input-Dependent Prompt Template Input [SEP] [MASK] 

CodeT5 DecoderOutput-Corpus 

Specific Prefix

Output

Corpus

Common 

Word 

Embedding

…

Input

…

Output

Corpus

Prefix

Embedding

Figure 2: Overview of our Task-Agnostic Prompt Tuning, CodePrompt.

have recently been proposed in PLG tasks. Feng
et al. (2020) proposed CodeBERT, a pretrained
language model, based on BERT (Devlin et al.,
2019). The model learns cross-modal representa-
tion both program language and natural language in
the pre-training stage. Guo et al. (2020) proposed
GraphCodeBERT to incorporate the code structure
into CodeBERT. However, such models are vulner-
able to the PLG task because they learn the PL-NL
representation with the transformer encoder only.
Ahmad et al. (2021) proposed PLBART to support
both code understanding and generation tasks us-
ing encoder-decoder model BART (Lewis et al.,
2020). Also, Wang et al. (2021) proposed CodeT5,
a pre-trained sequence-to-sequence model based
on T5 (Raffel et al., 2022), to facilitate generation
tasks for source code. We utilize the framework of
the CodeT5, the state-of-the-art pre-trained model,
in the PLG tasks for an effective prompt tuning
method of PLM for program and language.

Prompt tuning for Generation In NLG tasks,
the concept of prompt-tuning originated from in-
context learning, which was first introduced in GPT-
3 (Brown et al., 2020). Schick and Schütze (2021)
explored the use of fixed-prompt language model
(LM) tuning for few-shot text summarization using
manually created templates. Li and Liang (2021)
investigated prefix tuning, fixed-LM prompt tun-
ing, where learnable prefix tokens are prepended to
the input while the parameters in pre-trained mod-
els are frozen. Lester et al. (2021) proposed soft

prompt as a simplification of prefix tuning. Sev-
eral prompt tuning methods have been proposed for
NLG tasks, but they are not applicable to PLG tasks
because they require additional data information
for specific natural language tasks. Recently, Wang
et al. (2022) evaluated the effect of prompt tun-
ing in Program and Language Understanding and
Generation tasks. However, they used the prompt
tuning method with updating all parameters of the
pre-trained language model, not freezing the pa-
rameters. Moreover, they did not consider the gap
between pre-training and fine-tuning of PLMs for
program and language.

3 CodePrompt

In this section, we explain our prompt tuning
method, CodePrompt, in detail. Our prompt tun-
ing method aims to consider the traits of PLMs
for program and language. Figure 2 shows the ar-
chitecture of our method, which is on the basis of
the CodeT5 framework, including input-dependent
prompt template, corpus-specific prefix tuning, and
multi-word prefix initialization.

3.1 Input-dependent Prompt Template
In NLG tasks, it is common to manually craft tem-
plates specific to tasks. However, in PLG tasks, it is
hard to select task-specific templates because they
are rarely seen in the pre-training stage. Instead of
providing task-related templates, we will provide
input-dependent templates. Input-dependent tem-
plates, that are agnostic to the task, can help in un-
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derstanding the input by reducing the gap between
pre-training and fine-tuning. PLMs for program
and language are pre-trained using bi-modal data,
pairs of code and its comment, but provided with
unimodal data, either code or comment, in the fine-
tuning stage. If we provide additional information
that seems like comment or code, it can bridge the
gap between inputs of pre-training and fine-tuning
stages. It will help better transfer the knowledge
gained in pre-training stage to fine-tuned models.

There is a lot of information about code such as
repository (owner), path, and library information,
but we choose three easily extractable information
from code: language, function name, and keywords.
The backbone of the template is "Language _, Func-
tion Name _, Keywords _". The backbone words
are task-agnostic, fixed and unified template, and
"_" is dependent to the input. The information of
language and function name can be easily obtained,
and keywords can be extracted by various keyword
extraction methods. To prove the efficiency of our
template, we use a simple but effective keyword
extraction method, TextRank (Mihalcea and Tarau,
2004).

For example, if a code snippet is given in the
code summarization task, the following prompt for
the code will be added: "Language: Python, Func-
tion Name: simulate_request, Keywords: simulate
request wsgi ...", as shown in Figure 2. The actual
ground truth comment for the code is "simulate a
request to a wsgi application". This prompt tem-
plate can act not only as the comment for the code
in natural language, but also as a hint for summa-
rization. The pair of the template and the input
will act like a bimodal pair seen in the pre-training
stage. In the code generation task where an NL
comment is given, we also use the template with-
out the backbone word "Function Name". In this
case, the keywords from the comment will act like
a simple version of the corresponding code, be-
cause most of keywords from the comment may
also appear in the code.

3.2 Corpus-Specific Prefix Tuning

In prefix-tuning, prefix embedding initialization
is important. Initialization with task-specific pre-
fix words has been proven to be effective, espe-
cially in low-resource settings, because it can easily
transfer task-specific knowledge to the pre-trained
model. However, as mentioned above, in the pre-
training stage of PLMs for program and language,

the task-specific words were rarely seen. Instead of
task-specific words, we try to transfer task-related
knowledge to the fine-tuned model by providing
frequent words in input and output corpora. We
initialize the encoder prefix with common words
in the input corpus and the decoder prefix with
common words in the output corpus. By providing
common words of each input and output corpus, we
can indirectly provide what the model is required
to do for the given task.

For the transfer of corpus-specific information
to each encoder and decoder, we initialize using
corpus-specific prefix words corresponding to each
input and output corpus. Corpus-specific prefix
embeddings are initialized with input and output
corpus’s common words obtained from the train
data. Our encoder combines the input embedding
and input corpus prefix embedding with a bidirec-
tional language model to learn the context. If the
input corpus prefix embeddings of prefix words
are composed of words representing the input cor-
pus, the encoder can learn the global features of
the corpus of the prefix embeddings and the indi-
vidual feature of the input. Our decoder generates
output words with a left-to-right language model
through output corpus prefix embeddings. If the
output corpus prefix words are the output corpus
representative words, the output sequence is gen-
erated by considering frequently occurring words
such as frequently occurring words "return", "get",
"method", and "file".

3.3 Multi-Word Prefix Initialization

Prefix tuning has shown effective performance in
both full data and low resource settings, but only
one word is used to initialize each prefix embed-
ding. If we provide as many words as possible, it
will help to transfer more knowledge of the pre-
trained model to the fine-tuned model.

We propose a multi-word prefix initialization
method. Each prefix embedding is initialized with
multiple words within the limited prefix length.
Let N be the prefix length and M be the corpus
common words (N « M ). First, we obtain the em-
bedding of the corpus common words M from the
embedding layer of a pre-trained language model.
Then, we select the top-N of the corpus common
words as the core words. For each N core word,
K words with high cosine similarity among M
words are extracted. We combine one core word
and its similar words using a feed-forward neural
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network (FFN). K + 1 word embeddings are aver-
aged through mean pooling in the hidden layer and
then obtained the prefix embedding of all layers, as
shown in Figure 2. Multi-word prefix initialization
can provide a rich set of prefix words while main-
taining the same number of parameters as the FFN
used for prefix tuning for stable optimization.

3.4 CodePrompt-based CodeT5 Architecture

As shown in Figure 2, we utilize our CodePrompt
to apply to the framework of CodeT5. First, we
extract common words from the input language
and output language to obtain corpus-specific pre-
fix words. Then, the prefix embeddings of our
encoder and decoder are initialized through the
multi-word prefix initialization method. When a
code or comment is given as input, we generate its
input-dependent prompt template and combine the
template with the input. Our encoder and decoder
are frozen and only the prepended prefix embed-
ding is trained.

4 Experiment Setup

4.1 Downstream Tasks & Datasets

We evaluate our CodePrompt method on three gen-
eration tasks in CodeXGLUE benchmark (Lu et al.,
2021): code summarization, code generation and
code translation. Code Summarization is the task
of generating a natural language summary from
code. The dataset consists of six programming lan-
guages, namely, Ruby, Javascript, Go, PHP, Java,
and Python. Code Generation is the task of gen-
erating code from its natural language description.
Code Translation is the task of generating a code
of target language from the code of source lan-
guage. Table 1 is detailed statistics of the datasets.

4.2 Evaluation Metrics

BLEU (Papineni et al., 2002) computes the n-gram
overlap between a generated sequence and a ref-
erence. CodeBLEU (Ren et al., 2020) is a met-
ric for measuring the quality of the code. Unlike
BLEU, CodeBLEU considers grammatical and log-
ical correctness based on the abstract syntax tree
and the data-flow structure. we refer to CodeBLEU
as C.BLEU. Exact Match (EM) measures whether
a generated sequence exactly matches the refer-
ence. #Param is the number of parameters to be
updated. For more details about the evaluation
metrics, please refer to Appendix B.

Task Language Train Valid Test

Summarization

Ruby 24K 1.4K 1.2K
Javascript 58K 3.8K 3.2K
Go 167K 7.3K 8.1K
PHP 241K 12.9K 14K
Java 164K 5.1K 10.9K
Python 251K 13.9K 14.9K

Generation NL to Java 100K 2K 2K

Translation Java to C# 10.3K 0.5K 1K
C# to Java 10.3K 0.5K 1K

Table 1: Statistics of three PLG tasks in CodeXGLUE
benchmark datasets (Lu et al., 2021).

4.3 Baseline Methods

We compare our method with the state-of-the-art
(SOTA) pre-trained models. As encoder-only mod-
els, we compare with RoBERTa (Liu et al., 2019),
CodeBERT (Feng et al., 2020), GraphCodeBERT
(Guo et al., 2020), and DOBF (Roziere et al., 2021).
For decoder-only models, we compare with GPT2
(Radford et al., 2019) and code-version GPT mod-
els, CodeGPT-2 and CodeGPTadapted. As encoder-
decoder models, we consider PLBART (Ahmad
et al., 2021) and finetuned-CodeT5 (Wang et al.,
2021). And we compare our method with CodeT5
which is trained by Prefix-tuning (Li and Liang,
2021).

4.4 Training Details

We implement our prompt method based on the
Hugging Face Transformer models1 (Wolf et al.,
2020). We use the AdamW optimizer (Loshchilov
and Hutter, 2019) and a linear learning rate sched-
uler. We follow the implementation details of
CodeT5 for all configuration settings. The default
prefix length of each task is set to 200, 250, and
100 for code summarization, code generation, and
code translation, respectively. We choose a sim-
ple but effective keyword extraction method, Tex-
tRank (Mihalcea and Tarau, 2004). The number
of language common words M is 400, the number
of similar words K is 3, and the number of key-
words in input-dependent prompt template is 10.
For detailed configurations for each task, refer to
Appendix A.

1https://github.com/huggingface/transformers
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Methods #Param Ruby Javascript Go PHP Java Python Overall

Fine-Tuning
RoBERTa 125M 11.17 11.90 17.72 24.02 16.47 18.14 16.57
CodeBERT 172M 12.16 14.90 18.07 25.16 17.65 19.06 17.83
PLBART 139M 14.11 15.56 18.91 23.58 18.45 19.30 18.32
CodeT5-base 222M 15.24 16.16 19.56 26.03 20.31 20.01 19.55
+Input-Dependent (ours) 222M 15.44 16.21 19.66 26.26 20.39 20.27 19.71

Prompt Tuning
Prefix-tuning 20M 14.91 15.36 19.15 25.03 19.96 19.93 19.06
CodePrompt (ours) 20M 15.71 15.78 19.43 25.43 20.13 20.25 19.46

Table 2: Smoothed BLEU-4 scores on the code summarization task.

Methods #Param NL to Java

EM BLEU C.BLEU

Fine-Tuning
GPT-2 124M 17.35 25.37 29.69
CodeGPT-2 124M 18.25 28.69 32.71
CodeGPT-adapted 124M 20.10 32.79 35.98
PLBART 139M 18.75 36.69 38.52
CodeT5-base 222M 22.30 40.73 43.20
+Input-Dependent (ours) 222M 23.05 43.13 43.24

Prompt Tuning
Prefix-tuning 20M 21.30 35.72 36.32
CodePrompt (ours) 20M 21.85 37.51 38.19

Table 3: Results on the code generation task.

Methods #Param Java to C# C# to Java

BLEU EM BLEU EM

Fine-Tuning
RoBERTa (code) 125M 77.46 56.10 71.99 57.90
CodeBERT 172M 79.92 59.00 72.14 58.80
GraphCodeBERT 172M 80.58 59.40 72.64 58.80
PLBART 139M 83.02 64.60 78.35 65.00
CodeT5-base 222M 84.03 65.90 79.87 66.90
+Input-Dependent (ours) 222M 85.23 66.60 81.60 67.20

Prompt Tuning
Prefix-tuning 20M 80.58 57.60 77.21 61.10
CodePrompt (ours) 20M 81.82 59.80 79.27 63.50

Table 4: Results on the code translation task.

5 Experiment Results

5.1 Full-Data Setting

Code Summarization Table 2 shows the results
of code summarization for six programming lan-
guages in the full-data setting.

First, to prove the effectiveness of our input-
dependent prompt template, we fine-tune the SOTA
pre-trained model, CodeT5-base, with only input-
dependent prompt template (the language model
is not frozen). The model fine-tuned with only
input-dependent prompt template shows better per-
formance than the other SOTA models. This shows
that our input-dependent prompt template effec-
tively acts as a hint for generating summary and re-
duces the gap between pre-training and fine-tuning
of PLMs for program and language. However, sim-
ply combining the template with the input is not
effective because it tuned all parameters like fine-
tuning.

In prompt tuning methods, prefix-tuning (Li and
Liang, 2021) shows a performance that is slightly
lower than the fine-tuning methods, but with a very
small number of parameters to be updated. Here,
our method, CodePrompt, shows great performance
comparable to fine-tuning, while updating a fewer
number of parameters. The number of parameters

to update is about 1/11. In the case of Ruby and
Python, the scores are higher than the fine-tuning
method, CodeT5-base, by 0.47 and 0.24, respec-
tively.

Code Completion The results of the code gen-
eration task in the full-data setting are shown in
Table 3. Among the fine-tuning methods, CodeT5
with our input-dependent prompt template has
the best performance compared to the other fine-
tuning methods. The BLEU score increased by
2.4 compared to CodeT5-base. Additionally, Code-
Prompt has much better EM, BLEU, and Code-
BLEU scores compared to prefix-tuning. In par-
ticular, our method has almost the same EM score
as CodeT5-base and even better performance than
other pre-trained models except for CodeT5 while
updating very few parameters. This shows that our
CodePrompt is very effective on PLM for programs
and languages with a small number of updates.

Code Translation Table 4 shows the results of
code translation from Java to C# and from C# to
Java in the full-data setting. As with code sum-
marization and code generation tasks, our input-
dependent prompt template with fine-tuning shows
the best performance and CodePrompt show very
effective results compared to other baselines. Espe-
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Figure 3: Results on the code summarization tasks in low-resource settings. The x-axis is training size and the y-axis
is the evaluation metric score (BLEU). The purple dash line is the score of CodeT5-base in the full data setting.

cially in C# to Java, CodePrompt has BLEU score
almost similar to the CodeT5 fine-tuning method
and better performance than PLBART. Compared
to PLBART (139M) and CodeT5 (222M) in the
full-data setting, Codeprompt shows almost compa-
rable performance by updating only 20M parame-
ters, proving its effectiveness in the full-data setting.
This shows that CodePrompt is very effective in
PLG tasks.

5.2 Low-Resource Setting

We evaluate our prompt method in code summa-
rization in low-resource settings. We randomly se-
lected 8, 16, 32, 64, 128, and 256 training instances
from the original data. Figure 3 shows the result
of code summarization on six program languages
in the low-resource data setting. Our method out-
performs the prefix tuning method in all few-shot
environments for all languages. In all program lan-
guages, prefix-tuning showed poor performance at
few shot instances (8 or 16 shots), but CodePrompt
can perform well even with 16 shots. In particular,
for Go, we can see that prefix tuning cannot be
learned up to 64 shots, whereas our method can be
learned from 16 shots. This shows that by initializ-
ing the prefix embedding for each language from
corpus-specific prefix words, the model can learn
the global feature of the language with little data.
Furthermore, fine-tuning is highly sub-optimal for
few-shot data, so it cannot produce general perfor-
mance. For the few-shot results for generation and
translation, please refer to Appendix C.

5.3 Cross Domain Setting

PLMs for PLG tasks should have generalization
capability on any unseen program languages. They
need to understand and process languages where
there is no existing training data in a new language.
We study the benefits of our CodePrompt in cross-
domain settings (zero-shot settings).

Table 5 presents the results of code summariza-
tion in cross-domain settings. Each of the three pro-
gram languages (Go, Java, and Python ) is for train-
ing data and other three program languages (Ruby,
Javascript, and PHP) are regarded as the unseen tar-
get languages. The result shows that CodePrompt
is much more effective in cross-domain settings
than fine-tuning. Fine-tuning updates all param-
eters to provide sub-optimal performance for the
source language, but CodePrompt based on prefix-
tuning only updates prefix embeddings while keep-
ing the language model frozen. For this reason, our
CodePrompt based on prefix tuning method shows
better performance in cross-domain settings. For
the results of other languages, refer to Appendix D.

5.4 Ablation Study

We perform an ablation study on code summa-
rization task in the full data setting. As shown
in Table 6, we observe that the removal of input-
dependent prompt template significantly decreases
performance. The scores drop by 0.57, 0.15, and
0.30 for ruby, java, and python, respectively. The
result proves that our input-dependent prompt tem-
plate is effective to bridge the gap between pre-
training and fine-tuning of PLMs for program and
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Source Methods Target

Ruby Javascript PHP

Go Fine-tuning 11.94 12.43 18.61
CodePrompt 13.05 13.01 19.27

Java Fine-tuning 14.35 14.21 22.31
CodePrompt 15.54 14.90 23.42

Python Fine-tuning 15.13 14.47 21.56
CodePrompt 15.90 15.59 23.43

CodeT5-base 15.24 16.16 26.03

Table 5: Results on code summarization task in cross-
domain setting. The score of CodeT5-base is the result
of fine-tuning with the same language as the target.
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Figure 4: Results on code summarization, code genera-
tion, and code translation with different prefix lengths.
The x-axis is prefix lengths, the left y-axis (blue) is
BLEU, and the right y-asis (red) is EM (Exact Match).

language. Corpus-specific prefix tuning and multi-
word prefix initialization are helpful to improve the
performance and reduce the parameters of PLMs
for update store. For the results of other languages
and the effect of prefix module, refer to Appendix
E.

5.5 Effect of Prefix Length

We also study the impact of different lengths of pre-
fix prompts. We illustrate the performance under
different prefix prompt lengths for the three tasks.
As shown in Figure 4, prefix prompts of too short
or long lengths can degrade the model performance.
For each task and program language, the best per-
formance of prefix length varied slightly. In our
work, the prefix lengths are set as 200, 250, and
100 for code summarization, code generation, and
code translation tasks, respectively.

Methods Ruby Java Python

CodePrompt 15.71 20.13 20.25
w/o Input. 15.14 19.98 19.95
w/o Corpus. 15.46 20.04 20.06
w/o Multi-Word. 15.50 20.06 20.06

Table 6: Ablation study on code summarization task
in the full data setting. "w/o Input." refers to without
input-dependent prompt template, "w/o Corpus." means
the encoder and decoder initialization with the prefix
word of the output language, and "w/o Multi-Word."
means the initialization with single word per a prefix
embedding.

Methods # Params Ruby Java Python

Fine-Tuning
CodeT5-small 60M 14.87 19.92 20.04
CodeT5-base 222M 15.24 20.31 20.01
CodeT5-large 737M 15.58 20.74 20.57

Prompt Tuning
Prefix-tuning 52M 15.06 20.32 20.09
CodePrompt 52M 15.79 20.61 20.35

Table 7: Results of CodeT5-large on code summariza-
tion task. We compare our method with CodeT5-large
reported in (Le et al., 2022).

5.6 Expand to Large Pre-trained Model
We applied our CodePrompt to the CodeT5-large
by utilizing the very effective benefits of the param-
eters. Table 7 shows the results of applying Code-
Prompt to the CodeT5 large model. Our method
showed better performance to the CodeT5-base
model, as well as comparable performance to fine-
tuning for the codeT5-large. Especially when us-
ing CodePrompt on the large model, the number of
parameters was much less than when fine-tuning
CodeT5-base, yet it showed much better perfor-
mance. Our CodePrompt has shown to be very
effective even for models with a large number of
parameters. For more results of other languages,
please refer to Appendix F.

6 Conclusion

In this work, we proposed CodePrompt, a Task-
Agnostic prompt tuning method for Program and
Language Generation tasks. Our CodePrompt com-
bined input-dependent prompt template to bridge
the gap between pre-training and fine-tuning of
PLMs for program and language, and corpus-
specific prefix tuning to efficiently update the pa-
rameters of PLMs. Additionally, we proposed
multi-word prefix initialization method to provide
more rich prefix word information for limited pre-
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fix lengths. We demonstrated that our method is
effective in three PLG tasks, both in full-data and
low-resource settings, as well as in cross-domain
settings.

Limitations

In this section, we discuss some limitations and po-
tential risks of our work. (1) Our CodePrompt fo-
cused on Program and Language Generation tasks,
so it is difficult to directly apply our method to Pro-
gram and Language Understanding tasks. (2) We
designed an input-dependent prompt template with
fixed backbone words (Language, Function Name,
Keywords) for a simple and efficient template. A
more effective template can be crafted. (3) We ap-
plied only CodeT5, the most state-of-the-art model,
as the basis of the framework of our CodePrompt.

Ethics Statement

This paper proposes a task-agnostic prompt tuning
method for the PLG tasks to bridge the gap between
pre-training and fine-tuning of PLMs for program
and language and to efficiently update the param-
eters of PLMs for program and language, which
is beneficial to energy efficient Program and Lan-
guage applications. The research conducted in this
paper will not cause any ethical issues or have any
negative social effects. The data used is publicly
accessible and is commonly used by researchers as
a benchmark for program and language generation
tasks. The proposed method does not introduce any
ethical or social bias, or worsen any existing bias
in the data.
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A Implementation Details

We set the environment for all experiments as fol-
lows: one NVIDIA 3090 GPU with 24GB graphic
memory, Ubuntu 20.04, Python 3.8, and CUDA
11.7 version. In the full data settings, the average
training time for CodePrompt takes about 2, 4, 15,
18, 14, and 20 hours on ruby, javascript, go, php,
java, and python, respectively. The average training
time for code generation and code translation takes
about 14 and 5 hours, respectively. The description
of the hyperparameter for the experiment is shown
in the tables below.

Task Hyper-parameter Value

Common
Optimizer AdamW
beam size 10

warm-up ratio 0.1

Code Summarization

train batch size 20
eval batch size 12
source length 256
target length 128

num train epoch 15
learning rate 5e-5

patience 3

Code Generation

train batch size 14
eval batch size 8
source length 320
target length 150

num train epoch 30
learning rate 1e-4

patience 3

Code Translation

train batch size 12
eval batch size 8
source length 320
target length 256

num train epoch 100
learning rate 5e-5

patience 5

Table 8: Hyper-parameter settings

B Evaluation Metrics

BLEU(Papineni et al., 2002) is a Bilingual Evalu-
ation Understudy to measure the quality of gener-
ated code summaries. The formula for computing
BLEU is as follows:

BLEU = BP · exp
N∑

n=1

ωn log pn

where pn is the geometric average of the modified
n-gram precisions, ωn is uniform weights 1/N and
BP is the brevity penalty.

CodeBLEU (Ren et al., 2020) is an automatic
evaluation of code synthesis considering infor-
mation from the n-gram, syntactic, and semantic

match. The formula for computing CodeBLEU is
as follows:

CodeBLEU = α · BLEU + β · BLEUweight (1)

+ γ · Matchast + δ · Matchdf

where BLEU is calculated by standard BLEU,
BLEUweight is the weighted n-gram match,
Matchast is the syntactic AST match, Matchdf is
the semantic dataflow match. The weighted n-
gram match and the syntactic AST match are used
to measure grammatical correctness, and the se-
mantic data-flow match is used to calculate logic
correctness. The values of α, β, γ, δ are all set as
0.25.

Exact Match (EM) evaluates whether a gener-
ated sequence exactly matches the reference. If the
characters of the sequence generated by the model
exactly match the characters of the reference, EM
= 1, otherwise EM = 0.

C Low Resource Settings
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Figure 5: Results on the code generation and code trans-
lation tasks in low-resource settings. We randomly se-
lected 8, 16, 32, 64, 128, and 256 training instances
from the original data.
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D Cross Domain Settings

Source Methods Target

Ruby JS Go PHP Java Python

Ruby Fine-tuning - 14.98 15.87 22.59 17.05 17.78
CodePrompt - 14.78 15.13 22.53 18.44 18.28

JS Fine-tuning 14.60 - 15.15 23.17 18.03 18.04
CodePrompt 15.68 - 15.48 23.32 18.92 18.83

Go Fine-tuning 11.94 12.43 - 18.61 15.39 13.41
CodePrompt 13.05 13.01 - 19.27 17.08 14.61

PHP Fine-tuning 15.09 15.46 14.75 - 17.23 18.35
CodePrompt 15.91 15.73 15.24 - 19.1 19.2

Java Fine-tuning 14.35 14.21 15.48 22.31 - 17.51
CodePrompt 15.54 14.90 15.72 23.42 - 18.54

Python Fine-tuning 15.13 14.47 15.36 21.56 16.85 -
CodePrompt 15.90 15.59 15.13 23.98 18.65 -

CodeT5-base 15.24 16.16 19.56 26.03 20.31 20.01

Table 9: Smoothed BLEU-4 scores on code summariza-
tion task in cross-domain setting.

E More Ablation Study

We study ablation study on code summarization
task in the full data setting.

Methods Ruby JS Go PHP Java Python

CodePrompt 15.71 15.78 19.43 25.43 20.13 20.25
w/o Input. 15.14 15.44 19.19 25.04 19.98 19.95
w/o Corpus. 15.46 15.41 19.30 25.06 20.04 20.06
w/o Multi-Word. 15.50 15.45 19.39 25.10 20.06 20.06

Table 10: Ablation study on code summarization task in
the full data setting.

We evaluated the effects of the prefix module
in the encoder and decoder on the code summa-
rization task in the full data setting. When the
encoder or decoder prefix module was removed,
the performance of the model decreased signifi-
cantly. Additionally, we observed that removing
the source prefix module caused a more critical
performance degradation than removing the target
prefix module.

Methods Ruby JS Go PHP Java Python

CodePrompt 15.71 15.78 19.43 25.43 20.13 20.25
w/o source. prefix 15.32 15.04 18.75 24.25 19.39 19.18
w/o target. prefix 15.34 15.40 19.01 24.61 19.79 20.01

Table 11: Effects of prefix module on code summariza-
tion task in the full data setting.

Table 12 and 13 present the performance com-
parison between task-specific templates and our

Methods Ruby JS Go PHP Java Python

CodeT5-base 15.24 16.16 19.56 26.03 20.31 20.01
w/ Task. 14.70 15.85 19.35 25.79 19.89 19.77
w/ Input. (ours) 15.44 16.21 19.66 26.26 20.39 20.27

Table 12: Comparison with task-specific template on
code summarization task in the full data setting. Task.
refers to task specific prompt template for summariza-
tion task proposed by Wang et al. (2022).

Methods Java to C# C# to Java

BLEU EM BLEU EM

CodeT5-base 84.03 65.90 79.87 66.90
w/ Task. 83.99 65.40 79.76 66.10
w/ Input. (ours) 85.23 66.60 81.60 67.20

Table 13: Comparison with task-specific template on
code translation task in the full data setting. Task. refers
to task-specific prompt template for translation task pro-
posed by Wang et al. (2022).

approach for the summarization and translation
tasks, respectively, in the full data setting. In the
code summarization task, we re-implemented the
method proposed in Wang et al. (2022) using the
publicly available dataset used in our work to en-
sure a fair comparison. Additionally, for the code
translation task, we presented the results as re-
ported in the paper by (Wang et al., 2022). Our
model demonstrated significantly more effective
performance.
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F Expand to CodeT5-large

Methods # Param Ruby JS Go PHP Java Python

Fine-Tuning
CodeT5-small 60M 14.87 15.32 19.25 25.46 19.92 20.04
CodeT5-base 222M 15.24 16.16 19.56 26.03 20.31 20.01
CodeT5-large 737M 15.58 16.17 19.69 26.49 20.74 20.57

Prompt Tuning
Prefix-tuning 52M 15.06 15.43 19.12 25.45 20.32 20.09
CodePrompt 52M 15.79 15.53 19.36 25.74 20.61 20.35

Table 14: Results of CodeT5-large on code summariza-
tion task.
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5. Experiment Results and Appendix A

The Responsible NLP Checklist used at ACL 2023 is adopted from NAACL 2022, with the addition of a question on AI writing
assistance.
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�7 C2. Did you discuss the experimental setup, including hyperparameter search and best-found
hyperparameter values?
We used the same hyperparameter as the previous study.

�7 C3. Did you report descriptive statistics about your results (e.g., error bars around results, summary
statistics from sets of experiments), and is it transparent whether you are reporting the max, mean,
etc. or just a single run?
We adopted the median value among the 3 models.

�3 C4. If you used existing packages (e.g., for preprocessing, for normalization, or for evaluation), did
you report the implementation, model, and parameter settings used (e.g., NLTK, Spacy, ROUGE,
etc.)?
4. Experiment Setup and Appendix A, B

D �7 Did you use human annotators (e.g., crowdworkers) or research with human participants?
Left blank.

� D1. Did you report the full text of instructions given to participants, including e.g., screenshots,
disclaimers of any risks to participants or annotators, etc.?
Not applicable. Left blank.

� D2. Did you report information about how you recruited (e.g., crowdsourcing platform, students)
and paid participants, and discuss if such payment is adequate given the participants’ demographic
(e.g., country of residence)?
Not applicable. Left blank.

� D3. Did you discuss whether and how consent was obtained from people whose data you’re
using/curating? For example, if you collected data via crowdsourcing, did your instructions to
crowdworkers explain how the data would be used?
Not applicable. Left blank.

� D4. Was the data collection protocol approved (or determined exempt) by an ethics review board?
Not applicable. Left blank.

� D5. Did you report the basic demographic and geographic characteristics of the annotator population
that is the source of the data?
Not applicable. Left blank.
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